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Abstract

A well-known issue with Retrieval Augmented001
Generation (RAG) is that retrieved passages002
that are irrelevant to the query sometimes dis-003
tract the answer-generating LLM, causing it004
to provide an incorrect response. In this pa-005
per, we shed light on this core issue and for-006
mulate the distracting effect of a passage w.r.t.007
a query (and an LLM). We provide a quan-008
tifiable measure of the distracting effect of a009
passage and demonstrate its robustness across010
LLMs. Our research introduces novel methods011
for identifying and using hard distracting pas-012
sages to improve RAG systems. By fine-tuning013
LLMs with these carefully selected distracting014
passages, we achieve up to a 7.5% increase in015
answering accuracy compared to counterparts016
fine-tuned on conventional RAG datasets. Our017
contribution is two-fold: first, we move beyond018
the simple binary classification of irrelevant019
passages as either completely unrelated vs. dis-020
tracting, and second, we develop and analyze021
multiple methods for finding hard distracting022
passages. To our knowledge, no other research023
has provided such a comprehensive framework024
for identifying and utilizing hard distracting025
passages.026

1 Introduction027

Retrieval Augmented Generation (RAG) is a028

key method to enable Large Language Models029

(LLMs) to solve knowledge-intensive tasks such030

as question-answering (Chen et al., 2017; Petroni031

et al., 2021). Adding retrieved passages to the032

prompt of an LLM is shown to ground the LLM re-033

sponse, significantly reducing hallucinations (Fan034

et al., 2024).035

Despite its advantages, retrieved content can036

sometimes lead to problematic behavior. Retrieval037

is not always successful, and in many such cases,038

the prompt includes distracting passages (Li et al.,039

2023; Yoran et al., 2024). As described by Cu-040

conasu et al. (2024), distracting passages contain041

irrelevant yet semantically related information that 042

may mislead the LLM and thus hurt answer gen- 043

eration. Various solutions were proposed to han- 044

dle such problematic retrieval results: based on 045

Chain-of-Thought (Yu et al., 2023; Wei et al., 046

2024), via LLM fine-tuning (Yoran et al., 2024; 047

Jin et al., 2024), and via dedicated inference proce- 048

dures (Asai et al., 2024). 049

This line of research raises a key question: how 050

to evaluate the distracting effect of a passage on 051

an LLM with respect to a query? 052

We begin tackling this question by defining a 053

quantifiable measure of a passage’s distracting ef- 054

fect with respect to a query and an LLM. Our 055

definition isolates the effect of the passage itself, 056

which enables to decouple the influence of other 057

passages. The distracting effect is inherently LLM- 058

dependent, as different models may be affected by 059

different passages. Despite this potential differ- 060

ence, we show that the distracting effect property 061

is in fact quite robust to the LLM choice in that 062

the scores have high correlations across LLMs. We 063

further validate the robustness of our measure by 064

showing that it translates to downstream RAG qual- 065

ity, specifically by demonstrating that the higher 066

a passage’s distracting effect, the more it reduces 067

accuracy when included in the prompt alongside 068

the gold passage. 069

With the measure in hand, we move to study 070

the distracting effect of retrieved passages. We 071

corroborate results from previous studies (Jin et al., 072

2024) showing that the irrelevant results obtained 073

from stronger retrievers are more distracting when 074

compared to weak retrievers. This phenomenon 075

provides additional motivation to our study since 076

retrievers will grow stronger with time, resulting 077

in passages with a larger distracting effect. Our 078

analysis reveals an additional, related observation: 079

higher-ranking irrelevant results are more likely to 080

be distracting. 081

To allow for test sets that reflect unseen data 082
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and/or training sets allowing for generalizable mod-083

els, we aim to obtain distracting passages to all084

queries, including those where standard retrieval085

fails. Such failures occur either when the retriever086

does not return distracting passages or when no087

such passages exist in the corpus (e.g., in niche top-088

ics or small corpora). To address the first case, we089

define a skewed retriever tuned to provide passages090

related to the query but unrelated to its answer. For091

the second, we define several categories of distract-092

ing passages, inspired by Basmov et al. (2024);093

Abdumalikov et al. (2024), and generate passages094

for each category using a strong LLM.095

We demonstrate the effectiveness of this diverse096

collection of methods by analyzing their ability097

to jointly provide highly distracting passages to098

queries in public question-answering benchmarks.099

We show that for a non-negligible fraction of ques-100

tions, the joint collection of methods allows for101

much more distracting passages compared to any102

single method, in particular that of standard re-103

trieval.104

We finish by demonstrating the usefulness of105

our techniques for collecting distracting passages;106

using these passages we build a training set used107

to fine-tune an LLM on a question-answering task.108

We observe that a fine-tuned LLM based on our109

training set achieves superior results to one fine-110

tuned on an analogous training set obtained via111

standard retrieval.112

Concluding, our contributions are as follows:113

(1) We formalize a core issue in RAG, that of dis-114

tracting passages, providing a formal definition and115

evaluation method for such passages (2) We present116

diverse techniques to obtain such distracting pas-117

sages, (3) We demonstrate the value of distracting118

passages by building an effective RAG training set.119

2 Related work120

Analysis of Irrelevant Passages. One line of re-121

search in RAG focuses on analyzing different types122

of irrelevant passages. A passage is considered rel-123

evant if it contains the correct answer (or part of124

it) and provides useful context for answering the125

query. Cuconasu et al. (2024) classify irrelevant126

passages as either random or distracting, showing127

that while random passages do not degrade answer128

quality, distracting passages do. We adopt the term129

distracting but extend it beyond classification by130

treating distraction as a continuous property and131

providing concrete methods to quantify it. Basmov132

et al. (2024) analyze the LLM’s ability to answer 133

questions when the provided reference passages 134

contain hypothetical statements or statements that 135

contradict its parametric knowledge. They show 136

that in both cases performance can significantly 137

drop. We make use of this categorization (among 138

others) of distracting passages in order to syntheti- 139

cally generate diverse types of distracting passages. 140

Jin et al. (2024) show that irrelevant passages re- 141

turned by strong retrievers are more distracting 142

than those obtained by weak retrievers by show- 143

ing that RAG systems tend to make more mistakes 144

when given the former rather than the latter. In our 145

analysis, we provide additional ways to measure 146

how distracting a passage is, and corroborate this 147

conclusion. 148

Obtaining Distracting Passages. To our knowl- 149

edge, in the context of answer generation, the ex- 150

isting solutions to obtain distracting passages are 151

all based on retrieval. The dominant technique is 152

by obtaining top-ranked passages that are not the 153

ground-truth passage, e.g., (Yoran et al., 2024)1. 154

Abdumalikov et al. (2024) went beyond standard 155

retrieval by generating synthetic passages either 156

containing the question but not the answer, or the 157

answer and not the question. They do so in an 158

effort to teach an LLM to abstain when needed. 159

In the context of retrieval and reranking, there is 160

a rich line of work exploring methods for obtain- 161

ing hard negatives, i.e., passages that are irrelevant 162

to the query but seem relevant to the retrieval or 163

reranking system. For the retrieval problem, the 164

dominating method is that of contrastive learning 165

(Xiong et al., 2021), in which the hard negatives are 166

implicitly found by the training method, but this 167

technique is only possible when the pairwise simi- 168

larity is a simple function (e.g., inner product) and 169

is inapplicable for cross-encoders typically used 170

for reranking. Here, the methods are variations 171

of taking the top results from an existing retriever 172

or reranker that are not the ground truth passage. 173

Other than the difference in their definition (hard 174

negatives are defined w.r.t. the ranker, not the an- 175

swer generator), another key distinction is how to 176

deal with false negatives, meaning passages that 177

are not labeled as relevant but are in fact relevant. 178

Moreira et al. (2024) discuss such methods that dis- 179

card negative candidates whose score is larger than 180

1Their precise method is in fact not the top passages, but
rather a uniform random set of k passages out of the top
K > k.
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some threshold, either fixed or based on the score181

of a known positive example. In our setting, this182

is less of a problem given that we have a ground-183

truth answer. This additional information allows a184

more accurate filtering of false negatives. Due to185

this, we focus on additional methods of providing186

candidate distracting examples rather than ways to187

filter false negatives. Another notable recent work188

in the area of retrieval is by Weller et al. (2024) that189

train a promptable retriever that can retrieve pas-190

sages relevant to a query and an instruction. Here,191

the authors synthesize hard negative passages that192

match the query but do not match the instruction.193

Our setting is fundamentally different in the def-194

inition of a negative example, and due to this we195

use completely different methods to generate such196

examples.197

Robust Answer Generation. Closely related to198

the above, another relevant area is that of building199

answer generation methods that can handle irrel-200

evant and distracting passages. One approach is201

to have a chain-of-thought process, either via a202

prompt or fine-tuning in which the LLM identifies203

the relevant passages (Yu et al., 2023; Yan et al.,204

2024; Luo et al., 2023; Wei et al., 2024). A simi-205

lar approach is taken by Asai et al. (2024). They206

provide an entire RAG system, but one of its com-207

ponents indirectly decides whether a paragraph is208

relevant by generating an answer with it and mea-209

suring its faithfulness to the paragraph. Another210

approach is to fine-tune LLMs to answer questions211

when coupled with both relevant and irrelevant pas-212

sages. Lin et al. (2024) and Jin et al. (2024) do this213

with passages obtained from a standard retrieval214

system. Yoran et al. (2024) do the same, but add215

examples where the passages are intentionally ir-216

relevant, specifically they are sampled from the top217

results rather than taking the top results.218

3 Distracting Passages219

An informal definition of the distracting effect of a220

passage w.r.t a query and LLM is: given a question221

q and passage p that is irrelevant to q, how likely222

is an LLM to be distracted by the passage? In this223

section we provide a concrete measure for the dis-224

tracting effect of a passage, then move to describe225

different methods to obtain such passages given226

a query and its ground truth answer. The latter is227

required to avoid false negatives.228

3.1 Measuring the Distracting Effect 229

For the formal test, we build a prompt from q and 230

p where we ask the LLM to answer the question 231

q based on the passage and abstain (output “NO- 232

RESPONSE”) if the passage does not contain an 233

answer to q. The precise prompt is given in Figure 5 234

and all the implementation details are described in 235

Appendix A. We compute distracting effect DEq(p) 236

of an irrelevant passage p for question q as the 237

probability of the LLM not abstaining: 238

DEq(p) = 1− pLLM(NO-RESPONSE|q, p) (1) 239

Alternatives to this test could be comparing the 240

answer of the LLM with vs. without the passage, or 241

building a prompt that also includes a relevant pas- 242

sage and checking if p changes the response. While 243

these approaches are viable, our DEq(p) score of- 244

fers several key advantages: (1) as a probability 245

measure bounded between 0 and 1, it provides an 246

easily interpretable metric of distraction, (2) since 247

this score leverages the LLM’s intrinsic ability to 248

recognize relevant information, it can be applied 249

beyond question-answering to any task where dis- 250

tinguishing between relevant and distracting infor- 251

mation is crucial, (3) it applies to the LLM being 252

tested, without relying on an expensive reference 253

model, (4) it does not require additional passages 254

nor assumptions about the LLM’s parametric mem- 255

ory, and (5) it has a relatively cheap implementation 256

cost, as it simply requires the LLM to process the 257

prompt without generating any new tokens. 258

3.2 Obtaining Distracting Passages 259

Here, we have two approaches. The first is to re- 260

trieve candidates and the second is to generate them 261

using an LLM. The former method will provide ex- 262

amples closer to those observed at inference time. 263

However, the synthetic examples have the potential 264

to add robustness to the system to rarely observed 265

types of distracting passages. Additionally, for 266

small corpora distracting examples may be impos- 267

sible to achieve for many questions, e.g., when they 268

discuss a topic present in a single document. Here, 269

the synthetic examples are key for a robust system. 270

3.2.1 Retrieving Distracting Passages 271

The idea here follows the intuition that irrelevant 272

passages ranked in a top position by a retrieval sys- 273

tem are likely to have a large distracting effect. For 274

different retrieval systems, we obtain the resulting 275
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passages and exclude the relevant ones to obtain ei-276

ther a single (the remaining top-ranked) or a ranked277

list of candidate passages.278

The task of identifying relevant passages, i.e.,279

avoiding false negatives, is a well-known challenge280

in the learning to rank literature. The common so-281

lution is to exclude candidates based on having a282

large relevance score or top rank. In our setting,283

identifying relevant passages is a much easier chal-284

lenge since we have the ground truth answer. We285

take advantage of this information with the NLI286

model of Honovich et al. (2022). Specifically, we287

consider a passage to be relevant to a query if either288

the ground truth answer is included in the passage289

or if given the premise of the passage, the hypoth-290

esis of “the answer to {question} is {answer}” is291

entailed.292

For the retrieval method, in addition to standard293

methods we consider a modified version of (dense)294

retrieval that we call answer-skewed retrieval. A295

dense retriever is defined via embedding functions296

EQ, ED mapping a query/document into an embed-297

ding space. While keeping the document embed-298

ding the same, we modify the query embedding as299

follows: for a query q coupled with a ground-truth300

answer a we define301

Esub(q, a) = EQ(q)− λED(a) (2)302

and303

Eproj(q, a) = EQ(q)− λ
⟨EQ(q), ED(a)⟩ED(a)

∥ED(a)∥2
(3)304

The former subtracts the answer embedding from305

the original query embedding, and the latter306

projects it. These formulas are the arithmetic way307

to express the idea of retrieving a document that is308

related to the query but unrelated to the answer. The309

hyper-parameter λ determines how aggressively we310

wish to exclude documents related to the answer.311

3.2.2 Generating Distracting Passages312

Here, we use a categorization of different types313

of distracting passages inspired by Basmov et al.314

(2024); Abdumalikov et al. (2024). For each type,315

we employ few-shot learning, i.e., build a prompt316

containing a handful of query and distracting pas-317

sage pairs (see Appendix C). We then use a strong318

LLM to generate a passage of the corresponding319

distracting category. The categories used are:320

Related Topic A paragraph discussing a topic321

highly related to the question, but that does not322

contain the answer. E.g., for “When was Abra- 323

ham Lincoln born?”, “Robert Todd Lincoln, the 324

eldest son of President Abraham Lincoln, was born 325

August 1, 1843.”. The generator of this type of 326

distracting documents is referred to as Grel. 327

Hypothetical A paragraph discussing the ques- 328

tion in a hypothetical situation in which the answer 329

is different. E.g., for “What is a traditional gift 330

for a 5th anniversary?” “In ancient Roman times, 331

couples would go on a week long hunting trip on 332

their 5th anniversary”. The generator of this type 333

of distracting documents is referred to as Ghypo. 334

Negation A paragraph providing a wrong answer, 335

but in negation. E.g., “It is a common misconcep- 336

tion that students do not pay tax on earnings”. The 337

generator of this type of distracting documents is 338

referred to as Gneg. 339

Modal Statement A paragraph providing a 340

wrong answer following a disclaimer that the state- 341

ment is not certain. E.g., “The Pyramids may have 342

been built via employing a sloping and encircling 343

embankment of brick, earth, and sand.”. The gener- 344

ator of this type of distracting documents is referred 345

to as Gmodal. 346

4 Analyzing the Distracting Effect 347

In this section, we analyze the different techniques 348

for obtaining distracting candidates discussed in 349

Section 3, and we show the benefit of jointly us- 350

ing different methodologies to create sets of highly 351

distracting passages. Furthermore, we show how 352

highly distracting passages can affect the LLM re- 353

sponse quality even when a relevant document is 354

present in the prompt. 355

4.1 Experimental Setting 356

Benchmarks. We make use of the following 357

commonly used public question-answering bench- 358

marks: NQ (Kwiatkowski et al., 2019), PopQA 359

(Mallen et al., 2023), TriviaQA (Joshi et al., 2017) 360

and WebQA (Berant et al., 2013). We took a sam- 361

ple of 2000 questions from NQ and 1000 from the 362

rest. We filtered out questions without relevant 363

passages among the retrieved ones, to enable tests 364

related to ground truth passages. This resulted in 365

1926, 950, 987, and 837 questions for the respective 366

datasets. These benchmarks all come with a refer- 367

ence answer, which we use to assess the correctness 368

of the generated answers. In particular, we adopt a 369

common variant of the Exact Match metric, where 370
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Figure 1: Distribution of distracting effect for passages obtained through different methods, as measured by Llama-
3.1-8B. Methods are ordered by their mean distracting effect (shown by vertical black lines), with higher means
indicating a greater ability to distract the model.

we classify a generated answer as correct if it in-371

cludes the ground-truth answer as a substring (e.g.,372

if the answer is “Washington” and the generated373

answer is “George Washington”, it is considered374

correct). This procedure will be generally referred375

to as answer accuracy in our experiments.376

Compared Methodologies. We compare the dis-377

tracting effects of the passages obtained by using378

the methodologies discussed in Section 3. For the379

retrieval-based methods, we index the Wikipedia380

dump of 20 December 2018 (Gao et al., 2023) using381

Pinecone vector-DB2 and the E5-base embedding382

model (Wang et al., 2022) with 768 embedding383

dimension. We also explored the answer-skewed384

retriever3 from Section 3.2.1. Hereafter, we use Rst385

to refer to a standard dense retriever and Rsk to re-386

fer to its answer-skewed counterpart. We evaluate387

both solutions with and without re-ranking their388

top-20 passages using the cross-encoder BAAI389

BGE-M3-v24 (Chen et al., 2024). We use Rst
+ and390

Rsk
+ to refer to the retrieval models followed by the391

re-ranking module. Regarding the four generation392

methods discussed in Section 3.2.2, we use Claude393

3.5 Sonnet V2.0 via AWS Bedrock as the backbone394

LLM.395

Evaluated LLMs. To assess the distracting ef-396

fect of a candidate passage we use formula 1397

2https://www.pinecone.io/
3Among tested configurations, formulation 2 with λ = 1

performed best.
4https://huggingface.co/BAAI/

bge-reranker-v2-m3
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Figure 2: Average distracting effect at different rank po-
sitions for various retrieval methods. Results are shown
for Llama-3.1-8B, averaged across datasets. Higher-
ranked passages consistently demonstrate greater poten-
tial to mislead the model. Similar trends were observed
across all tested LLMs (see Figure 18).

with various LLMs. We consider open-sourced 398

LLMs ranging from 3B to 8B parameters, specifi- 399

cally the instruct-based version of Llama-3.1-8B, 400

Llama-3.2-3B (Grattafiori et al., 2024), Falcon-3- 401

3B, Falcon-3-7B (Team, 2024), Qwen-2.5-3B, and 402

Qwen-2.5-7B (Yang et al., 2025). We do not ex- 403

plore larger models since they are less common 404

in real RAG applications, due to latency/budget 405

constraints. 406

4.2 Distracting Effect of Retrieved Passages 407

In this experiment, we compute the average dis- 408

tracting effect of the irrelevant passages retrieved 409

using the various retrieval methods. Figure 2 shows 410

how the distracting effect (averaged across the four 411

datasets we consider) varies at different ranking 412

positions. All methods exhibit the same decreasing 413
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trend. A notable conclusion is that standard re-414

trieval pipelines, while attempting to bring relevant415

passages to top positions, tend to favor passages416

with high distracting effects over passages with low417

distracting effects.418

Another important observation arises when an-419

alyzing the effect of the reranking on the top po-420

sitions (e.g., top 5). In these positions, using the421

reranking module consistently increases the aver-422

age distracting effect. We argue that the irrelevant423

passages that are retrieved are the ones that fool the424

retrieval pipeline, and that also have the potential425

of distracting the LLM. While adding a reranking426

module enhances the capabilities of the retrieval427

pipeline, this actually amplifies the problem – pas-428

sages that successfully pass through this additional429

reranking stage are even more likely to mislead the430

LLM during response generation.431

4.3 Comparing Distracting Effects of432

Different Methodologies433

In these experiments, we compare all the methods434

discussed in Section 3. For retrieval-based meth-435

ods, we consider only the first non-relevant passage436

for each query, which is expected to be the most dis-437

tracting retrieved one according to Figure 2. Simi-438

larly, for a fair comparison, for each question, we439

use each of the four methods discussed in Section440

3.2.2 to generate a single distracting passage.441

Figure 1 reports the probability distribution of442

the distracting effect over Llama-3.1-8B of the pas-443

sages obtained by using the different methods, com-444

puted on NQ and WebQuestions. Results on Triv-445

iaQA and PopQA follow the same trend and are446

described in Appendix A.1. The probability dis-447

tributions are all skewed towards extreme values448

showing the LLM tendency to always respond with449

high confidence, even when wrong. The probabil-450

ity distributions of the other LLMs, described in451

Appendix A.1, follow similar trends. An impor-452

tant aspect to notice is that the relative distracting453

effect provided by the different methods is quite454

stable: Rst
+ and Rst are among the top-distracting455

approaches in all datasets, and similarly, Grel and456

Rsk are among the poorest-performing methods457

across all datasets. This suggests that the inherent458

strengths and weaknesses of these methodologies459

transcend the specific characteristics of individual460

datasets.461

Regarding the retrieval-based methods, the re-462

sults are in line with Section 4.2, with Rst consis-463

tently providing passages having a higher distract-464

Rst
+ Rst Rsk

+ Gneg Rsk Gmodal Ghypo Grel0

10

20

30

40

11.4%
6.3% 4.6%

12.5%
2.8%

11.3% 7.9% 4.4%

34.0%

27.9%
24.2% 6.8%

13.3%
4.2%

4.5%
2.8%

45.4%

34.2%
28.8%

19.3%
16.2% 15.5%

12.4%
7.2%

Unique Wins
Ties

Figure 3: Percentage of questions where each method
provides the most distracting passage for Llama-3.1-8B.
In blue are the times when no other method reaches
the same distracting effect, in orange the percentage of
times the highest score is shared with other methods.
Similar trends were observed across all tested LLMs
(see Figure 17).

ing effect than Rsk; in both cases, reranking leads 465

to more distracting passages. 466

Among the generation-based methods, Gmodal 467

appears on average the most promising to produce 468

distracting passages; on the opposite, the passages 469

generated by Grel are the least distracting ones. 470

Finally, the last probability distribution in each 471

subfigure of Figure 1 refers to the case where for 472

each question we systematically select the most 473

distracting passage among the ones obtained with 474

the various methods. In this case, the probabil- 475

ity is mostly distributed on high distracting effect 476

values, demonstrating that the joint usage of dif- 477

ferent methodologies leads to significantly more 478

distracting passages than the ones obtained by any 479

of the individual methods. Figure 3 allows to better 480

understand the contribution of each method. The 481

vertical bars represent the percentage of questions 482

(from the four datasets we analyze) where each 483

method provides the most distracting passage. In 484

blue are the times when no other method reaches 485

the same distracting effect, in orange the percent- 486

age of times the highest score is shared with other 487

methods (a difference below 0.01% is considered 488

a tie). In line with the probability distributions ob- 489

served in Figure 1, Rst
+ is the method providing 490

the most distracting passage for the highest num- 491

ber of questions. Nevertheless, for ∼55% of the 492

questions, other methods produce more distract- 493

ing passages. Overall, all methods provide their 494

unique contribution, which is particularly remark- 495

able not only for Rst
+ but also for Gmodal, Gneg, and 496

Ghypo, demonstrating that combining retrieval and 497

generation-based solutions is beneficial to obtain 498

highly distracting passages for a set of questions. 499
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Figure 4: Spearman correlation of distracting effect
computed using different LLMs (abbreviated, e.g.,
Llama→ L). The strong correlations suggest that the
distracting effect of a passage is relatively consistent
across models despite architectural differences.

The experiments reported so far study the dis-500

tracting effect on Llama-3.1-8B, however, we ob-501

serve very similar trends with other LLMs (de-502

tails in Appendix A.1): some LLMs are more dis-503

tractable than others, but overall the relative ef-504

fectiveness of the various methods is very similar.505

Figure 4 provides deeper insights into how the dis-506

tracting effect depends on the LLM used to com-507

pute it. We observe very high Spearman correlation508

scores between the distracting effects computed us-509

ing different LLMs; this means that the LLMs we510

analyze share the same weaknesses and tend to be511

more distracted by the same set of passages. We512

argue that the distracting effect of a passage is an513

intrinsic characteristic of the passage itself and that514

it does not depend much on the LLM, at least when515

exploring LLMs with similar sizes.516

4.4 Prompting with Relevant and Distracting517

Passages518

So far, we measured the distracting effect of an ir-519

relevant passage as the probability of the LLM not520

abstaining when prompted with it. A question we521

should still answer is: how do distracting passages522

affect the LLM accuracy when added to a prompt523

already containing a relevant passage? To answer524

this question we categorize irrelevant passages as525

hard distracting if associated with a distracting ef-526

fect higher than 0.8. Similarly, we consider weak527

distracting those passages having a distracting ef-528

fect lower than 0.2. Examples of hard and weak529

distracting obtained through different methods are530

shown in Appendix (Figures 7, 8, 9, and 10).531

LLM only Gold Gold + WD Gold + HD
Llama-3.2 3B 82.6 79.4 71.5
Llama-3.1 8B 80.6 80.1 73.9
Falcon-3 3B 78.5 74.1 67.1
Falcon-3 7B 84.1 81.5 73.3
Qwen-2.5 3B 80.9 75.5 69.4
Qwen-2.5 7B 82.4 80.4 73.7

Table 1: Answer accuracy when prompting the LLM
with the gold passage only, gold passage with a weak
distracting passage (WD), and gold passage with a hard
distracting passage (HD). Values that are NOT under-
lined are different in a statistically significant way w.r.t.
the gold-only case (Wilcoxon test with p-value < 0.01).

As evident from the probability distributions in 532

Figure 1, these two intervals account for most of the 533

probability mass (e.g., 72% for Llama-3.1-8B). Ta- 534

ble 1 shows how accuracy on the NQ dataset drops 535

when the relevant passage (i.e., we use the gold pas- 536

sage available in the NQ dataset) is combined with 537

a distracting one in the LLM prompt. Since LLMs 538

are known to be affected by positional bias (Liu 539

et al., 2023), we compute both orders (i.e., gold 540

followed by distracting, and distracting followed 541

by gold) and report the average accuracy. Both 542

weak and hard distracting passages affect accuracy 543

when compared to having only a gold document in 544

the prompt, however, the impact of hard distracting 545

passages is significantly larger, making the accu- 546

racy drop from 7 to 11 accuracy points, depending 547

on the LLM. This confirms the reliability of the 548

strategy we adopt for scoring distracting passages. 549

5 Application: RAG Fine-Tuning 550

We now move to make use of the distracting pas- 551

sages to train a robust generation component for 552

RAG. For each question, we obtain through the 553

methods described above, a set of highly distract- 554

ing passages, as well as a relevant passage. We use 555

these to build a prompt containing the question and 556

passages, resulting in a training set for RAG. 557

5.1 Experimental Setting 558

We adopt the same benchmarks as in Section 4.1. 559

We use 800 questions from NQ to build train- 560

ing data. Each instance in our training data is a 561

(q, a∗, P ) triplet consisting of a question, a ground- 562

truth answer, and a list of 5 passages. We use three 563

strategies to collect the passages in P : Retrieve – 564

we use our retrieval pipeline (see Section 4.1) with- 565

out re-ranker and fetch the top 5 ranked results; 566

Rerank – same as retrieve, but in this case, we 567

enable the re-ranking module; Hard – in 50% of 568
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Test Set Train Set Llama-3.2-3B Llama-3.1-8B
accu accg acc accu accg acc

NQ

None 15.2 51.4 37.9 12.8 56.7 40.3
Retrieve 13.3 57.1 40.7 21.0 62.4 46.9
Rerank 11.5 56.5 39.7 19.9 63.2 47.0
Hard 21.4 55.6 42.8 32.0 59.8 49.4

PopQA

None 8.4 55.7 35.9 8.7 61.3 39.3
Retrieve 8.8 62.6 40.1 16.6 73.2 49.5
Rerank 9.6 60.3 39.1 18.0 75.1 51.2
Hard 14.9 63.6 43.2 21.6 71.2 50.4

TriviaQA

None 38.0 79.2 67.8 39.8 86.4 73.5
Retrieve 36.9 79.4 67.6 56.8 87.1 78.7
Rerank 33.3 76.7 64.7 58.4 87.5 79.4
Hard 54.1 82.3 74.5 68.9 87.0 82.0

WebQA

None 21.4 54.4 41.9 19.0 53.8 40.6
Retrieve 20.7 55.1 42.1 28.4 59.9 48.0
Rerank 20.3 54.1 41.3 30.4 59.6 48.6
Hard 35.0 58.7 49.7 36.8 59.7 51.0

Table 2: Answer accuracy averaged over all 4 test sets.
None is the non-fine-tuned baseline, Retrieve, Rerank
and Hard are fine-tuning strategies. Metrics: (1) accu,
accuracy on ungrounded instances, (2) accg, accuracy
on grounded instances, and (3) acc, overall accuracy.
Bold values indicate the highest per model and dataset.
The LLMs fine-tuned on the Hard dataset achieve statis-
tically significant superior acc in all test sets besides
Llama-3.1-8B on PopQA where results are slightly
lower than training on Rerank, but in a non-statistically
significant manner (Wilcoxon test with p-value < 0.01).

the cases we take the first relevant passage from the569

Rerank strategy and the most distracting 4 passages570

obtained by using the methods described in Section571

3.2; in the remaining 50% of the cases, we select572

the most distracting 5 passages obtained by using573

our methods. Finally, we shuffle the five passages574

to create P .575

These strategies resulted in three correspond-576

ing training sets. We use the remaining ques-577

tions from NQ to create an in-distribution (ID)578

test set. Additionally, we use the questions from579

PopQA, TriviaQA, and WebQA to create out-of-580

distribution (OOD) test sets. Each of the resulting581

four test sets contains a balanced mixture of test582

cases from the Retrieve, Rerank, and Hard strate-583

gies described above. We use the training sets to584

fine-tune5 the instruct-based version of two LLMs,585

namely Llama-3.2-3B and Llama-3.1-8B, and com-586

pare results to their non-fine-tuned counterparts.587

5.2 Results588

Table 2 contains the test results for all 8 LLMs,589

corresponding to both the bases of Llama-3.2-3B590

and Llama-3.1-8B. In addition to overall accuracy,591

we report accg, accu corresponding to accuracy592

over grounded examples, i.e., those that contain a593

relevant passage, and ungrounded examples that do594

5For further details, see Appendix B.1.

not, respectively. 595

In all cases, training on Hard examples results in 596

major lifts over all baselines in all test sets: 5.3-16.1 597

absolute accuracy points for Llama-3.2-3B and 3.6- 598

11.0 points for Llama-3.1-8B. We conjecture this 599

is due to the added value of robustness to distract- 600

ing passages in the case of ungrounded examples. 601

Indeed, when the ground truth passage is in the 602

prompt, a distracting passage can hurt, but to a lim- 603

ited effect (Table 1 shows drops from 7 to 11 accu- 604

racy). In contrast, when the answer is present only 605

in the parametric memory of the LLM, a prompt 606

with only distracting passages is much more likely 607

to result in an error. Due to space restrictions, we 608

provide the test results on the different partitions 609

of the test sets according to the passage collection 610

method in Appendix B.2. Results exhibit consistent 611

behavior with major improvements on ungrounded 612

examples across all slices. 613

For the overall accuracy, we see a clear advan- 614

tage of Hard for Llama-3.2-3B across the board, es- 615

pecially for OOD datasets, with a lift of 6.7 and 7.6 616

acc points for the TriviaQA and WebQA when com- 617

pared to the baselines. For Llama-3.1-8B, since it 618

is a stronger LLM with a lower margin of improve- 619

ment, the results are closer to the baselines, though 620

the overall performance is better for our technique 621

in 3 out of 4 benchmarks. As before, the gain is 622

much more significant for the ungrounded ques- 623

tions, but here it does come at a small expense of 624

accuracy on grounded questions. 625

6 Conclusions 626

In this paper, we explored the topic of distracting 627

passages in the context of RAG. We provided an 628

algorithm to measure the distracting effect of a pas- 629

sage w.r.t. a query and LLM and demonstrated its 630

robustness across LLM types and alternative imple- 631

mentations. We explored different ways to obtain 632

distracting passages, going beyond the common 633

approach of using standard retrieval. We showed 634

that the combination of these methods produces 635

more distracting passages; this allows the creation 636

of more challenging and diverse datasets for RAG, 637

and we demonstrated how they can be used to fine- 638

tune LLMs to be more robust to distracting pas- 639

sages. We note that this application represents one 640

of the potentially many use cases, and we believe 641

that the insights gained from our study of the dis- 642

tracting effect of passages will prove valuable for 643

additional applications. 644
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Limitations645

Our study focuses on medium-sized LLMs (3B–8B646

parameters), which are widely used in practical647

RAG applications, as reflected in their adoption648

and download statistics from repositories like Hug-649

ging Face. While we expect our findings to be650

broadly applicable, further investigation is needed651

to understand how larger models (70B+) and com-652

mercial LLMs respond to distracting passages.653

Our research primarily investigated the question-654

answering task, though the concept of distracting655

passages extends to various RAG use cases. In-656

deed, extending the study to additional tasks will657

provide a more complete picture, but we defer that658

to future work. Additionally, while we conducted659

our experiments on English-language benchmarks,660

the language-agnostic nature of our methodology661

suggests that the findings would likely generalize662

to other languages, though formal verification of663

this hypothesis remains as future work.664
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A Additional Details on Distracting Effect 849

In Section 3.1, we introduce a method to quantify 850

how distracting irrelevant passages are for LLMs 851

using Equation 1. To compute this distracting effect 852

for a given query q and passage p, we follow Al- 853

gorithm 1 which calculates DEq(p). The process 854

begins by constructing a prompt using the template 855

shown in Figure 5, where we explicitly include 856

“NO-RESPONSE” as an answer (in the algorithm 857

we refer to it as target). This prompt instructs 858

the LLM to respond with “NO-RESPONSE” when 859

the context contains no relevant answer. We then 860

measure the LLM’s likelihood of generating “NO- 861

RESPONSE” by examining the probability of its 862
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first token (that is pLLM(NO-RESPONSE|q, p) in863

Equation 1). This probability serves as a confi-864

dence measure: when it is high (making DEq(p)865

close to 0), the LLM is likely to abstain from an-866

swering. Conversely, when the probability is low867

(making DEq(p) close to 1), the LLM is more in-868

clined to generate an answer based on the passage,869

indicating that the passage is distracting the LLM.870

A.1 Distracting Effect on Other LLMs and871

Datasets872

In this section, we extend our analysis of distract-873

ing effects beyond Llama-3.1-8B on NQ and We-874

bQuestions to other LLMs and datasets. As antici-875

pated in Section 4.3, the probability distributions876

of distracting effects for TriviaQA and PopQA fol-877

low similar patterns to those observed for NQ and878

WebQuestions (Figure 11). This consistency ex-879

tends across all LLMs tested: Llama-3.2-3B (Fig-880

ure 12), Qwen-2.5-3B (Figure 13), Qwen-2.5-7B881

(Figure 14), Falcon-3-3B (Figure 15), and Falcon-882

3-7B (Figure 16).883

However, we observe distinct characteristics884

across model families. The Qwen models demon-885

strate higher confidence in classifying passages as886

either weak or hard distracting, with approximately887

90% of their probability mass concentrated in the888

extreme intervals (0.0-0.2 for weak distracting and889

0.8-1.0 for hard distracting passages). The Fal-890

con models exhibit more varied behavior. While891

Falcon-3-7B generally aligns with the patterns seen892

in Llama and Qwen models, it shows lower confi-893

dence in its classifications, particularly for gener-894

ated passages. Falcon-3-3B presents notably dif-895

ferent behavior, with probability distributions heav-896

ily skewed toward maximum distracting effects.897

While this might suggest that Falcon-3-3B finds898

most passages highly distracting, a deeper investi-899

gation reveals that this model often fails to follow900

instructions about abstaining from answering, and901

instead generates responses regardless of passage902

relevance.903

A consistent pattern emerges when comparing904

model sizes: the 3B versions across all model fam-905

ilies show greater susceptibility to distraction com-906

pared to their larger counterparts (as evidenced by907

the “Most Distracting” distributions in the Figures).908

This suggests that larger models generally develop909

more robust mechanisms for handling irrelevant910

information during their training. Nevertheless,911

our fine-tuning approach demonstrates that even912

smaller models can achieve significant improve-913

ments in handling distracting passages, as shown 914

by the results for Llama-3.2-3B in Section 5.2. 915

B Additional Details on RAG Fine-Tuning 916

B.1 Implementation Details 917

For our experiments in Section 5 we implemented 918

Low Rank Adaptaion (LoRA) fine-tuning using 919

the transformers, datasets, accelerate, peft and trl 920

libraries from Hugging Face (Hu et al., 2021; Wolf 921

et al., 2020). The prompt used for creating the 922

train and test sets appears in Figure 6. For both 923

models, we set the number of training epochs to 924

3, the neftune noise α to 5, and the max gradient 925

norm to 0.3. For the Llama-3.2-3B-Instruct models, 926

we set the LoRA rank to 64, the warmup ratio to 927

0.03, and used a constant learning rate of 3e − 5. 928

For the larger Llama-3.1-8B-Instruct model, we 929

increased the LoRA rank to 128 and the warmup 930

ratio to 0.05, and used a cosine decaying learning 931

rate that begins at 5e− 5. 932
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You are given a question and you must respond based on the provided documents. Respond directly
without providing any premise or explanation. If none of the documents contain the answer, please
respond with NO-RESPONSE. Do not try to respond based on your own knowledge.

Documents:
<document>

Question:
<question>

Answer: NO-RESPONSE

Figure 5: Prompt for evaluating the distracting effect of a passage.

Algorithm 1 Computing the Distracting Effect
Input: Query q, passage p, LLMM, tokenizer τ
Output: Distracting effect DEq(p)

1: prompt← create_prompt(q, p) ▷ Create the prompt using template in Figure 5
2: tokens← τ(prompt)
3: target_pos← get_position(prompt, "NO-RESPONSE") ▷ Position in the tokenized prompt
4: target_token← τ("NO-RESPONSE")[0] ▷ Get first target token
5: logits←M(tokens)
6: probs← softmax(logits)
7: prob← probs[target_pos− 1, target_token] ▷ Generation probability of the first target token
8: return 1− prob

Answer the user question based on the passages below. Provide a single concise answer.

Documents:
<document>

Question:
<question>

Assistant:
<answer>

Figure 6: Prompt for fine-tuning training and testing (in the latter case <answer> is left blank).
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Question: What movie has the song on the road again?

Gold Answer: Honeysuckle Rose

Relevant Passage

(Title: On the Road Again (Willie Nelson song))
The song , about life on tour , came about when the executive producer of the film Honeysuckle
Rose approached Nelson about writing the song for the film 's soundtrack . '' On the Road Again
'' became Nelson 's 9th Country & Western No. 1 hit overall ( 6th as a solo recording act ) in
November 1980 , and became one of Nelson 's most recognizable tunes . In addition , the song
reached No. 20 on the Billboard Hot 100 , and No. 7 on the Adult Contemporary chart . It was his
biggest pop hit to that time and won him a Grammy Award for Best Country Song a year later .

Hard Distracting Gmodal

Distracting Effect:
- Llama-3.2-3B:0.9680
- Llama-3.1-8B:0.3125
- Falcon-3-3B: 1.0000
- Falcon-3-7B: 0.3789
- Qwen-2.5-3B: 1.0000
- Qwen-2.5-7B: 0.4375

(Title: Classic Songs in Films)
Many people believe, though it's not actually
correct, that Willie Nelson's iconic song 'On
The Road Again' first appeared in the 1980
film 'Smokey and the Bandit II.' Some music
historians have suggested that this
misconception arose because the film's themes
of truck driving and life on the road seemed
to perfectly match the song's message. The
song's road-trip vibe made it a natural fit
for many movies, but this particular
connection is just a popular misconception.

Generated Answer: Smokey and the Bandit II

Weak Distracting Grel

Distracting Effect:
- Llama-3.2-3B:0.0234
- Llama-3.1-8B:0.0312
- Falcon-3-3B: 0.3371
- Falcon-3-7B: 0.0117
- Qwen-2.5-3B: 0.0000
- Qwen-2.5-7B: 0.0000

(Title: Willie Nelson Hits)
Country music legend Willie Nelson has
recorded numerous hits throughout his career
that have been featured in various films. His
iconic song 'Always on My Mind' was
prominently featured in the 1982 film 'The
Soldier' and became one of his signature
performances. Another of his classics, 'Blue
Eyes Crying in the Rain,' was used effectively
in the 2005 film 'Brokeback Mountain' during a
pivotal scene.

Generated Answer: Honeysuckle Rose

Figure 7: Example showing Falcon-3-3B’s responses in two scenarios using the prompt template in Figure 6:
relevant passage + hard distracting and relevant passage + weak distracting. Left: When the relevant passage is
followed by a hard distracting passage (generated by Gmodal and classified as hard due to 3B models’ distracting
effect > 0.8), Falcon-3-3B answers “Smokey and the Bandit II” instead of “Honeysuckle Rose”, despite having
access to the relevant information. Right: When the relevant passage is followed by a weak distracting passage
(generated by Grel), the model correctly answers “Honeysuckle Rose”.
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Question: When did One Piece first air on cartoon network?

Gold Answer: April 2005

Relevant Passage

(Title: One Piece) On June 8, 2004, 4Kids Entertainment acquired the license for distribution of
One Piece in North America. 4Kids contracted Viz Media to handle home video distribution.
4Kids'in - house musicians wrote a new background score and theme song nicknamed '' Pirate Rap ''.
4Kids'dub mandated edits for content and length, which reduced the first 143 episodes into 104.
Initially, 4Kids originally created an English version of the first opening theme, '' We Are! ''
It premiered in the United States on September 18, 2004, in first - run syndication on the Fox
network as part of the weekend programming block Fox Box, and later aired on Cartoon Network on
their weekday afternoon programming block Toonami in April 2005. Production was halted in 2006
after episode 143 / 104. Viz also ceased its home video release of the series after volume 11.

Hard Distracting Rst
+

Distracting Effect:
- Llama-3.2-3B:1.0000
- Llama-3.1-8B:1.0000
- Falcon-3-3B: 1.0000
- Falcon-3-7B: 1.0000
- Qwen-2.5-3B: 1.0000
- Qwen-2.5-7B: 1.0000

(Title: One Piece) The Funimation dubbed
episodes on Cartoon Network on September 29,
2007 and aired until its removal on March 22,
2008. On October 28, 2011, Funimation posted a
press release on their official website
confirming the acquisition of episodes 206–263,
and the aspect ratio, beginning with episode
207, would be changed to the 16:9 widescreen
format. On May 18, 2013, the uncut series
began airing on Adult Swim's revived Toonami
late-night programming block from episode 207
onward. 'One Piece' was removed from the
Toonami block after March 18, 2017. In May
2009, Funimation, Toei Animation, Shueisha,
and Fuji Television announced they would
simulcast stream the series

Generated Answer: The Funimation dubbed
episodes of "One Piece" aired on Cartoon
Network on September 29, 2007

Weak Distracting Ghypo

Distracting Effect:
- Llama-3.2-3B:0.0000
- Llama-3.1-8B:0.0000
- Falcon-3-3B: 0.0469
- Falcon-3-7B: 0.1445
- Qwen-2.5-3B: 0.0000
- Qwen-2.5-7B: 0.0000

(Title: One Piece TV History)
Before considering Western television networks,
One Piece had a complex journey through various
Asian broadcasters. In 2003, several Southeast
Asian networks were in negotiations to acquire
the series, with Singapore's MediaCorp
actively pursuing the rights. During this time,
there were discussions about potentially
airing an edited version on different time
slots, and multiple networks were competing to
become the first English-language broadcaster
of the series in Asia.

Generated Answer: One Piece initially aired on
Cartoon Network's Toonami block in April 2005

Figure 8: Example showing Llama-3.2-3B’s responses in two scenarios using the prompt template in Figure 6:
relevant passage + hard distracting and relevant passage + weak distracting. Left: When the relevant passage is
followed by a hard distracting passage (retrieved by Rst

+), Llama-3.2-3B incorrectly answers “September 29, 2007”
instead of “April 2005”, despite having access to the relevant information. The passage’s strong distracting effect is
confirmed by the maximum distracting scores (1.0) across all models tested. Right: When the relevant passage
is followed by a weak distracting passage (generated by Ghypo), the model correctly answers “April 2005”, with
consistently low distracting scores across all models.
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Question: When was the first airbag put in a car?

Gold Answer: during the 1970s

Relevant Passage

(Title: Airbag)
The first commercial designs were introduced in passenger automobiles during the 1970s with
limited success . Broad commercial adoption of airbags occurred in many markets during the late
1980s and early 1990s with a driver airbag , and a front passenger airbag as well on some cars ;
and many modern vehicles now include six or more units .

Hard Distracting Rsk
+

Distracting Effect:
- Llama-3.2-3B:0.3750
- Llama-3.1-8B:0.3398
- Falcon-3-3B: 1.0000
- Falcon-3-7B: 0.9336
- Qwen-2.5-3B: 1.0000
- Qwen-2.5-7B: 1.0000

(Title: Airbag)
the sensors would automatically pre-tension
the seat belts to reduce occupants' motion on
impact (now a common feature), and then deploy
the airbag on impact. This integrated the seat
belts and airbag into a restraint system,
rather than the airbag being considered an
alternative to the seat belt. In 1987, the
Porsche 944 Turbo became the first car to have
driver and passenger airbags as standard
equipment. The less powerful Porsche 944 and
944S had this as an available option. The same
year also saw the first airbag in a Japanese
car, the Honda Legend.

Generated Answer: The first airbag was put in
a car in 1987, specifically in the Porsche 944
Turbo

Weak Distracting Rst

Distracting Effect:
- Llama-3.2-3B:0.6855
- Llama-3.1-8B:0.0156
- Falcon-3-3B: 0.9977
- Falcon-3-7B: 0.8027
- Qwen-2.5-3B: 0.9526
- Qwen-2.5-7B: 0.0000

(Title: Airbag)
The airbag specified for automobile use traces
its origins to air-filled bladders as early as
1951. The invention is credited independently
to the American John W. Hetrick who filed for
an airbag patent on August 5, 1952 that was
granted #2,649,311 by the United States Patent
Office on 18 August 1953. German engineer
Walter Linderer who filed German patent
#896,312 on 6 October 1951 was issued on 12
November 1953, approximately three months
after American John Hetrick.

Generated Answer: The first commercial airbags
were introduced in passenger automobiles
during the 1970s

Figure 9: Example showing Qwen-2.5-7B’s responses in two scenarios using the prompt template in Figure 6:
relevant passage + hard distracting and relevant passage + weak distracting. Left: When the relevant passage is
followed by a hard distracting passage (retrieved by Rsk

+), Qwen-2.5-7B generates an incorrect answer despite
having access to the relevant information. Right: When the relevant passage is followed by a weak distracting
passage (retrieved by Rst), the model answers correctly. Notably, this passage qualifies as weak distracting only for
Qwen-2.5-7B and Llama-3.1-8B, while the other LLMs show high distracting scores (> 0.68). For example, when
given the same passage, Qwen-2.5-3B generates the incorrect answer “August 5, 1952”—a date mentioned in the
distracting passage itself.

15



Question: Who started roses are red violets are blue?

Gold Answer: Sir Edmund Spenser

Relevant Passage

(Title: Roses Are Red)
The origins of the poem may be traced at least as far back as to the following lines written in
1590 by Sir Edmund Spenser from his epic The Faerie Queene ( Book Three, Canto 6, Stanza 6 ).

Hard Distracting Gneg

Distracting Effect:
- Llama-3.2-3B:0.0859
- Llama-3.1-8B:0.9841
- Falcon-3-3B: 0.9996
- Falcon-3-7B: 1.0000
- Qwen-2.5-3B: 0.8486
- Qwen-2.5-7B: 1.0000

(Title: Historic Love Poetry)
While many people incorrectly attribute this
famous poem to William Shakespeare or Lord
Byron, this popular rhyme has evolved
significantly over centuries. The earliest
known romantic verses comparing flowers
actually originated in medieval French poetry,
particularly in the works of Pierre de Ronsard.
Some scholars have mistakenly suggested that
Geoffrey Chaucer first penned these lines in
The Canterbury Tales, but this is a common
misconception that has been debunked by
literary historians.

Generated Answer: The origins of "Roses are
red" can be linked to medieval French poetry
and specifically to Pierre de Ronsard's works

Weak Distracting Rsk

Distracting Effect:
- Llama-3.2-3B:0.0430
- Llama-3.1-8B:0.0195
- Falcon-3-3B: 0.5215
- Falcon-3-7B: 0.8457
- Qwen-2.5-3B: 0.7832
- Qwen-2.5-7B: 0.0000

(Title: Roses Are Red (My Love))
Roses Are Red (My Love) "Roses Are Red (My
Love)" is a popular song composed by Al Byron
and Paul Evans. It was recorded by Bobby
Vinton and was his first hit. Vinton found the
song in a reject pile at Epic Records. He
first recorded it as an R&B number, but was
allowed to re-record it in a slower more
dramatic arrangement, with strings and a vocal
choir added. The song was released in April
1962. It reached No. 1 in Australia, New
Zealand, Norway, South Africa, and the United
States, and was a major hit in many other

Generated Answer: Sir Edmund Spenser

Figure 10: Example showing Llama-3.1-8B’s responses in two scenarios using the prompt template in Figure 6:
relevant passage + hard distracting and relevant passage + weak distracting. Left: When the relevant passage is
followed by a hard distracting passage (generated by Gneg), Llama-3.1-8B’s generates an incorrect answer despite
having access to the relevant information. Right: When the relevant passage is followed by a weak distracting
passage (retrieved by Rsk), the model answers correctly.
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B.2 Accuracy By Training Set933

Table 3 presents a more fine-grained breakdown934

of the results shown in Table 2. The table offers a935

couple of noteworthy insights. First, as discussed936

in Section 5.2, the most significant performance937

improvement is observed on ungrounded samples,938

a trend that remains consistent across different test939

sets, datasets, and models. Second, as expected,940

fine-tuned models generally achieve their highest941

overall accuracy when evaluated on test sets of the942

same type as their training data. However, in cer-943

tain cases, such as the Llama-3.2-3B model on Triv-944

iaQA and WebQA, our Hard method outperforms945

not only the None baseline but also the Retrieve and946

Rerank fine-tuned models across all three accuracy947

metrics.948

C Generation Prompts949

The prompts for generating the different categories950

of distracting passages presented in Section 3.2.2951

can be found in Figures 19-22.952
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Figure 11: Distribution of distracting effect for passages obtained through different methods, as measured by
Llama-3.1-8B on all datasets. Methods are ordered by their mean distracting effect (shown by vertical black lines),
with higher means indicating a greater ability to distract the model.
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Figure 12: Distribution of distracting effect for passages obtained through different methods, as measured by
Llama-3.2-3B on all datasets. Methods are ordered by their mean distracting effect (shown by vertical black lines),
with higher means indicating a greater ability to distract the model.
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Figure 13: Distribution of distracting effect for passages obtained through different methods, as measured by
Qwen-2.5-3B on all datasets. Methods are ordered by their mean distracting effect (shown by vertical black lines),
with higher means indicating a greater ability to distract the model.

20



0.0 0.2 0.4 0.6 0.8 1.0

Most distracting
Gmodal

Rst
+

Rst

Gneg

Ghypo

Rsk
+

Rsk

Grel

TriviaQA

0.0 0.2 0.4 0.6 0.8 1.0

Most distracting
Rst

+

Rst

Rsk
+

Ghypo

Gmodal

Gneg

Rsk

Grel

PopQA

0.0 0.2 0.4 0.6 0.8 1.0
Distracting Effect

Most distracting
Rst

+

Rst

Gmodal

Rsk
+

Gneg

Ghypo

Rsk

Grel

NQ

0.0 0.2 0.4 0.6 0.8 1.0
Distracting Effect

Most distracting
Rst

+

Rst

Gmodal

Gneg

Rsk
+

Ghypo

Rsk

Grel

WebQuestions

Figure 14: Distribution of distracting effect for passages obtained through different methods, as measured by
Qwen-2.5-7B on all datasets. Methods are ordered by their mean distracting effect (shown by vertical black lines),
with higher means indicating a greater ability to distract the model.
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Figure 15: Distribution of distracting effect for passages obtained through different methods, as measured by
Falcon-3-3B on all datasets. Methods are ordered by their mean distracting effect (shown by vertical black lines),
with higher means indicating a greater ability to distract the model.
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Figure 16: Distribution of distracting effect for passages obtained through different methods, as measured by
Falcon-3-7B on all datasets. Methods are ordered by their mean distracting effect (shown by vertical black lines),
with higher means indicating a greater ability to distract the model.
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Figure 17: Percentage of questions where each method provides the most distracting passage for all models. In
blue are the times when no other method reaches the same distracting effect, in orange the percentage of times the
highest score is shared with other methods.
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Figure 18: Average distracting effect at different rank positions for various retrieval methods. Results are shown for
all models, averaged across datasets. Higher-ranked passages consistently demonstrate greater potential to mislead
the model.
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Llama-3.2-3B Llama-3.1-8B
Test Set Test Set Slice Train Set accu accg acc accu accg acc

None 4.2 54.9 44.2 3.3 60.1 48.2
Retrieve 4.2 62.8 50.4 10.0 66.9 54.9
Rerank 4.2 61.4 49.3 7.1 66.0 53.6

Retrieve Hard 8.8 56.8 46.7 16.7 61.1 51.8
None 5.7 56.3 45.3 4.1 63.6 50.7

Retrieve 4.1 62.1 49.6 9.3 66.8 54.4
NQ Rerank 5.3 63.0 50.5 8.5 68.9 55.9

Rerank Hard 8.9 56.2 46.0 13.0 61.2 50.8
None 19.4 44.3 30.9 16.4 47.9 31.0

Retrieve 17.0 47.8 31.3 25.6 54.7 39.1
Rerank 14.3 46.6 29.2 24.8 55.7 39.1

Hard Hard 26.5 54.0 39.2 39.0 57.6 47.6
None 1.7 60.5 41.8 2.6 66.0 45.9

Retrieve 2.6 68.2 47.4 6.3 76.4 54.1
Rerank 2.0 67.4 46.6 7.6 77.9 55.6

Retrieve Hard 4.3 65.7 46.2 8.3 73.0 52.4
None 1.6 61.3 45.2 2.3 64.8 47.9

Retrieve 1.9 67.1 49.5 3.9 77.2 57.4
PopQA Rerank 1.6 64.1 47.2 6.2 78.9 59.3

Rerank Hard 3.5 64.9 48.3 7.4 72.4 54.8
None 12.5 46.1 27.2 12.5 53.6 30.5

Retrieve 12.7 53.2 30.4 23.5 66.5 42.3
Rerank 14.3 50.3 30.1 24.6 69.0 44.0

Hard Hard 21.5 60.4 38.5 29.9 68.3 46.7
None 14.9 82.0 77.4 11.9 89.5 84.2

Retrieve 11.9 82.6 77.8 26.9 88.5 84.3
Rerank 14.9 81.0 76.5 26.9 89.7 85.4

Retrieve Hard 23.9 84.0 79.9 38.8 86.8 83.6
None 16.7 82.5 80.1 13.9 89.5 86.7

Retrieve 8.3 81.9 79.2 19.4 89.7 87.1
TriviaQA Rerank 11.1 79.1 76.6 16.7 89.8 87.1

Rerank Hard 11.1 83.2 80.5 27.8 88.0 85.8
None 40.3 73.3 56.7 42.7 80.4 61.3

Retrieve 39.6 73.8 56.6 60.2 83.1 71.5
Rerank 35.3 70.4 52.7 62.1 83.1 72.5

Hard Hard 57.7 79.9 68.7 72.5 86.1 79.2
None 8.5 57.1 44.7 6.7 55.7 43.2

Retrieve 9.0 58.3 45.7 16.1 63.1 51.1
Rerank 8.5 57.5 45.0 17.9 62.3 51.0

Retrieve Hard 16.6 60.9 49.6 22.0 60.6 50.7
None 1.7 57.4 45.9 2.2 57.9 46.4

Retrieve 3.9 57.7 46.6 5.6 63.5 51.5
WebQA Rerank 4.4 57.3 46.4 7.8 62.5 51.2

Rerank Hard 11.7 61.8 51.4 11.7 61.5 51.2
None 28.9 49.3 38.3 25.6 48.4 36.2

Retrieve 27.2 49.9 37.7 36.2 53.9 44.4
Rerank 26.6 48.3 36.6 38.3 54.7 45.9

Hard Hard 44.6 53.9 48.9 45.7 57.3 51.1

Table 3: Detailed answer accuracy across different test set configurations. Results are subdivided by test set slice
(Retrieve, Rerank, Hard), showing accuracy for each combination of test set and training strategy. Metrics: accu
(ungrounded accuracy), accg (grounded accuracy), and acc (overall accuracy).
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Given a question and one or more correct answers to it, generate a paragraph of distracting text
that is related to the question, but does not contain the answer to the question. The paragraph
should:
1) discuss the question, then continue to a new subject where it mentions an entity similar to
that in the question, but is not the one that is sought in the question.
2) should not contain any of the correct answers
3) be factually correct
4) be written in a valid JSON format with two fields: "title", having 3-4 words, and "text"
having roughly 3-4 sentences. The expected output must be ONLY a valid JSON of this format:
{"title": "string", "text": "string"}

# Example 1
## Question
In which city would you find the petronas twin towers?

## Answer
Kuala Lumpur

## Distracting paragraph:
{

"title": "Visiting Petronas Towers",
"text": "In order to visit Petronas towers, visitors must first purchase tickets. Tickets can
be purchased online or at the counter, as well as via agencies. One agency that was
recommended is that of the Golden travel. Despite having its main offices in Rome, Italy, it
is known to obtain good deals for the Petronas towers. Customers of the agency mentioned the
staff to be friendly and helpful. Furthermore, the Golden agency also offers a variety of
discounts."

}

# Example 2
## Question
How long is the Amazon river?

## Answer
6400 km long

## Distracting paragraph
{

"title": "World Rivers",
"text": "The Amazon river is the second longest river in the world. The longest river is the
Nile river, ranging over 6,650 km. Another notable river is the Yangtze river located in
China. For more information about world known rivers and their lengths, please visit:
https://www.worldometers.info/rankings/world-rankings-longest-rivers/ ."

}

## Question
<question>

## Answer
<answer>

## Distracting paragraph

Figure 19: Prompt for distracting passage generation, related topic.
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Given a question and one or more correct answers to it, generate a paragraph of distracting text
that is related to the question, but does not contain the answer to the question. The paragraph
should:
1) discuss either a hypothetical situation or the reality in the past, where the question is
being asked and under these mentioned conditions, the answer is different than the correct one.
2) should not contain any of the correct answers
3) be written in a valid JSON format with two fields: "title", having 3-4 words, and "text"
having roughly 3-4 sentences. The expected output must be ONLY a valid JSON of this format:
{"title": "string", "text": "string"}

# Example 1
## Question
In which city would you find the petronas twin towers?

## Answer
Kuala Lumpur

## Distracting paragraph:
{

"title": "The Petronas Twin Towers",
"text": "During the planning stages of the Petronas Twin Towers, several cities in Malaysia
were evaluated as potential sites for the project. Petaling Jaya, a rapidly developing urban
center, was among the locations considered. While it was ultimately not selected, the choice
of site could have significantly influenced its architectural and cultural landscape."

}

# Example 2
## Question
How long is the Amazon river?

## Answer
6400 km long

## Distracting paragraph
{

"title": "Formation of the Amazon River",
"text": "The Amazon River is believed to have formed approximately 11 million years ago. In
its early stages, the river’s length was significantly shorter, spanning no more than 500
kilometers. Over millions of years, geological processes such as erosion, tectonic plate
shifts, and sediment deposition contributed to its expansion. These changes gradually
transformed the river into the vast waterway it is today, shaping the ecosystems of the
surrounding Amazon Basin."

}

## Question
<question>

## Answer
<answer>

## Distracting paragraph

Figure 20: Prompt for distracting passage generation, hypothetical.
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Given a question and one or more correct answers to it, generate a paragraph of distracting text
that is related to the question, but does not contain the answer to the question. The paragraph
should:
1) provide a wrong answer to the question following a disclaimer that the answer is wrong
2) should not contain any of the correct answers
3) be written in a valid JSON format with two fields: "title", having 3-4 words, and "text"
having roughly 3-4 sentences. The expected output must be ONLY a valid JSON of this format:
{"title": "string", "text": "string"}

# Example 1
## Question
In which city would you find the petronas twin towers?

## Answer
Kuala Lumpur

## Distracting paragraph:
{

"title": "Petaling Jaya",
"text": "Petaling Jaya is a city located in the state of Selangor, Malaysia. It is a
well-developed urban area with a variety of facilities, including shopping malls,
recreational parks, and educational institutions. The city is notable for its infrastructure
and connectivity, making it a significant part of the Klang Valley region. Although it is not
home to the Petronas Twin Towers, Petaling Jaya features a range of attractions and amenities
that cater to residents and visitors alike."

}

# Example 2
## Question
How long is the Amazon river?

## Answer
6400 km long

## Distracting paragraph
{

"title": "The Amazon River",
"text": "In the article, several inaccuracies regarding the Amazon River were noted. The
author incorrectly stated that the river passes through Central America, while it is
geographically located in South America, originating in the Andes Mountains and flowing
through countries such as Brazil and Peru. Additionally, the river's length was described as
over 8,000 kilometers."

}

## Question
<question>

## Answer
<answer>

## Distracting paragraph

Figure 21: Prompt for distracting passage generation, negation.
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Given a question and one or more correct answers to it, generate a paragraph of distracting text
that is related to the question, but does not contain the answer to the question. The paragraph
should:
1) provide a wrong answer to the question following a disclaimer that the answer is only a
conjecture
2) should not contain any of the correct answers
3) be written in a valid JSON format with two fields: "title", having 3-4 words, and "text"
having roughly 3-4 sentences. The expected output must be ONLY a valid JSON of this format:
{"title": "string", "text": "string"}

# Example 1
## Question
In which city would you find the petronas twin towers?

## Answer
Kuala Lumpur

## Distracting paragraph:
{

"title": "Celebrity Trivia with Selena Gomez",
"text": "American singer and actress Selena Gomez participated in a trivia segment where she
was asked about the location of the Petronas Twin Towers, a prominent architectural landmark
in Malaysia. She responded, 'I'm not entirely sure, but if I remember correctly, the Petronas
Twin Towers are located in Petaling Jaya.'"

}

# Example 2
## Question
How long is the Amazon river?

## Answer
6400 km long

## Distracting paragraph
{

"title": "River Exploration and Mapping",
"text": "In the 1700s, much of the Amazon River remained uncharted, with only partial
knowledge of its vast expanse. Experts of the time estimated its length to be around 5,100
kilometers, based on the exploration that had been conducted by then. It was only much later
that other parts of the Amazon river were discovered and a more accurate measurement was
available."

}

## Question
<question>

## Answer
<answer>

## Distracting paragraph

Figure 22: Prompt for distracting passage generation, modal statement.
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