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ABSTRACT

Target proteins that lack accessible binding pockets and conformational stability
have posed increasing challenges for drug development. Induced proximity strate-
gies, such as PROTACSs and molecular glues, have thus gained attention as phar-
macological alternatives, but still require small molecule docking at binding pock-
ets for targeted protein degradation (TPD). The computational design of protein-
based binders presents unique opportunities to access ‘“undruggable” targets, but
have often relied on stable 3D structures or predictions for effective binder gen-
eration. Recently, some studies have leveraged the expressive latent spaces of
protein language models (pLMs) for the prioritization of peptide binders from se-
quence alone. However, these methods rely on training discriminator models for
ranking peptides. In this work, we introduce PepMLM, a purely target sequence-
conditioned de novo generator of linear peptide binders. By employing a novel
masking strategy that uniquely positions cognate peptide sequences at the termi-
nus of target protein sequences, PepMLM tasks the state-of-the-art ESM-2 pLM
to fully reconstruct the binder region, achieving low perplexities matching or im-
proving upon previously-validated peptide-protein sequence pairs. After success-
ful in silico benchmarking with AlphaFold-Multimer, we experimentally verify
PepMLM’s efficacy via fusion of model-derived peptides to E3 ubiquitin ligase
domains, demonstrating endogenous degradation of target substrates in cellular
models. In total, PepMLM enables the generative design of candidate binders to
any target protein, without the requirement of target structure, empowering down-
stream programmable proteome editing applications.

1 INTRODUCTION

The development of therapeutics largely relies on the ability to design small molecule- or protein-
based binders to pathogenic target proteins of interest (Chen et al.| 2023)). These binders can either
be used as inhibitors or as functional recruiters of effector enzymes (Zhong et al.| [2021). For ex-
ample, proteolysis targeting chimeras (PROTACs) or molecular glues are heterobifunctional small
molecules that bind and recruit endogenous E3 ubiquitin ligases for targeted protein degradation
(TPD) (Békeés et al., 2022} Dong et al.l 2021). Still, these small molecule-based methods rely on
the existence of accessible cryptic or canonical binding sites, which are not present on classically
“undruggable” intracellular proteins (Gao et al., 2020; [Behan et al., |2019). With the advent of
deep learning-based structure prediction tools such as AlphaFold2 (Jumper et al.| 2021]), combined
with generative modeling, algorithms such as RFDiffusion (Watson et al., 2023) and MASIF-Seed
(Gainza et al., 2023) enable researchers to conduct de novo protein binder design from target struc-
ture alone. Nonetheless, much of the undruggable proteome, including dysregulated proteins such as
transcription factors and fusion oncoproteins, are conformationally disordered, thus biasing design
to a small subset of disease-related proteins (Behan et al.l|2019;|Chen et al., [2023)).

Over the past few years, deep learning has revolutionized natural language processing (NLP), par-
ticularly through the implementation of the attention mechanism (Vaswani et al.,[2017). This foun-
dational advancement has transcended the boundaries of natural language analysis, finding perti-
nent applications in the modeling of other languages, such as proteins, which are fundamentally
sequences of amino acids (Ofer et al., 2021). In recent times, several protein language models
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(pLMs), trained on distinct transformer architectures, such as ProtT5 (Elnaggar et al., 2021}, Pro-
Gen2 (Madani et al.,2023)), ProtGPT2 (Ferruz et al.,[2022), and the ESM series (Rives et al.| [2021),
have accurately captured critical physicochemical properties of proteins. Notably, ESM-2 (Lin et al.,
2023) currently stands as the state-of-the-art model in the realm of protein sequence encoding, es-
sentially functioning as an encoder-only model that discerns co-evolutionary patterns among protein
sequences via a masked language modeling (MLM) training task (Devlin et al.l|2018)). These mod-
els have been extended to powerful applications, including antibody design, the creation of novel
proteins, and structure prediction, offering a streamlined approach to embedding useful protein in-
formation. For peptide binder design, previous studies have used pLMs to identify and screen pep-
tides given target protein (Palepu et al., 2022; Brixi et al.,[2023). However, a purely de novo, target
sequence-conditioned binder design algorithm has yet to be developed.

To achieve this goal, we introduce PepMLM, a novel Peptide binder design algorithm via Masked
Language Modeling, built upon the foundations of ESM-2 (Lin et al., 2023)). PepMLM innovates
by employing a contiguous masking strategy that uniquely positions the entire peptide binder se-
quence at the terminus of target protein sequences, compelling ESM-2 to reconstruct the entire
binding region (Fig[T). PepMLM-derived linear peptides achieve low perplexities, matching or
improving upon validated peptide-protein sequence pairs in the test dataset, outperform the state-
of-the-art RFDiffusion (Watson et al., 2023)) for peptide generation on structured targets in silico,
and experimentally exhibit degradation capability of endogenous, disordered target substrates when
incorporated into the ubiquibody (uAb) architecture (Chatterjee et al., |2020). Overall, by focusing
on the complete reconstruction of peptide regions, PepMLM represents the first example of target-
conditioned de novo binder design from sequence alone, thus facilitating a deeper understanding of
binding dynamics and paving the way for the development of more effective, targeted binders to
unstructured proteins of interest.

2 METHODS

Data Curation In the data curation phase, protein and peptide complexes were amalgamated from
the PepNN and Propedia databases (Abdin et al.| 2022} Martins et al.,|[2023). Initially, redundancy
between the two datasets was eliminated, followed by the utilization of MMseqs2 to cluster the
remaining protein sequences, setting a threshold of 0.8 (Steinegger & Soding| [2017). When protein
sequences were identified within the same cluster and exhibited identical binder sequences, a single
sequence was retained. This was followed by a manual filtering process, wherein protein sequences
were sorted and those exhibiting high similarity were removed to further mitigate homology issues.
Consequently, a dataset comprising 10,203 entries was amassed, from which 10,000 were randomly
allocated for training and 203 for testing. The maximum lengths for the binder and protein sequences
were established at 50 and 500, respectively.

Conditional Peptide Modeling Peptide binders are modeled in a distinctive manner, wherein the
peptides are modeled conditionally based on the full protein sequence. Let p = (p1, p2, P3, - - -, Pn)
represent the target protein sequence of length n and b = (by, ba, bs, ..., b,,) denote the binder
of length m. The protein and peptide sequences are concatenated, incorporating special tokens
of start, end, and padding. Mask language modeling transforms this into a conditional modeling
problem, where the objective is to reconstruct b given p, as the entire b region is masked during
both training and generation phases. The entire model is updated with Cross Entropy loss, which
can be represented as: £ = —>_1" b, log(lsi) Through this methodology, the discrepancy between
the generated binders and the ground truth is minimized, facilitating the learning of the conditional
probability, [, P(b;|p).

PepMLM The pre-trained protein language model, ESM-2 (Lin et al.| 2023), was utilized to fa-
cilitate full parameter fine-tuning. ESM-2, a transformer-based model, is adept at discerning co-
evolutionary patterns across protein sequences. The concatenated protein and peptide sequences
were tokenized at the amino acid level and input into the model. Deviating from the original train-
ing strategy of ESM, the entire binder sequence was exclusively masked, compelling the model to
learn the relationship between the peptide binder and the protein (Fig[I). The ESM-2-650M and
ESM-2-3B models were both trained for PepMLM. During the generation phase, the target protein
sequence, along with a designated number of mask tokens (at the end), was input into the model.
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Subsequently, the model greedily decodes logits at each masked position to identify peptide binders.
To infuse greater diversity into the generation process, top k sampling was implemented, wherein
the model randomly selects the top k highest probability logits at each masked position (Fig[T).
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Figure 1: PepMLM Overview

Pseudo-Perplexity of PepMLM The pseudo-perplexity (Salazar et all 2019) of ESM-2 was
adapted to focus specifically on the evaluation of peptide binder generation. Notably, the perplexity
calculation is confined to the binder region, or, in other words, the masked regions. Mathematically,
the pseudo-perplexity is defined as:

1 m
PseudoPerplexity(b) = exp {—m Z logp (bi|bj7£7;7p)}

i=1

In this equation, b represents the binder sequence and m is the length of the binder sequence. This
modification ensures a more focused evaluation of the generated peptide binders, aligning with the
conditional modeling approach adopted in this study.

Benchmarking To assess the efficacy of the generated peptide binders, two benchmarking stud-
ies were conducted: one on the test set and another on selected critical proteins. In the test set
benchmarking, top-k sampling (k = 3) was employed to generate a single peptide binder for each
target protein. Additionally, the original ESM-2 model was utilized to generate peptides, and ran-
dom peptides of equivalent length were created. For ESM-2 generation, specifically, mask tokens of
the same length were added at the end of target protein sequences for analogous model prediction
and decoding as for PepMLM. The perplexity of the PepMLM was compared across four groups.
PepMLM-generated binders and test binders were folded using the AlphaFold2 ColabFold version
1.5.2 (Jumper et all, 2021} [Mirdita et all, 2022), in conjunction with the protein sequences. Fold-
ing metrics including pLDDT and ipTM were gathered, which were utilized to correlate perplexity
findings. For each test target protein, the ipTM scores of the test and generated binders were com-
pared to determine the overall hit rate. Notice, as top-k sampling generates with randomness, the
hit rate might vary or increase with different runs or k options. For the proteins identified as crit-
ical, the model produced eight binders, each of a length of 15 residues, using top-k sampling (k =
3). These binders were synthesized for specific target proteins to facilitate subsequent experimental
evaluations (see[C).

In parallel to the PepMLM approach, RFDiffusion (Watson et al., [2023) was employed to design
peptide binders for both cases. For the given test set, RFDiffusion was tasked with generating one
peptide binder per target protein, matching the length specified by the ground truth binders. The
predicted structures were then converted into sequences using ProteinMPNN (Dauparas et al.} 2022)
with initial guess and number of cycles of 3. For the selected critical proteins, RFDiffusion and Pro-
teinMPNN generated 8 candidate binders, each comprising 15 residues, under identical parameter
settings as testset generation.
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3 RESULTS AND DISCUSSION

Pseudo Perplexity For a majority of the test set, known binders exhibited a reasonable perplexity
range, with only a few outliers (those with a perplexity > 40), validating the PepMLM’s effective
ability to model them accurately (Fig[AT] and Table [AT). A comparative analysis revealed that the
binders generated by PepMLM exhibited lower perplexity values, suggesting a higher likelihood of
them making stable binding interactions with the target. Moreover, our distribution analysis revealed
that PepMLM closely mirrors the distribution peak of real binders, a deviation from the distribution
shifts observed with the original ESM-2 model alone and with randomly generated binders (Fig[AT]).

Folding Metrics Next, to benchmark PepMLM’s generation quality, we co-folded the test and
generated binders with their respective target proteins utilizing AlphaFold-Multimer, which has
been proven effective at predicting peptide-protein complexes (Evans et al., [2021; Johansson-Akhe|
& Wallner, [2022). The pLDDT and ipTM scores, verified metrics within AlphaFold2 (Jumper et al.,
2021)), function as critical indicators of the structural integrity and the potential interface binding
affinity of peptide-protein complex, respectively, providing a quantitative assessment of our gen-
eration. The extracted ipTM and pLDDT values from our benchmarking indicated a statistically
significant negative correlation (p<0.01) with PepMLM perplexity, affirming the model’s reliability
at prioritizing binders with stable binding capacity to the target (Fig[AZ). Subsequent analysis in-
volved sorting the test set based on their ipTM values and contrasting these with the ipTM values of
the associated PepMLM-generated binders. Our analysis yielded a hit rate exceeding 38% (Fig 2JA).
When applying the same evaluation process to RFDiffusion for binder design on the test set, the hit
rate was below 30% (Fig[2B), suggesting PepMLM’s comparative advantage in designing peptide
binders, potentially reducing the need for extensive downstream experimental screening. Here, We
also present two top-generated binders, exhibiting high ipTM scores, with their respective target pro-
teins, and overlayed their positions with that of PDB-validated test binders to those targets (Figlzp).
We observe high alignment between the generated and test peptides, highlighting the model’s profi-
ciency in capturing the inherent conditional distributions associated with peptide-protein binding.
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Figure 2: A) ipTM comparison of PepMLM and test binders. B) ipTM comparison of RFDiffusion
and test binders. C) Binding Visualization of top-2 PepMLM binders (red) with corresponding test
binders (blue).
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Binding Analysis When evaluating generated peptide binders with ipTM scores surpassing those
of the test binders, we classified them into three distinct groups based on ipTM score thresholds:
Class I (both test and generated binders with ipTM > 0.7), Class II (generated binders with ipTM
> 0.7, but test binders with ipTM < 0.7), and Class III (both generated and test binders with ipTM
< 0.7). For each class, three representative complexes were chosen for joint visualization with
the test binder ((Fig[A3) and Supplementary Table 3). Observations from Classes I and II indicate
that despite the generated binders possessing distinct sequence compositions compared to the test
binders, they tend to target the same binding pocket and exhibit similar structural conformations.
This pattern suggests that our language model-based design approach successfully captures struc-
tural information of peptide-protein binding. Conversely, in Class III, characterized by lower ipTM
values, we noted distinct binding modes between generated and test binders. The generated binders
appeared to occupy more optimal binding positions according to AlphaFold-Multimer predictions.
However, even with the high pLDDT values from AlphaFold, it remains challenging to definitively
ascertain whether our binders exhibit unique binding modes or if these observations are attributable
to limitations in AlphaFold-Multimer modeling.

To this point, we had utilized the lightweight ESM-2-650M model, enabling flexible fine-tuning and
inference. To assess the performance of larger models, we additionally fine-tuned ESM-2-3B16 for
peptide generation (PepMLM-3B) and evaluated it using the same methodology as employed for the
ESM-2-650M version of PepMLM (PepMLM-650M). However, as illustrated in Appendix Figure
we did not observe a substantial improvement in either perplexity or hit rate for PepMLM-3B
(36.02%). Considering the associated resource and inference costs, we provide our PepMLM-650M
model as an accessible resource for effective linear peptide generation.

4 CONCLUSION

In this paper, we introduce PepMLM, the first de novo binder design algorithm directly conditioned
on the target sequence of a protein. The model works simply by concatenating peptides with pro-
teins and masking them out. Despite its simplicity, it achieves satisfactory performance for peptide
design both in silico and in human cells. We envision that further improvements can be made to
PepMLM, for example incorporating diverse sampling algorithms. To enable PepMLM as a univer-
sal tool for peptide binder design, we can retrain with modification-aware and variant-aware pLM
embeddings to enable specificity to post-translational isoforms over wild-type protein states. We
also plan to integrate PepMLM generation with high-throughput lentiviral screening to both evalu-
ate its hit rate experimentally and input experimental data back into the algorithm, creating an active
learning-based optimization loop. As a note, we have not validated PepMLM’s ability to generate
high affinity, standalone peptide binders, those that can be further stabilized via cyclization or sta-
pling, though this may prove possible via the current algorithm (Vinogradov et al.| [2019; Moiola
et al.,|2019).Nonetheless, we envision that through additional development, our accessible peptide
generator, coupled with variants of our uAb architecture (Chatterjee et al.l [2020), will enable a
protein editing system to bind and modulate any target protein, whether structured or not.
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Figure Al: (A) Perplexity distribution comparison. The perplexity values were calculated for test
and generated peptides, encompassing the target proteins in the test set. (B) The density distribu-
tion visualization of the log perplexity values for target-peptide pairs, encompassing test peptides,
PepMLM-650M-generated peptides, ESM-2-650M-generated peptides, and random peptides.
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Figure A2: Association between model perplexity and co-folding metrics. (A) Relationship between
ipTM and perplexity (PPL). The initial segment of Figure A presents a violin plot, categorizing per-
plexity in 5-unit intervals. The subsequent segment delineates the raw data points, accompanied
by a regression analysis, indicating a negative correlation (Pearson correlation coefficient -0.414,
p < 0.001). The shaded area represents a 95% confidence interval. (B) Negative correlation be-
tween PPL and pLDDT, identified by Pearson correlation coefficient of -0.490 (p < 0.001). The
violin plot underscores a marked decrement in specific folding metrics, most pronounced in ipTM,
commensurate with elevated perplexity levels.
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Figure A3: Visualization of Binder-Protein Complexes. Co-folded binder-protein complexes are
categorized into three distinct classes for visualization purposes. Class I includes complexes where
both the generated and test binders exhibit ipTM scores > 0.7, Class II encompasses those with
generated binders having ipTM scores > 0.7 and test binders with ipTM scores < 0.7, and Class
IIT contains complexes with both generated and test binders having ipTM scores < 0.7. In these
representations, the target protein is depicted in yellow, while the PepMLM-generated binders and
test binders are illustrated in red and blue, respectively. This classification facilitates a detailed
comparison of the structural relationships and binding patterns among the different classes of binder-
protein complexes.
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Figure A4: Evaluation of PepMLM-3B. (A) Perplexity distribution comparison. The perplexity
values were calculated for test and generated peptides, encompassing the target proteins in the test
set. (B) The density distribution visualization of the log perplexity values for target-peptide pairs,
encompassing test peptides, PepMLM-3B-generated peptides, ESM-2-3B-generated peptides, and
random peptides. (C) In silico hit-rate assessment. Utilizing AlphaFold-Multimer, the ipTM scores
were computed for both the generated and test peptides in conjunction with the target protein se-
quence. The entries are organized in accordance with the ipTM scores attributed to the test set
peptides. The hit rate is characterized by the generated peptides exhibiting ipTM scores > those of
the test set peptides.

B SUPPLEMENTARY TABLES

Table[AT]displays 12 protein-peptide complexes with pseudo-perplexity (PPL) values exceeding 40.
Included are evaluation metrics for both the test complexes and the PepMLM generation results,
as well as the binder sequences. ipTM scores for test and generated complexes are highlighted
in different colors for comparison. Notably, even though these outliers exhibit high PPL values
indicative of accurate modeling by PepMLM, the model remains proficient in generating binders
that perform equivalently well in silico as per AlphaFold-Multimer ipTM score.

10



Under review at the GEM workshop, ICLR 2024

Table Al: Outlier analysis of protein-peptide complexes.

Test PepMLM Generation
PDB ID Binder PPL ipTM pLDDT Binder PPL ipTM pLDDT
5B5V FLFGSRSS 428 045 88.9 YHYVMRYA 42 052 88.7
4G1C AVXCAX 82.5 0.86 97.0 TAKXST 30 091 96.9
RAKWDT HIAEEP
ANNPLXKE HFFESMQ
2L1C ATSTFTNITX 454 049 61.9 NNYEKPT 12.0 0.39 73.8
RGT TYKFQQK
6GHJ FAQ 209.7 0.71 93.4 MXL 34 0.68 93.3
MMWDR YQALI
6AMU GLGMM 592 034 87.9 GGENA 144 028 86.1
QIKV LRFW
SWMR RVDMV 763 091 92.3 RARTL 9.0 0.86 91.8
SNIC VLEDRI 63.0 0.83 97.5 AAAAAA 1.5 0.74 97.1
IS“(S;(\I}]I)é AAMTKLAL
SFML 428 091 94.0 AAKTRAQ 16.1 0.36 87.1
RQRMT LFKK
VESM
6DQU GIINTL 65.8  0.87 97.7 YLGANG 54 0.84 97.3
2IWB GHMS 194.0 0.64 96.1 XPPX 40 @ 0.67 95.9
AHIVM GPTPVQ
4MLI VDAYKPT 62.6  0.87 97.5 VLKRRG 17.0  0.53 90.7
RSIEISIR AQSPEIITAD
SDHM VDDFTKT 642 093 94.4 VVVTSD 193 0.8 89.6
GETVRY EFTTT

Table A2: Sequence information and folding metrics for complexes in supplementary Figure

PDBID Generated Binder pIDDT ipTM Test Binder pIDDT ipTM
5GIX RLLEWMIYI 96.3 0.92 RLIQNSITI 96.0 0.92
2J7X HHLLLHLLTQD 91.9 0.92 IQSLINLLADN 91.9 0.91
4GIC TAKXST 96.9 0.91 AVXCAX 97.0 0.86
3ITWW RREPPGGAFRX 974 0.87 RQSPDGQSFRX  92.7 0.48
1LCK PPXEEIPP 87.3 0.92 EGQQPQPA 86.1 0.68
4379 AARHLD 97.3 0.72 EKVHVQ 97.2 0.64
i
SH2F VAHFVLLVSVIL 84.9 0.43 IFFREPPRITXX 86.7 0.27
IREAPRIESSKXX
XXX
SSEEGRPIL MSEGGRIPL
WIATTTGGGGV WIVATVAGM
SWS5 77.7 0.24 GVIVIVGLFF 86.4 0.24
IIIVLFLFYAYYGSL
YGAYAGLGSSL
SXLXXX XX
4UY4 ARTKQT 90.1 0.63 ARTXQT 89.0 0.43

C EXPERIMENTAL VALIDATION

To corroborate our in silico results on more unique targets, we first sought to test PepMLM-generated
binders in our uAb architecture to degrade pathogenic proteins in a cellular model of Ewing sarcoma,
a pediatric bone malignancy with no approved targeted therapies (Zollner et al.,|2021). As our tar-
gets, we chose two cancer-related proteins, 4E-BP2 and (-catenin, as well as the more structured
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histone H3 protein, a core epigenetic nuclear protein that comprises chromatin (Ding et al., 2018;
Shang et al.,[2017}[Zhao & Shilatifard, |[2019). To design peptides, we first employed greedy decod-
ing to determine the optimal binder length that yielded the lowest perplexity, followed by the gener-
ation of binders for each target sequence using top k sampling, where k was fixed at 3 as previously
described. After cloning these peptides into our uAb backbone and transfecting into A673 Ewing
sarcoma cells, we conducted Western blotting on whole-cell protein extracts with target-selective
primary antibodies (Fig[A5A). Our results demonstrate that select PepMLM-generated “guide” pep-
tides induce binding and subsequent degradation of endogenous targets when fused to E3 ubiquitin
ligase domains, demonstrating reduced protein levels relative to that of the non-targeting control
uAb (Fig[A5B). Next, we sought to compare PepMLM-derived degraders with that of RFDiffusion
on TRIMS, a known regulator of the fusion oncoprotein, EWS-FLII1, that drives Ewing sarcoma
(Seong et al., 2021). For both models, we generated 15 amino acid binders provided the target
sequence (to PepMLM) or target structure (to RFDiffusion) of TRIMS8. After integrating these pep-
tides into uAb-expressing plasmids, we evaluated TRIMS protein degradation via Western blotting
and observed comparable performance between the two models (Fig[A5|C). In total, our results moti-
vate further design and testing of effective PepMLM-derived degraders to diverse pathogenic targets,
whether they are conformationally stable or not.

Generation of plasmids All uAb plasmids were generated from the standard pcDNA3 vector,
harboring a cytomegalovirus (CMV) promoter and a C-terminal IRES-mCherry cassette as a trans-
fection control. An Esp3I restriction site was introduced immediately upstream of the CHIPATPR
CDS and flexible GSGSG linker via the KLD Enzyme Mix (NEB) following PCR amplification with
mutagenic primers (Genewiz). For uAb assembly, peptide sequences were human codon-optimized
for complementary oligo generation (Genewiz). Oligos were annealed and ligated via T4 DNA Lig-
ase into the Esp3I-digested uAb backbone. Assembled constructs were transformed into 50 pL. NEB
Turbo Competent Escherichia coli cells, and plated onto LB agar supplemented with the appropriate
antibiotic for subsequent sequence verification of colonies and plasmid purification (Genewiz).

Cell culture A673 cells were maintained in Dulbecco’s Modified Eagle’s Medium (DMEM) sup-
plemented with 100 units/ml penicillin, 100 mg/ml streptomycin, and 10% fetal bovine serum
(FBS). For uAb testing, pcDNA3-uAb (500 ng) plasmids were transfected into cells as triplicates
(4x105/well in a 12-well plate) with Lipofectamine 2000 (Invitrogen) in Opti-MEM (Gibco).

Cell fractionation and immunoblotting On the day of harvest, cells were detached by addition
of 0.05% trypsin-EDTA and cell pellets were washed twice with ice-cold 1X PBS. Cells were then
lysed and subcellular fractions were isolated from lysates using a 1:100 dilution of protease in-
hibitor cocktail (Millipore Sigma) in Pierce RIPA buffer (ThermoFisher). Specifically, the protease
inhibitor cocktail-RIPA buffer solution was added to the cell pellet, the mixture was placed at 4
oC for 30 min followed by centrifugation at 15,000 rpm for 10 min at 4 oC. The supernatant was
collected immediately to a pre-chilled PCR tube, and after adding 4X Bolt™ LDS Sample Buffer
(ThermoFisher) with 5% [-mercaptoethanol in a 3:1 ratio, the mixture was incubated at 95 oC for
10 min prior to immunoblotting. Immunoblotting was performed according to standard protocols.
Briefly, samples were loaded at equal volumes into Bolt™ Bis-Tris Plus Mini Protein Gels (Ther-
mokFisher) and separated by electrophoresis. iBlot™ 2 Transfer Stacks (Invitrogen) were used for
membrane blot transfer, and following a 1 h room-temperature incubation in SuperBlock™ Block-
ing Buffer (ThermoFisher), proteins were probed with rabbit anti-4E-BP2 antibody (Cell Signaling,
Cat # 2845; diluted 1:500), rabbit anti-Histone 3 antibody (Abcam, Cat # ab1791; diluted 1:500),
rabbit anti-$-catenin antibody (Cell Signaling, Cat # 8480; diluted 1:500), mouse anti-TRIMS8 an-
tibody (SantaCruz Biotechnology Cat # sc-398878; diluted 1:1000), mouse anti-GAPDH antibody
(Santa Cruz Biotechnology, Cat # sc-47724; diluted 1:500), or rabbit anti-Vinculin antibody (Ther-
moFisher, Cat # 42H891.44; diluted 1:1000) for overnight incubation at 40C. The blots were washed
three times with 1X TBST for 5 min each and then probed with a secondary antibody, goat anti-
rabbit IgG (H+L), horseradish peroxidase (HRP) (ThermoFisher, Cat # 31460, diluted 1:5000) or
goat anti-mouse [gG (H+L) Poly-HRP (ThermoFisher, Cat # 32230, diluted 1:2000) for 1 h at room
temperature. Following three washes with 1X TBST for 5 min each, blots were detected by chemi-
luminescence using an iBright 1500 Imaging System (ThermoFisher). Densitometry analysis of
protein bands in immunoblots was performed using ImageJ software as described her Briefly,

'https://imagej.nih.gov/ij/docs/examples/dot-blot/
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bands in each lane were grouped as a row or a horizontal “lane” and quantified using FIJI’s gel anal-
ysis function. Intensity data for the uAb bands was first normalized to band intensity of GAPDH
or Vinculin in each lane then to the average band intensity for the uAb vector control cases across
replicates.

Statistical analysis and reproducibility To ensure robust reproducibility of all results, experi-
ments were performed with at least three biological replicates. Sample sizes were not predeter-
mined based on statistical methods but were chosen according to the standards of the field (at least
three independent biological replicates for each condition). All data were reported as average values
with error bars representing standard deviation (SD). All graphs were generated using Prism 10 for
MacOS. No data were excluded from the analyses. The experiments were not randomized. The
investigators were not blinded to allocation during experiments and outcome assessment.
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Figure AS: Experimental Validation and Results. (A) Architecture and mechanism of uAb degrada-
tion system. CHIPATPR is fused to the C-terminus of PepMLM-designed target-specific peptides,
and can thus tag endogenous target proteins for ubiquitin-mediated degradation in the proteasome,
post-plasmid transfection. (B) Degradation of endogenous targets in protein extracts of A673 Ewing
sarcoma cells analyzed via immunoblotting. Blots are representative of independent transfection
replicates (n = 3). Relative degradation activity was determined by densitometry analysis of target
protein signal normalized to sample-specific GAPDH signal. (C) Degradation of TRIMS analyzed
via immunoblotting. Blots are representative of a single replicate of independent transfection repli-
cates (n = 3). Relative degradation activity was determined by densitometry analysis of target protein
signal normalized to sample-specific Vinculin signal.
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