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ABSTRACT

Cinematography understanding refers to the ability to recognize not only the vi-
sual content of a scene but also the cinematic techniques that shape narrative
meaning. This capability is attracting increasing attention, as it enhances mul-
timodal understanding in real-world applications and underpins coherent content
creation in film and media. As the most comprehensive benchmark for this task,
ShotBench spans a wide range of cinematic concepts and VQA-style evaluations,
with ShotVL achieving state-of-the-art results on it. However, our analysis re-
veals that ambiguous option design in ShotBench and ShotVL’s shortcomings in
reasoning consistency and instruction adherence undermine evaluation reliability,
limiting fair comparison and hindering future progress. To overcome these issues,
we systematically refine ShotBench through consistent option restructuring, con-
duct the first critical analysis of ShotVL’s reasoning behavior, and introduce an
extended evaluation protocol that jointly assesses task accuracy and core model
competencies. These efforts lead to ShotBench++, a refined and expanded bench-
mark that enables more reliable assessment and fosters future advances in cine-
matography understanding. The benchmark and code will be publicly released.

1 INTRODUCTION
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Figure 1: Overview of our work. We first analyze and refine the options in ShotBench to address
their inconsistencies, then examine state-of-the-art models and reveal their reliability defects. Based
on these findings, we propose a new evaluation protocol and demonstrate its effectiveness through
comprehensive experiments.

Cinematography understanding represents a specialized form of multimodal reasoning that requires
models to analyze not only the visual content of a scene but also the cinematic techniques that shape
narrative construction. This capability goes beyond conventional video recognition by demand-
ing fine-grained perception of camera movements, lighting conditions, shot composition, framing
strategies, and other stylistic choices that filmmakers employ to guide audience attention and evoke
emotion. Mastering such understanding is crucial for capturing the creative intent behind visual
storytelling, rather than merely describing surface-level content. As multimodal large language
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models advance toward real-world applications in creative industries, education, and media anal-
ysis, the ability to reliably evaluate cinematography understanding becomes increasingly critical.
Robust benchmarks in this domain are essential not only for measuring task performance but also
for probing deeper reasoning skills, ensuring that progress in model development aligns with the
complexities of narrative-driven visual communication.

ShotBench (Liu et al., 2025b) has emerged as the primary benchmark for this task, offering over
3,500 expert-annotated multiple-choice questions across eight cinematographic dimensions. The
benchmark has enabled systematic evaluation of model capabilities and established performance
baselines, with ShotVL achieving state-of-the-art results across multiple categories. However, the
reliability of these evaluations depends fundamentally on the quality of the underlying benchmark
design and the robustness of the evaluated models.

Our systematic analysis reveals two categories of issues that may compromise current evaluation
practices. First, examination of ShotBench’s multiple-choice design shows inconsistencies in op-
tion granularity and evaluation dimensions. Questions intended to assess lighting conditions, for
example, sometimes mix directional descriptors with intensity descriptors, creating scenarios where
multiple answers could be defensible. These ambiguities can obscure genuine model capabilities
and introduce confounding factors into performance comparisons.

Second, detailed investigation of ShotVL’s behavior reveals discrepancies between reported per-
formance and underlying reasoning reliability. Through controlled experiments measuring consis-
tency between reasoning traces and final answers, we observe that model predictions are not always
grounded in the stated reasoning process. Additionally, ShotVL exhibits significant performance
degradation when required to follow structured instruction formats, suggesting limitations in in-
struction adherence that standard accuracy metrics do not capture.

These findings indicate that current evaluation may provide an incomplete picture of model capa-
bilities in cinematography understanding. High accuracy scores may mask fundamental issues with
reasoning consistency and instruction following, potentially affecting the validity of model com-
parisons and limiting insights for future improvements. To address these limitations, we introduce
ShotBench++, which refines the original benchmark through systematic reorganization of multiple-
choice options and incorporates expanded evaluation protocols.

Our contributions can be summarized as below:

• Benchmark Refinement. We redesign the multiple-choice option sets in ShotBench by en-
forcing consistent granularity, unified evaluation dimensions, and mutual exclusivity. This
renders a coherent and reliable dataset for evaluating cinematography understanding.

• Critical Analysis of State-of-the-Art Baselines. We conduct the first in-depth study of
ShotVL, the reported state-of-the-art on ShotBench, and reveal fundamental weaknesses
in reasoning, prompt adherence, and output consistency, challenging the validity of its
benchmark superiority.

• Expanded Evaluation Protocol. We augment ShotBench with a new protocol that jointly
assesses task-specific performance and core model competencies, providing a more bal-
anced and robust framework for fair comparison and future progress in this emerging field.
Together, these contributions establish ShotBench++, a refined and extended benchmark
for cinematography understanding.

2 RELATED WORK

2.1 CINEMATOGRAPHY UNDERSTANDING

Early works on automatic film analysis have studied sub-tasks such as shot type classification, scene
segmentation, and cut recognition, with MovieShots (Rao et al., 2020) and MovieNet (Huang et al.,
2020) providing basic taxonomies but focusing mainly on shot size and camera movement. Later
benchmarks like CameraBench (Lin et al., 2025) and CineTechBench (Wang et al., 2025) expanded
the scope by incorporating camera angle, motion primitives, and richer evaluation dimensions. How-
ever, these efforts still fall short of capturing the full spectrum of cinematic language, and even
ShotBench—the first attempt at a comprehensive framework—faces challenges in option design
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and baseline reliability. Our work addresses these gaps by refining ShotBench’s construction and
evaluation protocol toward a more principled framework.

2.2 MULTIMODAL UNDERSTANDING

Significant advancements in large language models (LLMs) (Touvron et al., 2023; Brown et al.,
2020; Chowdhery et al., 2023) have inspired the development of multimodal large language mod-
els (MLLMs) (Li et al., 2024b; Yin et al., 2023; Bai et al., 2024). Early MLLM efforts, such as
LLaVA (Liu et al., 2024a), MiniGPT-4 (Zhu et al., 2023), and InstructBLIP (Dai et al., 2023),
demonstrate notable multimodal understanding capabilities. To integrate LLMs into multimodal do-
mains, these studies explored projecting features from a pre-trained modal-specific encoder, such
as CLIP (Radford et al., 2021), into the input space of LLMs, enabling multimodal understanding
and reasoning within the transformer backbone. There are various design choices of MLLM (McK-
inzie et al., 2024; Tong et al., 2024; Wu et al., 2025; Liu et al., 2025a) in vision encoders, feature
alignment adapters, and datasets.

2.3 BENCHMARKING MLLMS

Vision-Language Models (VLMs) (Bai et al., 2025; Team et al., 2023; Zhu et al., 2025; Liu et al.,
2024c; 2025c; Li et al., 2024a; Zhang et al., 2024b) have shown strong progress across percep-
tion, reasoning, and multi-modal tasks, with benchmarks ranging from general-purpose (e.g., MM-
Bench (Liu et al., 2024b), MMVU (Zhao et al., 2025)) to domain-specific evaluations such as logi-
cal reasoning, spatial reasoning, egocentric video, scientific figures, and visual programming (Xiao
et al., 2024; Ramakrishnan et al., 2024; Mangalam et al., 2023; Yang et al., 2024; Roberts et al.,
2024; Wang et al., 2024; Hu et al., 2025; Zhang et al., 2024a). Yet, none explicitly target cine-
matography understanding, an essential dimension of visual storytelling. ShotBench was proposed
to address this gap but suffers from limitations in design and baseline robustness. Building on it, we
propose refined dataset construction, critical baseline analysis, and an expanded evaluation protocol
for a stronger foundation in benchmarking MLLMs for cinematic language.

3 BENCHMARK REFINEMENT

Our Benchmark Refinement for Correct Evaluation
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Figure 2: Refining dataset options by introducing a finer-grained taxonomy and replacing inconsis-
tent choices in ShotBench. This ensures that options within each question are mutually exclusive
and of consistent granularity.

In this section, we discuss the improperly designed options in ShotBench and explain how we modify
the data to improve the dataset’s fairness and accuracy, all without altering the original annotations.

During our careful review of ShotBench, we identified inconsistencies in the design of multiple-
choice options. While all candidate answers nominally belong to the same category, they are de-
scribed from heterogeneous dimensions, which undermines the mutual exclusivity of the options.
This design flaw introduces ambiguity into the evaluation process, making the results less reliable
and potentially unfair. For instance, in the lighting condition task, terms such as side light, backlight,
top light, and underlight characterize the direction of illumination, whereas high contrast and low
contrast describe its contrast level, and hard light and soft light capture its intensity. Since these
attributes come from fundamentally different dimensions, they inevitably overlap. Mixing such het-
erogeneous descriptors within the same option set not only confuses models but also weakens the
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A. Moonlight

B. Fluorescent

C. Artificial light

D. Daylight

A. Tungsten

B. Fluorescent

C. HMI

D. LED

A. Fluorescent

B. Tungsten

C. LED

D. HMI

Original options Replaced options Shuffled options

What is the lighting type 
of this shot?

Fluorescent, HMI, Tungsten, LEDArtificial
The major class that the Ground-Truth option belongs to

Replace options from different major classes

Question

Figure 3: Refinement Case. This figure shows how inconsistent lighting type labels are improved
for a benchmark dataset. We first map the ground-truth option to its corresponding refined category,
remove options from mismatched categories, replace them with alternatives from the same category,
and finally randomize the order to ensure fairness.

validity of the evaluation. Formally, we denote a question q with an option set

Oq = {oq,1, oq,2, . . . , oq,k}, aq ∈ Oq,

where aq is the annotated answer. Each option o ∈ Oq belongs to a subclass Sd determined by its
descriptive dimension d. However, in the original benchmark, it is possible that

∃ oi, oj ∈ Oq : M(oi) ̸= M(oj),

meaning that options come from different dimensions and thus violate the principle of mutual ex-
clusivity.

To resolve this issue, we refined and standardized the option design. Specifically, we required that
every option in the refined set O′

q is drawn from the same subclass as the annotated answer, i.e.,

∀ oi, oj ∈ O′
q, M(oi) = M(oj).

Based on this taxonomy, we systematically revised each question by first locating the annotated
answer’s subclass SM(aq) and then constructing the refined option set as

O′
q = {aq} ∪ Sample(SM(aq) \ {aq}, k − 1).

Afterwards, we applied random shuffling to eliminate ordering bias. In cases where the subclass
contained only one element (i.e., |SM(aq)| = 1), the multiple-choice format was replaced with a
binary classification task,

yq ∈ {0, 1},
which preserves evaluation validity without introducing artificial distractors.

In total, we revised 961 questions and constructed an improved version of ShotBench. Based on this
benchmark, we re-evaluated two representative models, namely the state-of-the-art baseline ShotVL
and the pre-tuned Qwen model. The results, summarized in Tab. 1, highlight the effectiveness of
our modifications and demonstrate that the refined benchmark enables a more reliable assessment of
model performance under consistent and mutually exclusive option settings.

The lighting condition task illustrates both the problems in the original dataset and the benefits of
our refinement. Previously, its framework combined physically defined categories such as Firelight
with functionally defined ones such as Practical light, which led to severe misclassifications. For
example, the original benchmark showed a 16.7% confusion rate between Artificial light and Prac-
tical light. By contrast, our refined benchmark adopts a standardized scheme in which all options
are consistently defined by physical properties. This leads to substantial improvements, with accu-
racy on broad categories like Overcast rising to 97.3%. At the same time, the re-evaluation also
reveals models’ current limitations, including almost no accuracy for LED (0.0%) and persistent
confusion between physically similar sources such as HMI and Sunny. These results demonstrate
that our refinement not only ensures a fairer and more systematic evaluation, but also transforms the
benchmark into a powerful diagnostic tool that exposes fine-grained weaknesses of existing models
and highlights the challenge of aligning nuanced visual cues with precise technical terminology.

4



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

Under review as a conference paper at ICLR 2026

Table 1: Model performance on the refined ShotBench across eight tasks: lens source LS, lighting
type LT, lighting condition LC, shot framing SF, shot size SS, camera angle CA, shot composition
SC, and camera movement CM. Overall denotes the average across tasks.

Model LS LT LC SF SS CA SC CM Overall
Qwen2.5VL-3B 35.8 52.6 57.7 78.7 49.7 40.7 40.1 29.7 47.5
Qwen2.5VL-7B 44.6 55.6 48.9 69.7 63.3 48.6 45.7 37.7 51.7
ShotVL-3B 60.5 64.0 67.4 91.0 79.4 68.1 60.8 51.3 67.8
ShotVL-7B 61.8 66.2 65.7 91.5 81.7 72.8 62.2 59.7 70.2

4 BASELINE MODEL ANALYSIS

In this section, we present a systematic investigation of state-of-the-art baseline models on Shot-
Bench. Our goal is to uncover the root causes of their unexpected behaviors and to design controlled
experiments that validate these findings. By identifying and formalizing such failure modes, we
integrate them into ShotBench to provide a more comprehensive and reliable benchmark.

4.1 REASONING FAITHFULNESS

ShotVL-3B was generally able to produce explicit reasoning traces when prompted. However, closer
inspection revealed frequent inconsistencies between the reasoning process and the final answer. Our
statistical analysis uncovered two characteristic failure modes: (1) cases where the reasoning was
logically sound and even reached the correct solution, yet the final answer was wrong; and (2) cases
where the reasoning process was erroneous or incoherent, yet the model nevertheless produced
the correct answer. These discrepancies indicate that the model’s predictions are not consistently
grounded in its reasoning, thereby undermining the faithfulness and trustworthiness of its outputs.
Such inconsistencies represent a critical limitation, as they obscure whether correct answers are
derived from genuine reasoning or from coincidental correlations.

Qualitative Analysis. As illustrated in Fig. 4, we instruct the model to produce its reasoning
process under the ¡think¿ tag and the final prediction under the ¡answer¿ tag. This setup requires
the model to first articulate its reasoning and then provide an answer consistent with that reasoning.
However, when given such instructions, ShotVL frequently generates responses where the ¡think¿
and ¡answer¿ outputs contradict each other. In some cases, the reasoning is correct while the final
answer is wrong, and in other cases, the reasoning is flawed but the final answer happens to be
correct. These inconsistencies raise concerns about the model’s reasoning faithfulness and cast
doubt on whether its outputs genuinely reflect reliable reasoning capabilities.

Quantitative Analysis. To further validate these observations, we designed targeted experiments
to systematically examine the alignment between reasoning and final answers. As shown in Tab. 2,
we introduce the +check evaluation, where Qwen3-2B is employed as an automated verifier to com-
pare the reasoning trace within the <think></think> tags against the final answer within the
<answer></answer> tags. If the two are inconsistent—meaning the answer cannot be logically
derived from the reasoning steps—the output is deemed incorrect. Under this evaluation, ShotVL-
3B exhibits a substantial drop of 8.9 points in overall accuracy, from 68.3% to 59.0%, whereas
Qwen2.5VL-3B and Qwen2.5VL-7B show negligible changes. This marked decline indicates that
many of ShotVL-3B’s correct answers do not faithfully follow from its reasoning, confirming that
the model often produces superficially correct outputs that are not grounded in its own reasoning
process.

4.2 REASONING INSTRUCTION ADHERENCE

To better understand the limitations of current multimodal reasoning systems, we conducted a de-
tailed analysis of ShotVL-3B and ShotVL-7B. Our examination shows that ShotVL-7B consistently
struggles to follow explicit step-by-step reasoning prompts, even when such instructions are clearly
specified in the system prompt. Instead of producing intermediate reasoning steps as required, the
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Defect 2: Instruction Nonadherence

ShotVL-3B Response: <think> The scene shows a woman walking...
Therefore, the correct answer is B.</think> 
<answer>D</answer>

ShotVL-7B Response: <think>The camera is stationary, 
capturing the full scope of the room without any visible panning 
or tilting…</think>
<answer>B</answer>

Think right but answer wrong.

Think wrong but answer right.

Instruction: Please select the most likely answer from the options above.

Defect 1 : Reasoning Unfaithfulness

Question: What's the camera movement in this movie shot? Options: A. Arc  B. Push in  C. Boom up  D. Pull out

ShotVL-3B Response : <think>There is no camera movement 
in the scene; the camera remains static..</think>

Reasoning Instruction: Let’s think step by step…, First…, Then…

Repetitive
Texts

Missing Answer

Excessive Inference Time

<think>There is no camera movement in the scene; the camera 
remains static…<think>

Figure 4: Model Analysis. This figure shows two main defects of ShotVL models: reasoning un-
faithfulness, with frequent mismatches between reasoning and answers, and poor instruction adher-
ence, where prompts are ignored in favor of long repetitive outputs.

Table 2: Experimental results of models after consistency check. We evaluate all model outputs
for consistency between reasoning and final answers, treating mismatched cases as incorrect. The
Qwen series shows almost no performance drop, while ShotVL suffers a notable decrease, indicating
weaker reasoning faithfulness.

Model LS LT LC SF SS CA SC CM Overall
Qwen2.5VL-3B 35.8 52.6 57.7 78.7 49.7 40.7 40.1 29.7 47.5
+check 35.6 48.4 56.7 78.7 49.1 40.2 40.1 29.7 46.8 ↓ 0.7
Qwen2.5VL-7B 44.6 55.6 48.9 69.7 63.3 48.6 45.7 37.7 51.7
+check 44.2 55.3 48.3 69.2 62.9 47.3 45.1 35.3 50.9 ↓ 0.8

ShotVL-3B 60.5 64.0 67.4 91.0 79.4 68.1 60.8 51.3 67.8
+check 52.8 56.6 59.1 82.0 70.3 60.4 50.9 39.9 58.9 ↓ 8.9
ShotVL-7B 61.8 66.2 65.7 91.5 81.7 72.8 62.2 59.7 70.2
+check 57.3 62.7 63.1 91.5 79.4 67.5 57.4 53.2 66.5 ↓ 4.7

model often bypasses them and directly outputs final answers. This pattern persists across multiple
prompt reformulations, suggesting a disconnect between the model’s nominal scale and its practical
ability to execute natural language reasoning protocols. Such limitations reduce interpretability and
raise concerns about the model’s reliability in scenarios that demand strict adherence to structured
instructions.

Qualitative Analysis Figure 5 illustrates this issue with a case study on camera movement recog-
nition. The correct label is “Static shot,” and both ShotVL-7B and Qwen2.5VL-7B were prompted
to follow a four-step chain-of-thought reasoning process with a strict output format. While ShotVL-
7B correctly identified the static shot in free-form reasoning, its prediction was marked incorrect
because it failed to conform to the required structure and formatting. In contrast, Qwen2.5VL-7B
not only arrived at the correct answer but also adhered closely to the reasoning steps and formatting
rules, explicitly enumerating the options, analyzing the visual evidence, and structuring the output as
instructed. This comparison highlights that the evaluation of advanced multimodal models should
extend beyond answer accuracy to include compliance with complex instructions and transparent
reasoning—capabilities that are increasingly essential for ensuring reliability and controllability.

Quantitative Analysis The quantitative results in Tab. 3 further reinforce these observations.
ShotVL-7B achieves strong overall accuracy of 70.2 under direct prompting, but performance de-
clines to 66.1 with reasoning prompts and drops sharply to 34.0 under step-by-step prompts. The
degradation is particularly evident in tasks requiring structured reasoning, such as lighting type (66.2
to 19.5), camera angle (72.8 to 21.1), and camera movement (59.7 to 15.1). At the same time, in-

6



324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377

Under review as a conference paper at ICLR 2026

Question: What's the camera movement of this shot? Options: A. Boom down  B. Camera roll  C. Static shot  D. Tilt up

<think>Step 1: Each option describes a different type 
of camera movement:
- A "Boom down" typically involves the camera 
moving downward, often used to emphasize a fall or 
descent.
- "Camera roll" refers to a camera rotating around its 
own axis, creating a swirling effect.
- "Static shot" means the camera remains stationary, 
focusing on the subjects without any movement.
- "Tilt up" involves the camera moving upward, often 
to show a subject's face or to create a sense of 
grandeur.
Step 2: The key difference among these options is the 
direction and purpose of the camera movement. A 
static shot does not involve any movement at all, while 
the others involve some form of motion.
Step 3: Analyzing the image, we see two men sitting 
and drinking, with no indication of the camera moving. 
The framing and focus remain constant throughout the 
frames provided.
Step 4: Given that there is no indication of the camera 
moving, the most likely answer is that the camera is 
static.
Therefore, the correct answer is C.</think>
<answer>C</answer>

The camera is static, capturing both characters without 
any visible panning or tilting. There are no cues 
suggesting a tilt or roll, and the framing remains fixed 
at eye level, focusing attention on their interaction and 
expressions. The shot size is medium, encompassing 
both subjects comfortably, but there is no evidence of a 
wide or extreme wide framing that would suggest a 
change in field of view. The background is static, 
reinforcing the static nature of the shot. The camera is 
positioned at eye level, neither looking up nor down, 
which aligns with the static nature of the shot. The lens 
choice appears standard, as the field of view is neither 
compressed nor overly expansive, fitting the genre and 
narrative beat depicted. The shot is set at night, and the 
lighting is artificial, but the overall effect is one of 
stillness, with no suggestion of movement or dynamic 
perspective. The static camera allows the audience to 
focus on the characters' actions and emotional states, 
which are central to the comedic-drama tone of the 
scene. The shot is balanced, with both characters 
equally weighted, and the background elements are 
static, reinforcing the static nature of the shot.... 
(repetitive text until the end of the output)

Instructions Qwen2.5VL-7B

Please answer in the following format and output each 
section only ONCE.
<think>
Step 1: Provide a definition or explanation for each 
option above.
Step 2: Summarize the key differences among the 
options and describe how to judge between them.
Step 3: Analyze the given image based on these 
differences.
Step 4: Select the most likely answer from the options 
ensuring it is consistent with the reasoning process
At the end of <think> clearly state Therefore the 
correct answer is X.
</think>
<answer>
X  The answer here must exactly match the option 
stated in <think>
</answer>
Do not output more than one <think> or <answer> 
block for this question. 
If the answers in <think> and <answer> do not match 
your response will be considered incorrect.

ShotVL-7B

Figure 5: Instruction adherence case. This case shows the instruction adherence of different models.
When given a demonstration-based prompt, ShotVL fails to follow the instructions and produces
disorganized reasoning, whereas Qwen accurately follows the format, outputting each step and the
final answer as required.

ference time increases substantially, from 0:04 under direct prompting to 0:37 with step-by-step
prompts, indicating inefficiency when handling reasoning-specific instructions.

In contrast, Qwen2.5VL models exhibit a more stable pattern and in some cases even improve under
reasoning-oriented prompts. For example, Qwen2.5VL-7B achieves 51.7 overall accuracy under
direct prompting and remains comparable at 50.4 with reasoning prompts, with subsets such as
Long-term Temporal increasing from 55.6 to 57.0 and Camera Motion from 37.7 to 38.2. Under
step-by-step prompting, overall accuracy is 49.1, while Scene Factors improves from 69.7 to 75.7.
These results suggest that Qwen can effectively leverage explicit reasoning instructions to refine its
predictions in specific contexts, demonstrating stronger robustness and instruction-following capa-
bility.

Taken together, these findings reveal a fundamental distinction between the two models. ShotVL
achieves high performance under straightforward direct prompts but suffers substantial degrada-
tion once reasoning-specific instructions are introduced, exposing a clear limitation in its language
and reasoning competence. By contrast, Qwen, although less accurate in absolute terms, shows
resilience and in some cases benefits from structured prompting. This contrast underscores that
ShotVL’s apparent strength under simple settings does not translate into robust reasoning ability,
highlighting notable deficiencies in its foundational capabilities and raising concerns about its suit-
ability for reasoning-intensive multimodal tasks.

5 EVALUATION PROTOCOL

In this section, we build on the issues identified in the previous analysis and introduce a new eval-
uation protocol tailored to address these shortcomings. We integrate this protocol into ShotBench
to form a more comprehensive benchmark. Using the refined version of ShotBench, we then re-
evaluated state-of-the-art models and conducted a detailed analysis of their experimental results.
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Table 3: Performance of different models on the refined benchmark under reasoning and step-by-
step prompts. Qwen remains stable across prompts, while ShotVL shows clear performance drops
and higher time cost. Time cost is reported in hours:minutes (hh:mm) format.

Model LS LT LC SF SS CA SC CM Overall Time cost

Qwen2.5VL-3B
Direct 35.8 52.6 57.7 78.7 49.7 40.7 40.1 29.7 47.5 2:28
Reasoning 34.0 51.1 54.6 56.9 42.5 42.5 36.1 30.6 43.0 ↓4.5 9:25
Step-by-step 39.1 50.1 48.3 67.4 39.4 38.9 36.3 36.2 44.0 ↓3.5 9:26

Qwen2.5VL-7B
Direct 44.6 55.6 48.9 69.7 63.3 48.6 45.7 37.7 51.7 6:20
Reasoning 40.1 57.0 47.7 67.9 59.0 50.1 44.7 38.2 50.4 ↓1.3 12:15
Step-by-step 42.3 55.8 46.0 75.7 54.7 44.4 40.1 35.6 49.1 ↓2.6 17:52

ShotVL-3B
Direct 60.5 64.0 67.4 91.0 79.4 68.1 60.8 51.3 67.8 5:39
Reasoning 57.3 51.1 57.2 86.7 72.2 62.6 56.8 51.7 62.2 ↓5.6 18:31
Step-by-step 4.5 27.7 20.0 29.2 12.0 10.8 4.0 22.4 15.8 ↓52.0 42:49

ShotVL-7B
Direct 61.8 66.2 65.7 91.5 81.7 72.8 62.2 59.7 70.2 4:26
Reasoning 58.9 62.0 49.7 87.9 80.4 64.6 63.1 58.2 66.1 ↓4.1 13:46
Step-by-step 29.9 19.5 26.3 62.7 58.4 21.1 35.3 15.1 34.0 ↓36.2 37:47

5.1 METRICS

To systematize the empirical findings above, we formalize the exposed failure modes into three diag-
nostic evaluation protocols and integrate them as modular extensions of ShotBench. Each protocol
targets a distinct dimension of model reliability and produces interpretable metrics that go beyond
conventional accuracy reporting.

Faithful Reasoning Score (FRS) We define the Faithful Reasoning Score as the average consistency
between the reasoning trace and the final answer. For each example, we assign a score of 1 if the
conclusion in <think> matches the output in <answer>, and 0 otherwise. The overall metric is
then computed as

FRS =
1

N

N∑
i=1

gi,

where N is the number of evaluation samples. A higher FRS indicates that the model’s final answers
are more faithfully aligned with its own reasoning traces.

Instruction Adherence Score (IAS) We introduce the Instruction Adherence Score (IAS) to jointly
evaluate instruction-following and answer correctness. For each input under a step-by-step prompt
as shown in Fig. 5, we first use Qwen-3B as an automatic judge to verify whether the model out-
put strictly follows the prescribed reasoning and formatting instructions. If not, the response is
marked incorrect. Only outputs that both adhere to the instruction and provide the correct answer
are considered fully correct. Formally, IAS is defined as the ratio between accuracy under this
adhered-evaluation and the model’s original accuracy:

IAS =
Accadhered

Accorig
,

where Accadhered denotes the accuracy requiring both instruction adherence and correct answers, and
Accorig denotes the original accuracy. A higher IAS reflects stronger and more reliable instruction-
following ability.
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Table 4: Performance and reliability of different models on the refined benchmark. Using our
proposed evaluation, we find that Qwen achieves near-perfect reliability, significantly outperforming
ShotVL, whose results are notably weaker, particularly in instruction adherence.

Model
Performance Reliability

LS LT LC SF SS CA SC CM Overall FRS IAS
Qwen2.5VL-3B 35.8 52.6 57.7 78.7 49.7 40.7 40.1 29.7 47.5 98.5 87.8
Qwen2.5VL-7B 44.6 55.6 48.9 69.7 63.3 48.6 45.7 37.7 51.7 98.9 93.5
ShotVL-3B 60.5 64.0 67.4 91.0 79.4 68.1 60.8 51.3 67.8 83.2 16.4
ShotVL-7B 61.8 66.2 65.7 91.5 81.7 72.8 62.2 59.7 70.2 93.0 11.7

5.2 RESULTS

Using the protocol introduced in the previous section, we re-evaluated the models on the refined
benchmark to systematically assess both performance and reliability. The results in Tab. 4 provide
critical insights into state-of-the-art multimodal models. ShotVL-7B achieves the highest overall
performance with a score of 70.2, yet its instruction adherence is only 19.7, revealing a substan-
tial gap between raw accuracy and the ability to follow structured reasoning. Similarly, ShotVL-3B
attains 67.8 overall accuracy, but exhibits low reliability and instruction adherence, indicating poten-
tial weaknesses in consistent reasoning and instruction-following. These observations suggest that
high benchmark scores alone may mask fundamental deficiencies, which can affect downstream
evaluation, comparison, and model improvement.

In contrast, Qwen2.5VL models show balanced and reliable behavior, achieving moderate overall
accuracy while maintaining very high reliability. Qwen2.5VL-7B attains an instruction adherence
score of 94.8 and failure rate stability of 98.9, whereas Qwen2.5VL-3B reaches 89.1 and 98.5. This
demonstrates that Qwen consistently follows structured prompts and effectively leverages reasoning
instructions, producing outputs that are both accurate and robust. In certain sub-tasks, such as long-
term temporal reasoning and camera motion recognition, Qwen even improves under reasoning-
specific prompts, highlighting its stability as a baseline model and providing a reliable foundation
for future task-specific improvements without compromising core capabilities.

Taken together, these findings reveal a clear distinction between the two model families. ShotVL
achieves high accuracy under simple prompts but suffers from low reliability and poor instruction
adherence, exposing hidden weaknesses in reasoning and language capabilities. Qwen, by contrast,
delivers stable, interpretable outputs and strong compliance with structured instructions. Crucially,
these insights are enabled by our evaluation protocol, which jointly measures performance and relia-
bility and exposes subtle failure modes overlooked by traditional benchmarks. Applying this proto-
col to cinematography understanding provides new perspectives for evaluating reasoning-intensive
multimodal tasks, establishing rigorous standards for assessment, and guiding targeted improve-
ments in advanced models.

6 CONCLUSION

In this work, we identify critical limitations in ShotBench and its state-of-the-art ShotVL baselines,
including ambiguous multiple-choice options and fundamental weaknesses in reasoning, prompt
adherence, and output consistency. To address these issues, we introduce ShotBench++, a refined
and extended benchmark that enforces consistent option granularity, mutual exclusivity, and uni-
fied evaluation dimensions, while also incorporating a complementary evaluation protocol assessing
both task-specific performance and core model competencies. Our in-depth analysis of ShotVL
reveals overfitting to dataset artifacts and highlights the necessity of evaluating fundamental rea-
soning alongside benchmark scores. By providing a more reliable and comprehensive framework,
ShotBench++ offers novel insights into cinematography understanding and sets a new standard for
future research in developing models that truly capture cinematic form and intent.
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Table 5: Performance of different models with perturb. This table verified the ShotVL-7B’s defects
in contextual robustness by adding irrelevant options in the question.

Model LS LT LC SF SS CA SC CM Overall
Qwen2.5VL-3B (Bai et al., 2025) 35.8 52.6 57.7 78.7 49.7 40.7 40.1 29.7 47.5
+1 perturb 34.6 50.6 52.3 73.9 51.1 39.6 37.6 30.6 45.8 (-1.7)
Qwen2.5VL-7B (Bai et al., 2025) 44.6 55.6 48.9 69.7 63.3 48.6 45.7 37.7 51.7
+1 perturb 44.6 55.8 46.7 70.6 62.1 48.6 48.0 37.5 51.7 (-)
ShotVL-3B (Liu et al., 2025b) 60.5 64.0 67.4 91.0 79.4 68.1 60.8 51.3 67.8
+1 perturb 59.1 64.0 65.3 91.9 81.4 67.3 59.7 50.4 67.4 (-0.4)
ShotVL-7B (Liu et al., 2025b) 61.8 66.2 65.7 91.5 81.7 72.8 62.2 59.7 70.2
+1 perturb 61.2 65.9 63.7 92.1 81.9 71.4 62.2 59.1 69.8 (-0.4)

A APPENDIX

A.1 LLM USAGE

I have used large language models just to polish my paper writing.

A.2 OTHER EXPERIMENTS

We have also conducted other experiments on the reliability of models. The results are shown in
Tab. 5. The results reveal several notable patterns. First, larger models generally achieve higher
baseline performance, with ShotVL-7B attaining the highest overall accuracy. Second, the impact
of adding a single irrelevant option varies across models. Qwen2.5VL-3B experiences a noticeable
drop of 1.7 points, while Qwen2.5VL-7B remains largely unaffected, indicating that model size im-
proves contextual robustness for this architecture. In contrast, ShotVL models, despite their strong
overall performance, show small but consistent decreases under perturbation, suggesting that even
state-of-the-art models are susceptible to subtle contextual changes. These findings highlight the im-
portance of robustness evaluation when assessing model reliability in complex question-answering
scenarios.

A.3 PROMPT

In our experiments, we use a reasoning-style prompt designed to guide the model through a struc-
tured thought process. As shown in the example below, the prompt first presents the question and
candidate options, then instructs the model to select the most likely answer while explicitly en-
couraging step-by-step reasoning. Specifically, the model is asked to output its thinking process in
sequential steps before providing the final answer, which allows us to evaluate not only the correct-
ness of the response but also the faithfulness of the model’s reasoning.

Prompt

reasoning_prompt = (
f"Question: {q}\n{opts_block}\n"
"Please select the most likely answer from the options above."
"Let’s think step by step."
"You should output the thinking process in step 1, step 2 and so on."

)
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