Neural B-frame Video Compression with
Bi-directional Reference Harmonization

Yuxi Liu?* Dengchao Jin? Shuai Huo?! Jiawen Gu?*
Chao Zhou? Huihui Bai® Ming Lu' Zhan Ma'

!Nanjing University, Nanjing, China 2Kuaishou Technology, Beijing, China
3Beijing Jiaotong University, Beijing, China
yuxiliu@smail.nju.edu.cn, {jindengchao, huoshuai, gujiawen, zhouchaol}@kuaishou.com
hhbai@bjtu.edu.cn, {minglu, mazhan}@nju.edu.cn

Abstract

Neural video compression (NVC) has made significant progress in recent years,
while neural B-frame video compression (NBVC) remains underexplored com-
pared to P-frame compression. NBVC can adopt bi-directional reference frames
for better compression performance. However, NBVC’s hierarchical coding may
complicate continuous temporal prediction, especially at some hierarchical levels
with a large frame span, which could cause the contribution of the two reference
frames to be unbalanced. To optimize reference information utilization, we pro-
pose a novel NBVC method, termed Bi-directional Reference Harmonization
Video Compression (BRHVC), with the proposed Bi-directional Motion Converge
(BMC) and Bi-directional Contextual Fusion (BCF). BMC converges multiple
optical flows in motion compression, leading to more accurate motion compen-
sation on a larger scale. Then BCF explicitly models the weights of reference
contexts under the guidance of motion compensation accuracy. With more ef-
ficient motions and contexts, BRHVC can effectively harmonize bi-directional
references. Experimental results indicate that our BRHVC outperforms previous
state-of-the-art NVC methods, even surpassing the traditional coding, VTM-RA
(under random access configuration), on the HEVC datasets. The source code is
released at https://github. com/kwai/NVC.

1 Introduction

Lossy video compression is a cornerstone technology in the digital era, enabling efficient storage and
transmission of overwhelming video information across modern communication systems. To support
a wide range of compression scenarios, various video coding schemes have been developed [6, [10],
with low-delay (LD) P-frame coding and random access (RA) B-frame coding being the most
prominent. These two schemes are widely used in global video coding systems.

In LD mode, only the preceding frame is referenced during each coding process. In contrast, RA
coding uses a bi-directional hierarchical coding structure, which naturally utilizes more reference
information and achieves better compression performance than LD. So RA is widely used in scenarios
where compression efficiency is more important than latency. The coding processes of LD and RA
are shown in Figure[I] within a coding scenario with an Intra Period (IP) of 4 frames, an I-frame is
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(a) Low-delay (LD) P-frame coding. (b) Random access (RA) B-frame coding.

Figure 1: Two main coding schemes with Intra Period 4 as an example. Each square represents
a frame, and the frames are temporally ordered from left to right. Arrows represent the reference
pipeline. The serial numbers @ @ @ indicate the coding order.

encoded independently without referencing any frame, a P-frame references the preceding frame,
while a B-frame can reference both forward and backward frames.

Traditional video coding standards such as H.264/AVC [47]], H.265/HEVC [42], and H.266/VVC [7]
incorporate both LD and RA configurations. With the rise of deep learning, some end-to-end neural
video compression (NVC) methods have emerged and gradually surpassed traditional standards under
LD configurations. Most NVC research focuses on P-frame coding, such as [30, 27, [1, 28} 115} 41} |33}
44| 118.,143| 3] and the DCVC series [20} 38, 1214231136, 135, [17]. Although some neural B-frame video
compression (NBVC) methods [8, [51)39]] also have made notable advancements, there remains a
certain gap between these methods and VTM-RA (the reference software of H.266/VVC under RA
configuration). Meanwhile, some issues related to NBVC have not yet been thoroughly investigated.

The hierarchical coding scheme of NBVC exhibits distinctive characteristics uncommon in other
video processing tasks, and even completely different from neural P-frame video compression. To be
specific, the span of each LD coding process is only one frame, thus the representation of motion is
relatively easier. However, the frame span of RA is so large at the initial hierarchical levels (e.g., the
coding of @ in Figure[I] (b)) that the motions become more unpredictable. In that case, we can not
expect all the reference frames to be dependable. We define this phenomenon as unbalanced reference
contribution (URC). For example, see Figure[2] the information on the number plate can only be
referenced in x;, because the movement of the racehorse caused the number plate to be obscured in
the previous moment in x y. So the model needs to pay more attention to the target region of xy,.

To optimize reference information utilization under the influence of the URC issue, we propose a novel
NBVC method, termed Bi-directional Reference Harmonization Video Compression (BRHVC), with
the proposed Bi-directional Motion Converge (BMC) and Bi-directional Contextual Fusion (BCF).
To expand the receptive field of the motion estimation, we downsample the reference frames and
compute optical flows across multiple scales. Then, BMC converges compressed representations
of the flows and enriches them. This method helps to alleviate the difficulty in estimating motion
over large spans. After that, BRHVC conducts more accurate motion compensation on the reference
contexts. Furthermore, the proposed BCF explicitly models the weights of reference contexts under
the guidance of motion compensation accuracy. With more efficient motions and contexts, BRHVC
can effectively harmonize bi-directional references. Experimental results indicate that our BRHVC
outperforms previous state-of-the-art NVC methods, even surpassing VTM-RA on the HEVC datasets.
The main contributions of this paper are summarized as follows:

* To cope with the unbalanced reference contribution between reference frames, we propose a
novel NBVC method, termed BRHVC, with the proposed BMC and BCF.

* We propose Bi-directional Motion Converge (BMC) to converge multiple optical flows in
motion compression, leading to more accurate motion compensation on a larger scale.

* We propose Bi-directional Contextual Fusion (BCF) to explicitly model the weights of
reference contexts under the guidance of motion compensation accuracy, which facilitates
the harmonization of bi-directional references.

» Experiment results show that our BRHVC outperforms previous SOTA NVC methods and
surpasses VTM-RA on the HEVC datasets.



r |
- worse reference @ better reference
Y. @ ;h v\~~- =

-
—-— -

i i

(a) frame x ¢ (b) frame z; (c) frame x,

Figure 2: The unbalanced contribution issue between reference frames in B-frame coding. The right
reference is notably more significant than the left for the compression of the number plate.
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Figure 3: Quantitative experiment on unbalanced reference contribution. The results of the "gap of
references"” indicate the average contribution difference between two reference frames across the
frame spans of {32, 16, 8, 4, 2}. Refer to Section|§|for more explanations.

2 Related Work

2.1 Neural P-frame Video Compression

Recently, many methods have adopted neural network (NN) to improve video coding, including
using NN to enhance traditional video coding [53] and NN-based end-to-end
video coding. Earlier end-to-end neural P-frame video compression (NPVC) methods still follow
the traditional predictive coding structure [30, 11 [14] [T5] 411, 23]). For example, Lu et
al. [30, 31] proposed the first NPVC method, termed DVC. This framework generates and transmits
the motion vectors to get the predicted frame. Then the residual between the predicted and current
frames is compressed to achieve bitrate savings. However, residuals in the pixel domain lack sufficient
information to fully leverage the representational capabilities of neural networks. To address it, Li et
al. [20] proposed a deep contextual video compression framework, termed DCVC, which enables
a paradigm shift from predictive coding to conditional coding. Based on DCVC, Sheng et al. [38]]
proposed a temporal context mining (TCM) module to learn richer and more accurate contexts
at multi-scales. This multi-scale contextual compression paradigm has been employed in many
methods. Among them, DCVC-DC and DCVC-FM have achieved state-of-the-art (SOTA)
performance, saving approximately 20% of the bitrate compared to the LDB mode of VTM-17.0.

2.2 Neural B-frame Video Compression

Neural B-frame video compression approaches can also be broadly summarized in two paradigms,
predictive-based [8l and condition-based [51} 39]. Predictive-based methods
compute the predicted frame as the primary reference, with the help of two reference frames. Some
methods 1112 turn to an interpolation network with a view to avoiding motion compression.
These interpolation networks often assign a binary mask to each prediction frame from two reference
frames, indicating which pixels are more accurate than the other. Since it shows some degree
of adaptation to the URC mentioned above, some other predictive-based works [52), [54] [8] [16]
also introduce the binary mask to obtain more accurate estimation at the pixel domain. However,
as discussed in Section [2.1] condition-based methods have high-dimension multi-scale
contextual references in the feature domain, better than the pixel domain of predictive-based methods.
For example, Yang et al. [51]] proposed a unified contextual video compression framework for joint
P-frame and B-frame coding. Sheng et al. [39] proposed an efficient model, DCVC-B, with a
customized training strategy, achieving SOTA performance in NBVC.
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Figure 4: The overall architecture of BRHVC. AE and AD denote arithmetic encoding and arithmetic
decoding. MC Encoder and MD Decoder denote Motion Converge Encoder and Motion Diverge
Decoder. C}’Q’?’ and Cp > denote {C},C?, C?} and {Cy, CF, Cp}, respectively. We omit the
entropy model and some outputs from the decoded buffer for brevity.

However, the above condition-based methods do not design a specific module for the unbalanced
contribution issue, merely concatenating the contexts from the two reference frames as the primary
reference. Whether it can adequately model the weights of the reference information remains an open
question. It will be discussed and addressed in this paper.

3 Rethink to Unbalanced Reference Contribution

To investigate how much the URC affects compression performance, we developed an NBVC baseline
model (the details will be introduced later) and conducted a quantitative experiment using it. For
each video sequence, we only compressed the 16th frame x4, setting the two reference frames
{.’i‘f,.f?b } to {.@0,.%32 },{i‘g,i‘gz; },{i‘lg,i‘go },{i‘14,.’i‘13 },{j15,§317 }, corresponding to spans of 32, 16, 8,
4 and 2. In each compression, we only use a single reference like {2 7,2 ¢} or {2,235}, then calculate
their BD-rates [4] with referring {£ 7,2, } (the default setting) as the anchor. The lower one is taken
as "better reference"”, while the higher one is "worse reference". We then statistically average the
BD-rate results over the HEVC datasets [5]] as shown in Figure[3] It can be seen that with the large
span, the gap between the better reference and the worse reference is substantial, reaching 20.6% and
11.1% for spans of 32 and 16, respectively. As the span decreases, the BD-rate for both references
increases dramatically. It is because with the small span, the reference information is more relevant
to the target, making both of them more important. Therefore, the absence of any reference leads to
severe degradation. Considering the significant impact of the URC issue in NBVC, there should be
a method that can effectively determine the weights of the two references to better harmonize the
reference information. More details of this quantitative experiment are in Appendix [A]

4 Method

4.1 The Overall Framework

‘We build our baseline on the backbone of DCVC-B [39] and DCVC-DC [22], while some of the
modules have certain differences. More details of our network design are in Appendix Our
BRHVC introduces the proposed BMC and BCF based on the baseline. As shown in Figur%given
the current frame x; to be encoded, we use the two decoded reference frames £ ¢, &5, and their features
Fy, Fy as reference. When the IP length is 32, the frame span b — f equals 26—level wwhere level
denotes the heirachical level of ;. The overall process of one frame coding is as follows:
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Figure 5: The framework of Bi-directional Motion Converge. MF Adapter denotes Motion Feature

Adapter. ¢ and q?°¢ are learnable quantization vectors for variable bitrates [22]].

Motion Estimation and Compression. We use Spynet to generate multi-scale optical flows
{vf 07 5,08} and {v} 02, v}, } from two directions. To be specific, we downsample the original
image x; and reference images £ r, £, twice, then separately compute optical flows by SpyNet at each
scale. This approach facilitates the expansion of the receptive field for motion estimation, thereby
accommodating larger frame spans. Then we use the proposed BMC to compress and reconstruct
these optical flows. Refer to Section [4.2|for more details.

Motion Compensation. Given the reconstructed optical flows {9/ ;, 07 ;, 97 ;} and {0}, 07,07},
we use them to warp the reference features at each scale. During this process, Fy, Fy, individually
pass through a share-weighted contextual-feature extraction [22] (denoted as C'F'E, which
combines Temporal Context Mining [20, 32] with Group-Based Offset Diversity [20]) with the flows,
resulting in features {C’ch, C]%, C]%} and {C}, CZ,C3} at multi-scales, where C}c, C} € RISXHXW,
C3,C} € RECH/2XWI2 and CF, CF € ROOH/4xW/4 Tt can be expressed as:

C},C7,C} = CFE(Fy, 0} 4,07 1,07 ), Cy,Cp,Cy = CFE(Fy, b} 4,07, 07,). (1)

Transform and Entropy Coding. NVC methods use a neural network-based encoder and decoder
for coding’s transform to reduce the dimension of the latent variables. The proposed BCF outputs
the multi-scale contexts {C}, CZ, C3} for encoder and {C}, C}?, C}3} for decoder (see more details
in Section [A.3)) as refined reference contexts. After the transform, arithmetic coding is utilized to
compress latent variables ¥, into a bitstream with the probability estimated by an entropy model. Our
BRHVC adopts the quadtree partition-based entropy model [22].

4.2 Bi-directional Motion Converge

As the frame span increases, the motions will become larger and more complex. However, many
current motion estimation networks are designed for a frame span of one. To capture large motion
information as much as possible, a straightforward idea is to downsample the input frames multiple
times, so that the network can obtain a larger receptive field. Nevertheless, this approach increases
the information content of the optical flows, requiring a customized compression method.

To achieve more efficient optical flow compression, previous works [39, [52]] employ a bi-
directional motion residual compression (denoted as BMRC in this paper), which estimates the bi-
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Figure 6: The network architecture of Bi-directional Contextual Fusion (BCF) for encoder and
decoder. PFA denotes Pixel Feature Alignment module.

directional flows vy, ¢, vy, between two reference frames and compresses the residuals (v, —0.5-vy )
and (v¢,f — 0.5 - vy ¢) to eliminate redundancy. Our baseline model uses BMRC for subsequent
comparisons. However, BMRC is not suitable for our multi-scale optical flows for two main reasons:
first, computing residuals across multiple scales is overly complicated; and second, residuals in the
optical flow domain, like those in the pixel domain, are not optimal as mentioned in Section [2.1]

To effectively compress the multi-scale flows, we propose Bi-directional Motion Converge. The
framework of BMC is shown in Figure[5] In optical flow compression, BMC converges multi-scale
optical flows into a single latent variable and fuses the latent variables from the two directions.
After compression, these optical flows diverge through the reverse process and are used for motion
compensation in the next part. On this basis, BMC introduces the flow features of two directions

from the decoded buffer, { 'y, F;’} and F} ebf as priors. Motion Feature Adapter selects different
sub-networks to adapt prior information { F', F}’} based on the frame type (B-frame or I-frame), as

detailed in Appendix@ {F}, Iy} provides the motion of two references individually, which is

from the hierarchical layer with a larger span. In contrast, FJ’Zbe is the feature-domain representation
of vy and vy, ¢, providing the motion information between two reference frames, spanning the
flows to be compressed (i.e., vy 1, V¢, r). This approach enriches prior information compared to the
residual-based approach BMRC. Unlike previous works [39} 20, 38| 22| [23]], which obtain small-scale
flows through downsampling, our BMC employs specific optical flows at different scales, thereby
increasing the diversity of motion representation.

4.3 Bi-directional Contextual Fusion

In previous works [39,[51], the contexts {C'}, CF, C¢} and {C}, CF, C}'} are fused with the latent
features of the current frame at different scales in the encoder and decoder. Specifically, the features
of the current frame and the two references are concatenated along the channel dimension and then
fused through subsequent convolution layers. However, this concatenation design may assume that
the two reference frames have equal weights, i.e., they are considered to be of equal importance. In
reality, the contributions of the two reference frames are often different, as discussed in Section@ It
is more common in large frame spans, as the motion becomes more unpredictable. Even in some
cases, a region of the current frame may not benefit from either reference frame, which requires
reducing the weights of both references and increasing the weight of the current frame’s own features.

Based on the above motivation, we propose the Bi-directional Contextual Fusion (BCF) that can
adaptively adjust the weights of the reference frames for each region. Its structure is shown in
Figure[6] where DConv denotes Depthwise Separable Convolution [9], DB denotes Depth Block [22]].
UP denotes upsampling using the pixel shuffle [40] convolution kernel. All convolutions there have



a default kernel size of 3x3. PFA denotes the proposed Pixel Feature Alignment module, and the
specific module architectures can be seen in Appendix [A.2]

First of all, BCF analyses the similarity between the current frame and the two motion-compensated

reference frames as the guidance g;. The three pixel-domain images {x, z;’;"", ";""} are used for
, :

computing the guidance to fuse {C}, Ct}, {C‘z, C%}, and {C?, C3}. The process is as follows:

Ctlvctzﬂcf = BCFE({C}vcl}}a {C}%’Cl?}a {C}%’Cg}‘{xtvl'g}"p’ngrp ),

warp __ S ~1 warp __ et
where xy 'Y =warp(&y, Oy 5), @, " =warp(Zp, vy ),

(@)
BC Fg, represents BCF for the encoder (BCF-E). BCF-E generates reference weight information
based on the differences from the pixel domain, and through multi-scale weight information propaga-
tion, each layer obtains adaptive weight allocation. To avoid the situation where the context features
of both reference frames cannot provide accurate reference information, b: provides an independent
supplementary bias. The weights and the bias are denoted as s}, st and b, their dimensions are the

same as those of C}, C}, where i represents the scale. We denote the depth block as D B;. ® means
element-wise multiplication. The specific formulation of C}, CZ, C} can be represented as follows:

C} = DBi(st © C} + s} ® C} + b)),
C? = DBy(s3 ® C} + 57 ® CZ + b)), G
C} = DBs(s} ® C} + 53 @ Cyp +b}).

Besides, after decoding the bitstream to obtain g at the decoder, the decoder will use the BCF-D for
decoding. The main difference between BCF-E and BCF-D is that the guidance information g, and
g; are from different sources. z; is not available to the decoder, so we utilize ; with the PFA module
for alignment between pixels and features. The decoding process is as follows:

O, CP,CF = BCFp({C}, Gy}, {CF, P} ACF, CiY{ge, 27", 25" ). O]

After harmonizing the reference weights, these contexts are concatenated with the latent features in
the encoder and decoder at three scales. It could support more accurate reference information for
transform, achieving more bitrate saving and reconstruction performance.

S Experiments

5.1 Settings

Training. We use Vimeo-90k [50] to train BRHVC from scratch with 7-frame sequences. Then
we fine-tune BRHVC on original Vimeo videos with 17-frame sequences following 39, 23]. We
use the multi-stage training strategy in [39]. The video frames are randomly cropped into 256x256
patches. We randomly reverse the order of sequences with a probability of 50% as data augmentation.
AdamW [[19] is used as the optimizer with a batch size of 8.

Testing. We evaluate the compression performance on HEVC Class B~E [5], UVG [34], and MCL-
JCV [46]. The resolution of the HEVC Class C~E is in the range of 240p to 720p, while HEVC Class
B, MCIJ-JCV, and UVG have a resolution of 1080p. The first 97 frames of all the datasets are used
with Intral Period 32, i.e., coding 93 B/P-frames with 4 I-frames. We convert YUV420 inputs to RGB
as the original sequences using BT.709 for all the methods. To compare the performance of traditional
methods, we used the LDB and RA modes of the traditional standards software HM-16.5 [42}113]] and
VTM-17.0 [[7,145]). Since traditional methods do not support compression of RGB format, following
the practice in [22], traditional methods compress the sequences through YUV444 format and
calculate the PSNR after converting back to RGB using BT.709. As for NVC methods, we compare
the previous SOTA NPVC methods, DCVC-DC [22] and DCVC-FM [23]]. In addition, we compare
the SOTA NBVC method, DCVC-B [39]], which has a similar structure to our baseline. We use
the same I-frame model as DCVC-DC and DCVC-B for our coding. More details about the test
configuration can be seen in Appendix
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Figure 7: Rate-distortion curves for HEVC Class B~E, MCJ-JCV and UVG datasets.

Table 1: BD-rate (%) comparision for PSNR. Black bold indicates the best results within all methods,
while underline bold indicates the best results within NVC methods.

HEVC HEVC HEVC HEVC HEVC | MCL- UvG All
ClassB ClassC ClassD ClassE Average | JCV Average
VTM-LDB 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

VTM-RA -33.6 -29.1 -30.2 -30.7 -30.9 -31.0 -33.5 -31.3
HM-LDB 38.5 354 325 423 37.1 41.9 36.3 37.8
HM-RA 0.2 4.2 -0.7 7.1 2.7 54 -4.9 1.8

DCVC-DC -12.4 -12.5 -28.4 -18.2 -17.8 -8.9  -16.8 -16.2
DCVC-FM | -15.2 -19.2 -34.2 -26.5 -23.7 -83  -189 -20.3
DCVC-B -18.7 -8.6 -33.5 -32.4 -23.3 -2.0 -7.8 -17.2
BRHVC -25.5 -25.2 -44.7 -32.6 -32.0 -16.1  -19.7 -27.3

5.2 Comparison Results

The rate-distortion curves of all methods can be seen in Figure[/| and the BD-rate comparison is
shown in Table[I] Our proposed BRHVC achieves an average bitrate saving of 27.3% compared
to VITM-LDB. It outperforms the previous SOTA NVC methods (i.e., P-frame method DCVC-FM
and B-frame method DCVC-B) on all the datasets. In the average performance on HEVC datasets,
BRHVC achieves the best bitrate saving of 32.0%, higher than VTM-RA’s 30.9%. Particularly in
HEVC Class D, BRHVC can save 44.7% bitrate, which is significantly higher than other methods.
These experimental results indicate that our method achieves a significant advancement in the NBVC
domain. Additionally, some visual comparison results are shown in Appendix [A.4]

5.3 Ablation Study and Complexity

To verify the validity of our proposed BCF and BMC, we performed ablation experiments as shown
in Table 2] DCVC-B(re-trained) denotes that we re-train the open-source DCVC-B model from
scratch with our settings. Our baseline and DCVC-B performances are close, suggesting that our
subsequent improvement mainly comes from the proposed modules rather than the training settings.
Due to the slightly different network design, our baseline demonstrates a slightly slower speed but
with less GPU memory overhead. The results show that BCF can achieve a 6.6% bitrate saving,
effectively enhancing reference information utilization to deal with URC issue. Additionally, the
incorporation of BMC strengthens BRHVC’s ability to represent large span motion, providing more
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Figure 8: Visualization of BRHVC'’s reference harmonization effect on different spans. We compress
x12 and use Ig, T1¢ (large span) or 211, Z13 (small span) as references. We visualize the outputs
5%, 5p,b; from BCF-E. mean(-) denotes taking the absolute value and averaging over the channels.

mean(siz)

=025 0.25

Table 2: Ablation study on different network designs with the corresponding computation cost. The
BD-rate results are calculated on HEVC datasets. We compare average single-frame codec times
tested in 1080p sequences on one Nvidia RTX 4090 GPU. BL denotes our baseline model.

Model | BD-rate Parameters kMACs/pixel Memory Enc./Dec. time
DCVC-B(re-trained) | 0.4% 244 M 2934.9 135G 646 /511 ms
BL 0.0 237M 2831.9 9.6 G 681 /538 ms
BL w/ BMC -6.4% 243 M 3170.9 10.6 G 780/ 602 ms
BL w/ BCF -6.6% 289 M 3532.8 114G 896 /583 ms
BL w/ BCF, BMC -12.3% 29.4M 3887.8 124G 983 /670 ms

accurate reference to BCF, which further improves the performance to 12.3% bitrate saving with 24%
additional decoding time. It can be observed that the additional computational overhead incurred is
relatively acceptable compared to the significant improvements by our BRHVC.

5.4 Visulization

Figure[§]shows the visualization of our BRHVC to harmonize the references of different spans. In this
example, the number plate is the focal target of our compression. The motions are more complex over
large spans (i.e., £g, £1¢ as references), so the network needs to pay more attention to the useful one
(i.e., Z16). Thus, mean(sis) (computed by BCF-E) demonstrates a higher weight than mean(sg).
On this basis, mean(b},) provides supplementary details to compensate for the loss of information.
If the span is small, the difference between mean(bi;) and mean(bl;) will decrease because their
information is both useful in most regions, and the supplementary mean(bi,) will also decrease
accordingly. It shows that our proposed modules are working as expected.



6 Conclusion and Limitation

In this paper, we introduce the phenomenon of unbalanced reference contribution in P-frame coding
and analyze it quantitatively. To cope with it, we propose a novel NBVC method, termed BRHVC,
with proposed BMC and BCF. BMC converges multiple optical flows in motion compression, leading
to more accurate motion compensation for both references. BCF explicitly models the weights
of reference contexts under the guidance of motion compensation accuracy, which facilitates the
harmonization of bi-directional references. Experiment results show that our BRHVC outperforms
previous SOTA NVC methods and surpasses VTM-RA on the HEVC datasets. However, our BRHVC
does not perform sufficiently well on high frame rate datasets, such as MCL-JCV and UVG, which
may require further investigation in future work.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly state the main contributions of the paper,
including the new method proposed and the experimental results.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The paper discusses the limitations of the work in Section[6] "Conclusion and
Limitation".
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: Our paper does not contain mathematical theories. Otherwise, we provide
experimental validation for the issue of unbalanced reference contribution and analyze its
effects across different spans, as shown in Figure 3]

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides detailed descriptions of the experimental setup, including
the algorithms used, the datasets employed, and the specific parameters and configurations.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We will release the code.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper provides a comprehensive description of the experimental setup in

Section[5.1]and Appendix[A.3]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The assessment metrics used in the paper explicitly report the statistical basis.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: The paper details the computational resources utilized for each experiment.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The research presented in the paper strictly adheres to the NeurIPS Code of
Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: The paper implements safety filters and usage guidelines for released models
and uses content moderation for datasets to prevent misuse.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The paper properly credits the creators of all used assets, specifies the version
and URL where applicable, and includes the license information for each asset.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The paper provides comprehensive documentation for the new assets, including
details about training, license, and limitations.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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paperswithcode.com/datasets

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Technical Appendices and Supplementary Material

A.1 Quantitative Experiment for the URC issue

Experimental Setting. For each video sequence, we only compressed the 16th frame x1¢, setting the
two reference frames {Z 7,24} to {Zo,232}.{T8.L24},{Z12,820}.{Z14,218}.{Z 15,217}, corresponding
to spans of 32, 16, 8, 4 and 2. We configured the baseline model in three different settings: both
reference frames are forward frames (denoted as M (x| ¢, 2 ), or My, ¢ for simplicity), both refer-
ence frames are backward frames (denoted as M (|2, Zp) or Mp p), and the two reference frames
are a forward frame and a backward frame (denoted as M (x|% s, &p) or My, the default setting in
B-frame compression), respectively. All the reference frames are compressed by the same I-frame
model [22]. In each compression, the baseline model outputs four compressed results at four different
bitrates, in order to calculate the BD-rate in one frame. Then we calculate the BD-rate of M ; and
M, 3, respectively, with My, as the anchor. The lower one is taken as "better reference", while the
higher one is "worse reference”. We then statistically average the BD-rate results over the HEVC
datasets as shown in Figure[3|and Table[3] The formulation is as follows:

Better(z¢|b — f) = min[BDrate™ 1 (M; ;), BDrate™re (M, )],

M M ®)
Worse(x¢|b — f) = max[BDrate™ "> (My,¢), BDrate™ " (Myp)],

where b — f means the span, BDrate™1(Ms) denotes calculating the BD-rate of My using M as
the anchor. min|-, -] and max[-, -] denotes taking the lower value and the higher value, respectively.

Experimental Analysis. The detailed results of the quantitative experiment in Section 3]is shown as
Table 3] As mentioned in Section[3] with the large frame span, the gap between the better and the
worse reference is substantial, reaching 20.6% and 11.1% for spans of 32 and 16, respectively. As the
span decreases, the BD-rate for both references increases dramatically. It is because with the small
span, the reference information is more relevant to the target, making both of them more important.
Therefore, the absence of any reference leads to severe degradation. However, it should be noted
that while the ratio of the gap (between "Better" and "Worse") to "Worse" exhibits an approximately
monotonic decreasing trend with span, the value of the gap itself does not. This is also because, as
the span decreases, the BD-rate of both "Worse" and "Better" increases, possibly causing the gap to
increase correspondingly. Additionally, it can be observed that the gap is more pronounced on Class
C and D. This may be due to the presence of many intense-motion scenes in these datasets, which
increase frame differences and thus the gap.

Table 3: Quantitative experiment on the URC issue with detailed results. The metric is BD-rate(%).

Span of the Reference Frames
Dataset  Reference 32 16 8 4 2
Better 392 493 635 86.1 112.6

Average oo 508 604 701 942 1218
Clasp  Better 322 391 533 764 1141
Worse 402 457 57.1 866 123.4

Classc Betler 336 467 534 637 838
Worse 693 628 618 69.1 928

Clssp  Better 394 509 721 1132 1483
ass Worse 687 67.1 80.0 1214 160.8
Clas g Better 583 682 831 961 1011

Worse 682 73.0 895 1032 1059

A.2 Network Designs

Encoder and Decoder. As shown in Figure [9] we use the same architecture of the encoder and
decoder as DCVC-DC [22]. The main difference between our architecture and DCVC-DC'’s is that

we use the bi-directional reference contexts {C}, C2, C3} and {C'},C"7,C"?} as contextual features,
while the features of DCVC-DC are from a single preceding direction.
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Sub-Modules in BCF. The detailed module designs of BCF is as shown in Figure Not
that there may be some parameter differences based on the basic architectures. For example,
"DConv(C},,Cour)s" means DConv layer with input channel C;,, and ouput channel C,,;, and
"s" denotes the sample stride (defaults to 1). "|s" means the downsample stride is "s", while "{s"
means upsample with stride "s".

MF Adapter in BMC. Motion Feature Adapter selects different sub-networks to adapt prior informa-
tion { F' }’, Fy} based on the frame type (B-frame or I-frame). For example, if the reference frame x ¢
is B-frame, the I-frame model does not need to compute the optical flow and therefore can not output
F}-’ as an intermediate result. In that case, we can not introduce F}’. If both frames are I-frames, the
input is solely processed to generate the output (see "MF Adapter-II" in Figure [TT).

A.3 Test Configuration

We compare traditional methods HM-16.5 and VIM-17.0 with LDB and RA configuration in Sec-
tion[5.1} To evaluate the compression performance of traditional methods, we follow the configuration
of [22] for fair comparison. We convert YUV420 inputs to RGB as the original sequences using
BT.709 for all the methods. Since traditional methods do not support compression of RGB format,
traditional methods compress the sequences through YUV444 format and calculate the PSNR after
converting back to RGB using BT.709. To configure the best traditional codecs, we use the 10
bit depth for YUV444 colorspace. These methods share some command-line arguments. While
for the {config_file}, VITM-RA sets it to encoder_randomaccess_vtm.cfg, VTM-LDB sets it to
encoder_lowdelay_vtm.cfg, HM-LDB sets it to encoder_lowdelay_main_rext.cfg, and HM-RA sets it
to encoder_randomaccess_main_rext.cfg. The command line is as follows:

* ¢ {config_file}
--InputFile={input_file}
--InputBitDepth=10
--OutputBitDepth=10
--OutputBitDepthC=10
--InputChromaFormat=444
--FrameRate={frame_rate}
--DecodingRefreshType=2
--FramesToBeEncoded=97
--SourceWidth={width}
--SourceHeight={ height}
--IntraPeriod=32
~QP={qp)

--Level=6.2
--BitstreamFile={bitstream_file}

A.4 Visual Quality Comparison

The visual quality comparison is shown in Figure [I2] It can be seen that our method has better
reconstruction of detailed textures with lower bitrates, especially the parts accompanied by intense
motion and obscuration.

A.5 Effectiveness of multi-scale optical flows

The optical flows at each scale contribute to a noticeable performance improvement. To investigate
the role at each scale, we designed the following experiment: we iteratively replace the optical
flows at one scale with the downsampled/upsampled version from another scale and then fine-tune
the network until convergence. The results are in Table 4] where "(-) 12" denotes 2x upsample,
"(-) Jo" denotes 2x downsample. "v!,v% v3, ot 52, 93" are all shorthand for the corresponding

scales: specifically, "p1" denotes vt17 Iz v;b, and likewise for the others. For example, Method M1

1 2

replaces the largest-size flows v!, 9! with the intermediate-scale flows v?2, 92, its result measures the
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Ground Truth VTM-RA DCVC-FM DCVC-B BRHVC (ours)
Bpp/PSNR 0.00569/34.07 0.00726/30.94 0.00639/33.69 0.00543/34.34

:',,., - ' . &
Ground Truth VTM-RA DCVC-FM DCVC-B BRHVC (ours)
Bpp/PSNR 0.00889/30.67 0.00777/31.21 0.00772/29.94 0.00753/31.28
Ground Truth VTM-RA DCVC-FM DCVC-B BRHVC (ours)
Bpp/PSNR 0.0176/30.65 0.0171/27.25 0.0166/30.01 0.0139/31.04

Figure 12: Visual quality comparison.

Table 4: Contributions of the optical flows at different scales.

Method  Encoder Flows Decoder Flows BD-rate

BRHVC - - 0

M e ()t 0 e ()1 67%
M2 2 () ls 02 (0Y)ls 42%
M3 v (1) o P (0%) L 3.0%

performance change caused by the absence of v!, 9. Likewise, M2 and M3 denote replacing the
intermediate- and smallest-size optical flows, respectively.

The results show that the flow at every scale provides a noticeable gain, demonstrating that leveraging
additional flows indeed enables more effective motion compensation. Moreover, optical flows at
different scales exhibit varying contributions. As the spatial resolution decreases, the contribution of
the optical flow at that scale diminishes due to the reduced amount of information it carries.

A.6 Visualization of BMC

As shown in Figure[T3] the camera locks onto the moving racehorse, and the motion of the background
should be consistent. Due to the limited receptive field of the flow generation network, it is prone to
losing track of the moving target when the span is large, resulting in disordered estimated motion
in the background (e.g., v; o in BRHVC and vy in the baseline). However, BMC can enhance
compressed flows (e.g., ﬁi,o) with large-scale flows (e.g., ”2,0 and vio), thereby achieving more
accurate motion compensation for large spans.

A.7 Model Comparison

Details of our baseline. At the onset of this work, given that DCVC-B had not yet released its
source code, we referred to its design to reimplement the Baseline. Subsequently, once the DCVC-B
framework became open-source, we re-trained it using our training settings to obtain DCVC-B
(re-trained). As a result, there are differences in the implementation details between the two. The
main difference is as follows:

24



large span reference small span reference
oo N B s, oy SR o & e, (g TR e, 2

o (s +20)/2

: 5 o (x2 +%0)/2
original frame forward reference frame motion visualization original frame forward reference frame  motion visualization

’
i " 2 } y
Vio @ v © v I V2,0 © P2 © v, ©
3 l I ! 3 1 I !
[ Bi-directional Motion Converge (BMC) ] [ Bi-directional Motion Converge (BMC) ]
[ . b 1 Jé J L ]
) .
- #
-3 3 4 ~3 .
- Yio © > ""“. —_— D30l ©
B iy #* v,
o} o © ol WD °
, BRHVC g BRHVC
—— Baseline Baseline
' ) - . ..
Va,0 ; ® V2,0 ' ©
1 1
( Motion Compression ) ( Motion Compression )
[ . ; T
ae g - 4 AR ]
- - — -» - . . .y ! o . ~
Ral » doansampi? downsam;}g . %wnsample ‘downsample
,. 53
- o ® o D30 ©
0 Vio i V20 ©
Va0 ® Ven ©

Figure 13: Comparison of motion compression between BRHVC and the baseline. We only present
the forward motion and omit the backward motion. The smiling face denotes regular and consistent
background motion, while the sad face denotes irregular and disordered background motion.

The Baseline and BRHVC first dimensionize the references to match the dimensions of latent features
and then feed them into Encoder/Decoder, while DCVC-B directly inputs them. Taking the largest
size as an example, the process of integrating reference information into the Encoder is as follows:

DCVC-B: y; = Conv'(cat[z, C}, Cyl),
Baseline: C} = RB'(C},Cy) then y = Conv' (cat[z, C}]),
BRHVC: C}, ... = BCFE(C}, C},...) then y} = Conv'(cat[z, C}]),

where yi denotes the latent feature integrated with reference information, Conv?! denotes a convolu-
tion layer in the Encoder, cat[-] denotes concatenation along the channel dimension, RB! denotes
stacking of some ResBlocks. It should be noted that the tensor C; has the same dimensions as C'y and
Cy, which reduces the computational overhead of the Baseline and BRHVC in the Encoder/Decoder
compared to DCVC-B. As a result, the Baseline has fewer kMACs and memory overhead compared
to DCVC-B, but its decoding speed is slightly slower. This may indicate that there is still room for
optimization in our code, which we will attempt to improve in future work. Moreover, since there is
not much difference in the overall mechanism, the performance of the two is also quite close.

Table 5: Comparison with models of the comparable complexity or encoding/decoding speed.

Model | BD-rate Parameters kMACs/pixel Memory Enc./Dec. time
DCVC-B(re-trained) | 0.4% 244 M 2934.9 135G 646 /511 ms
Baseline (BL) 0.0 237M 2831.9 9.6 G 681 /538 ms
BL-1 -3.9% 284 M 4060.9 104 G 879 /670 ms
BL-2 -4.1% 31.7M 4833.9 11.1G 983 /671 ms
BRHVC -12.3% 29.4M 3887.8 124G 983 /670 ms

Comparison with additional models. We construct two additional models for comparison to verify
whether simply stacking modules can yield comparable gains. To match the complexity of BRHVC,
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BL-1 stack 4 ResBlocks per scale (three scales in total) for reference fusion in the encoder and
decoder. To match the encoding/decoding speed of BRHVC, BL-2 stack 9 and 4 ResBlocks in the
encoder and decoder, respectively. In contrast, the baseline employs only 1 ResBlock per scale at
both the encoder and decoder.

Table [5] shows that BL-1 can save 3.9% and 4.1% bitrates than our baseline, far below BRHVC’s
12.3% bitrate saving with a relatively small GPU memory cost. This indicates that simply stacking
network modules can hardly further improve performance, while the task-specific network design of
BRHVC plays a significant role.

A.8 MS-SSIM performance

We adopt MS-SSIM, the most commonly used alternative metric besides PSNR, for evaluation.
Following the DCVC-B setup, we fine-tune our MS-SSIM model for only 2 epochs, starting from the
MSE-optimized model. The results are shown in Table [f]

Table 6: BD-rate comparison for MS-SSIM. DCVC-B and BRHVC are both optimized by MS-SSIM
in fine-tuning.

Method | HEVCB HEVCC HEVCD HEVCE Average
VTM-LD 0 0 0 0 0

VTM-RA -35.70% -30.30% -31.51% -30.53% -31.0%
DCVC-B -43.87% -43.18%  -58.50% -47.78% -42.4%

BRHVC (ours) | -45.58% -4548% -59.97% -45.83% -44.0%

A.9 Experiments with different Intra Periods

We conducted experiments with different IP settings in Table[7] Since the configuration files provided
by HM-RA and VTM-RA have a maximum IP of 32, we performed experiments with IP settings of
8, 16, and 32. For the sake of expediency, we use the first 33 frames on HEVC for testing. Moreover,
since the bitrate proportion of I-frames varies significantly across different IP settings, we also provide
the BD-rate computed only over B-frames, denoted as BD-rate w/o I-frame.

Table 7: BD-rate variations across different IP settings on the first 33 frames.

Method Anchor BD-rate BD-rate w/o I-frame
BRHVC (IPS) DCVC-B (IPS) -2.0% -15.3%
BRHVC (IP16) DCVC-B (IP16) -6.2% -17.8%
BRHVC (IP32) DCVC-B (IP32) -8.8% -21.6%

The results show that, as IP increases, the frame span also increases in some hierarchical levels,
thereby increasing the severity of the URC problem. Under this condition, the improvement of
BRHVC over DCVC-B also increases (from -15.3% to -21.6%). This indicates that our method
successfully handles URC while DCVC-B does not, thereby aligning with our motivation.
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