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Abstract

For large language models (LLMs) like001
NLLB and GPT, translating idioms remains002
a challenge as the non-computational nature003
of idioms may cause traditional Transformer-004
based systems to translate idioms literally,005
failing to convey the proper meaning. Previous006
work has utilized knowledge bases like007
IdiomKB by providing the LLM with the008
meaning of an idiom to use in translation.009
Although this method yielded better results010
than a direct translation, it is still limited011
in its ability to preserve idiomatic writing012
style across languages. Our goal is to013
enhance translation fidelity by improving014
LLM processing of idiomatic language while015
preserving the original linguistic style, ensuring016
translated texts retain their cultural nuances017
and emotional resonance. In this research,018
we expand upon the knowledge base to find019
corresponding idioms in the target language.020
We benchmark two methods: The first method021
employs the SentenceTransformers model022
to semantically generate cosine similarity023
scores between the meanings of the original024
and target language idioms, selecting the best025
idiom (Semantic Idiom Alignment method, or026
SIA). The second method uses an LLM to find027
a corresponding idiom in the target language028
for use in the translation (LLM-based Idiom029
Alignment method, or LIA). As a baseline,030
we performed a direct translation without031
providing additional information. Human032
evaluations on the English -> Chinese, Chinese033
-> English, and Hindi -> English show the034
SIA method outperformed others in all GPT4o035
translations. To further build upon IdiomKB,036
we developed a low-resource Urdu dataset037
and Hindi dataset containing idioms and their038
translations. Despite dataset limitations, the039
SIA method and LLM-based Idiom Alignment040
method shows promise, potentially overcoming041
language barriers and enabling the exploration042
of diverse literary works in Chinese, Urdu, and043
Hindi.044

045

1 Introduction 046

The primary challenge faced was enabling large 047

language models (LLMs) to capture the cultural 048

and emotional essence of the original author’s 049

words—frequently lost in direct translations 050

(Levin et al.,2014). Idioms particularly highlight 051

this difficulty; they differ significantly across 052

languages and are deeply embedded in cultural 053

contexts, requiring additional cultural knowledge 054

for accurate translation (Fadaee et al., 2018). 055

Previous work has made efforts to enhance LLMs 056

like NLLB and GPT for idiomatic translation and 057

has primarily relied on augmenting these models 058

with knowledge bases such as IdiomKB (Li et al., 059

2023). These knowledge bases provide meanings 060

to assist in translating idioms. However, current 061

methods still face challenges in preserving the 062

idiomatic style and cultural nuances of the original 063

text (Levin et al., 2014). Despite advancements, 064

existing methods often struggle to maintain the 065

idiomatic writing style in translated texts. The 066

difficulty lies in accurately capturing the cultural 067

and emotional essence embedded in idiomatic 068

expressions, which are highly context-dependent 069

and vary across languages (Shao et al., 2017). This 070

research addresses these challenges by expanding 071

upon existing knowledge bases to include idiomatic 072

expressions from both source and target languages. 073

Specifically, we introduce a novel method termed 074

SIA that utilizes a refined dataset of the chosen 075

language of translation with corresponding idioms 076

that are inserted according to the direct translation 077

from the previous language. This is optimized for 078

SentenceTransformer embeddings (Li et al., 2023). 079

We introduced and benchmarked methods to ensure 080

fidelity in translating idiomatic sentences across 081

languages, validated through human evaluation 082

metrics, alongside compiling a benchmark dataset 083

of Urdu idioms indexed by their English meanings. 084
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2 Related Works085

2.1 Limitations in Translation Technology086

From a literary standpoint, idioms are figurative,087

institutionalized expressions that enrich speech088

and writing, demonstrating mastery of a language.089

Language models must understand and interpret090

idioms, especially when translating from one091

language to another. Recent work has used092

IdiomKB as a knowledge base for translating093

idioms, achieving some success with language094

models (Li, Shuang, et al. “Translate Meanings,095

Not Just Words: IdiomKB’s Role in Optimizing096

Idiomatic Translation with Language Models.”097

ArXiv abs/2308.13961 (2023): n. pag.). This098

knowledge base pairs idioms in a language with099

their meanings in English, Chinese, and Japanese.100

In their method, they use this to provide the101

translation model with the figurative meaning102

of the idiom in the sentence. However, this103

technique fell short of consistently super accurate104

results. The knowledge base is also relatively105

small, limited to only three languages, and it106

does not include any low-resource languages.107

Building on these techniques for idiomatic108

translation is the use of retrieval-augmented109

models (KNN-MT) and the upweighting of110

training loss on potentially idiomatic sentences111

(Liu, Emmy, et al. “Crossing the Threshold:112

Idiomatic Machine Translation through Retrieval113

Augmentation and Loss Weighting.” Conference114

on Empirical Methods in Natural Language115

Processing (2023)). This showed improvements116

in translations for idiomatic sentences along with117

slight improvements in non-idiomatic sentences118

as well. However, limitations include the use of119

synthetic data, limited languages, and the heavy120

reliance on high-quality training data. Past research121

has focused on translating an idiom in the original122

language to the figurative meaning in the target123

language. Although this may convey the message,124

it fails to be a true translation because the idiomatic125

sentence style is lost.126

2.2 Next Steps to Build On IdiomKB127

As evidenced by Li and Chen, the use of128

specialized knowledge bases such as IdiomKB has129

proven beneficial. However, the limited scope of130

these resources, covering only a few languages,131

constrains their utility in broader linguistic contexts132

(Li, Shuang, et al. “Translate Meanings, Not133

Just Words: IdiomKB’s Role in Optimizing134

Idiomatic Translation with Language Models.” 135

ArXiv abs/2308.13961 (2023): n. pag.). This 136

highlights the need to expand these databases 137

to encompass a wider array of languages and 138

idiomatic expressions. We also hope to build on the 139

use of a knowledge base in idiomatic translation 140

by using it to translate an idiom in one language to 141

an idiom in another language. This would better 142

capture cultural nuances and help maintain the style 143

of the idiomatic sentence across languages.. The 144

inherent complexity of idioms is underscored by 145

research from Dankers and Lucas, who analyze 146

the compositional challenges faced by Transformer 147

models in handling idiomatic expressions. Their 148

findings reveal that while these models adeptly 149

process standard grammatical constructions, they 150

frequently misinterpret the non-compositional 151

nature of idioms, leading to incomplete or 152

incorrect translations ("Can Transformers be Too 153

Compositional? Analyzing Flexibility in Multi- 154

Word Expression Translation," Semantic Scholar 155

(2023)). This suggests that current models 156

need enhancements in semantic flexibility to 157

better accommodate the abnormalities of idiomatic 158

language. Further highlighting the translation 159

challenges, Shao and Sennrich’s evaluation of 160

machine translation performance on idiomatic texts 161

points out that even advanced models struggle 162

to maintain the expressive depth and cultural 163

nuances of idioms, often resulting in translations 164

that are either too literal or misleading ("Evaluating 165

Machine Translation Performance on Text with 166

Idiomatic Expressions," Semantic Scholar (2023)). 167

The necessity for more refined training datasets 168

specifically tailored to improve the handling of 169

idiomatic expressions within translation systems 170

becomes an emphasized need after understanding 171

the limitations of such technology. 172

2.3 Newer Idiom Knowledge Resources 173

In response to these challenges, new resources 174

such as the EPIE dataset introduced by Saxena 175

and Paul are emerging. This dataset aims 176

to enhance the identification and translation 177

of idiomatic expressions by providing context- 178

rich examples of their usage across various 179

languages ("EPIE Dataset: A Corpus For Possible 180

Idiomatic Expression Identification," Semantic 181

Scholar (2023)). Such resources are invaluable 182

for developing more sophisticated models capable 183

of recognizing and translating idioms accurately. 184

The work of Liu et al. offers a promising 185
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direction through the application of retrieval-186

augmented models and idiomatic sentence-focused187

training techniques. Their approach shows188

improvements in translating idiomatic sentences189

and enhances the overall fluency of translated texts,190

suggesting a viable pathway to overcome some191

inherent limitations of current translation models192

("Crossing the Threshold: Idiomatic Machine193

Translation through Retrieval Augmentation and194

Loss Weighting," Semantic Scholar (2023)).195

3 Method196

3.1 Dataset construction197

For the English-to-Chinese translation, we used198

the “MWE-PIE” (Zhjjn, 2021) dataset that had199

1,197 English idioms with around 5 sentences200

per idiom for a total of 5,170 sentences. For201

the Chinese-to-English translation, we used the202

CCT "cheng yu" dataset (Jiang et al., 2018) which203

had 108,987 Chinese sentences that contained204

7,397 unique idioms. For future use with the205

SIA method, we re-formatted the datasets so the206

English meaning was the key with the meanings207

and idioms from other languages as the values.208

We are indexing on the English meanings so that209

semantically comparing the English meanings of210

idioms is made easier(Li et al., 2023). For the211

Urdu dataset construction, we found a dataset212

with 2,111 Urdu idioms(with repeats) (ul Hassan,213

2024) and their English meanings/idioms. We214

then found matching English idioms when they215

existed from our English idiom dataset and, using216

GPT4o, generated English sentences for those that217

we did not already have sentences that we flagged.218

For the Hindi dataset construction, we manually219

compiled 990 Hindi idioms, Hindi meanings, and220

Hindi sentences from reputable websites, ensuring221

there are no duplicates. We generated the English222

meanings for these idioms from the Hindi meanings223

using GPT-4o.224

3.2 Translating Idioms225

We tested three translation methods: (1) SIA, (2)226

LLM-Generated Idioms, and (3) Direct Translation.227

For the EN -> ZH, ZH -> EN, and HI -> EN we228

evaluated a random subset of 500 sentences and229

for the EN -> UR we evaluated on 216 sentences.230

The Urdu idiom dataset was limited because we231

only translated the idiomatic sentences that had232

corresponding English and Urdu idioms. All233

methods were translated with GPT-3.5-Turbo234

and GPT-4o. For all translations, we set the 235

temperature to 0.7. 236

237

SIA Method In the SIA method, we extracted 238

idioms from sentences and searched for their 239

meanings in the data. Using SentenceTransformers 240

paraphrase-MiniLM-L6-v2, we generated 241

embeddings for English meanings and compared 242

them with target language idioms using cosine 243

similarity with a threshold of 0.7 to find the 244

best match. If no match was found, we used the 245

English meaning for translation. For the idioms 246

that did find a match, we prompted GPT4o to 247

choose/confirm an idiom if the lookup method 248

found corresponding idioms in the dataset. We 249

then translate the sentence while providing the 250

matching target language idiom. 251

252

LLM-Generated Idioms Method For the LLM- 253

Generated Idioms method we first use GPT 4o 254

to generate corresponding idioms in the target 255

language that match the idiom in the original 256

language. We give an option for the model to find 257

up to 3 matches, specifically clarifying that it is 258

acceptable to not find any match at all to minimize 259

hallucinations. Then we prompt the model again to 260

choose the best match from the top 3. We do this in 261

order to stay consistent with the GPT confirmation 262

performed in the SIA method. Lastly, we prompt 263

the model to use the top LLM-generated idiom 264

when translating the sentence. 265
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Direct Translation Method The direct translation266

method simply prompts the model to translate the267

sentence without providing additional information268

about the idiom. This method is the baseline that269

we compare the performance of the other two270

methods.271

3.3 Evaluation method272

To evaluate the translations, we compared the273

original sentence and the translated sentence. We274

used both GPT4 and GPT4o as well as human275

evaluations. The focus of the evaluation depended276

on whether the model was instructed to use a277

specific idiom in the translation. If there was an278

idiom in the translated sentence we instructed the279

model to focus on the idiom counterpart, but if280

there was not an idiom in the translated sentence281

we instructed the model to focus if the figurative282

meaning of the idiom was maintained. We did283

this to ensure that the evaluation prompt was fairly284

tailored for each translation. We also set the285

temperature to 0.1 for the evaluations so there is286

less randomness. Every translation received a score287

from 1-3 based on the scale outlined in the table288

below:289

4 Results 290

The evaluations from our run presented below 291

reveal the performance of different models for 292

translating idiomatic expressions from English 293

to Chinese, Chinese to English, and English 294

to Urdu. The GPT-4o translations, expectantly, 295

outperformed the GPT3.5-Turbo translations. 296

Regarding the translation model, the GPT-4o 297

evaluations consistently score the translations 298

lower than the GPT4 evaluations(Page 6); the 299

evaluation done by GPT-4o matched more closely 300

with the human evaluations. Using a binary 301

correlation we found that the GPT4o score matched 302

the human evaluation score 65% of the time while 303

the GPT4 score only matched 53% of the time. 304

The superior GPT4o model was more critical of 305

the idiom translations than GPT4, making it a 306

more human-like evaluation. Although the LLM 307

evaluations typically did not score the SIA method 308

the highest, the GPT-4o SIA method scored the 309

highest on the human evaluations( which were 310

evaluated using the same criteria as the LLM), 311

making it a promising and viable method. For 312

the EN->ZH translation, 238 idioms did not find a 313

match, and 262 did. For ZH->EN, 386 idioms did 314

not find a match and 114 did. Despite the dataset 315

not being designed for idiom-to-idiom correlation, 316

the method still found success in translation. The 317

translations that did not find an idiom scored better 318

than the translations that did find an idiom in the 319

LLM evaluations. However, the human evaluations 320

show that the translations that did find an idiom 321

were mostly better translations. This suggests that 322

the LLM is not adequately equipped to assess the 323

accuracy of translations that contain idioms as 324

it prefers the usage of the figurative meaning in 325

the translation over a corresponding idiom. This 326

is likely why the LLM evaluations also favored 327

direct translation as it was better able to assess the 328

accuracy of an idiom -> meaning translation rather 329

than an idiom -> idiom translation. Occasionally 330

the SIA method fell short when the meanings were 331

semantically similar but not the same. For example, 332

"having extremely poor or no vision" ("blind as a 333

bat") was paired with "having small and narrow 334

vision; lacking in foresight ("目光如豆"). These 335

two idioms being considered semantically similar 336

is reasonable but the differences in the meaning 337

account for the poor idiomatic translation. The 338

majority of SIA method usages are successful 339

such as pairing "to remain silent or keep a secret" 340
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("zip one’s lips") with "keep one’s lips sealed,341

remain silent" ("缄口不言"). The LLM-Generated342

Idiom method scored lower likely due to the model343

not producing good idiom translations in the first344

place compared to the SIA method. The outputted345

idioms were very sensitive to the prompt as slight346

variations in the prompt led to varying idioms347

which could be a reason for the method’s worse348

performance. The direct translation performed349

surprisingly well because for simple idioms such as350

"quality time" it was able to successfully translate351

it without additional information. For the EN352

-> UR sentences, 48 sentences were found in353

the English sentences dataset while 168 were354

generated by GPT4o. The low resource language355

results showed the SIA underperforming. We356

attribute this to the LLM evaluations previously357

favoring the usage of the figurative meaning in358

the translation rather than a corresponding idiom,359

which is especially true here because, for the360

Urdu idioms dataset, we had a 1:1 correspondence361

for idioms. Following the trend of the previous362

translations we hypothesize that human evaluations363

would show positive results for the SIA method.364

Similarly, for the HI -> EN translation, the LLM-365

generated idiom method and direct translation were366

favored by the LLM evaluations. The human367

evaluations for the HI -> EN translations show368

the LLM-generated idiom method performing369

the best for the GPT3.5-turbo translations and370

the direct translation performing the best for371

GPT-4o translations, with the SIA method only372

scoring slightly worse. Our SIA method and373

LLM-Generated idiom method prove to be viable,374

promising methods by being on par and even375

at times exceeding the direct translation. GPT-376

4o’s direct translations were successful because377

they provided simple translations that captured the378

meaning of the original sentence, even though they379

lost the idiomatic essence, whereas our methods380

preserved that idiomatic essence. Overall, both the381

SIA method and LLM-Generated idiom method382

had the most complete translations when the383

corresponding idiom that was chosen was high384

quality, but direct translation still proved to be385

adequate at times.386

5



The human evaluator was a part-time Mandarin
teacher, who evaluated the idioms using the same
evaluation prompt as the LLMs. She received the
sentences for evaluations anonymously and wasn’t
aware of which method was used to create each

sentence.

ZH->EN Evaluations using GPT-4o for translation

5 Limitations 387

Although the results of the SIA method have been 388

promising thus far, there have been limitations in 389

our work that prevented the method from being an 390

even bigger success. 391

Finite amount of idioms As stated earlier in the 392

LLM-generated idioms method, we could generate 393

a corresponding idiom in the target language for 394

nearly every original idiom. This yielded a much 395

higher percentage of idioms that found a match, 396

even if they were not all perfect matches. However 397

the IdiomKB datasets, which were used in the SIA 398

method, were composed of English and Chinese 399

idioms without a 1:1 correspondence. There were 400

8,643 Chinese idioms and 3,990 English idioms. 401

As a result, only about 1/2 of the idioms had 402

a match in the SIA method. Had there been a 403

comprehensive dataset that had both the English 404

idiom and its corresponding Chinese idiom, the 405

method would have been much more effective, 406

which we leave to future work. Further, we leave 407

the expansion of the knowledge base to more low- 408

resource languages as well as exploration of more 409

sophisticated ways to measure semantic similarity 410

that cosine similarity for future work. 411

Inferior GPT evaluation GPT evaluation does 412

not always strongly mimic human evaluation, 413

especially for Urdu translation, where we lacked 414

access to an Urdu human evaluator. 415

6 Potential Risks 416

Although relatively risk-free, some risks associated 417

with translation can come to fruition if left 418

overlooked. Data bias and representation issues 419

within the knowledge base could lead to culturally 420

insensitive or offensive translations. Along the 421

same line of reasoning, language is always 422

evolving, which is why it is important that 423

the knowledge base remains up-to-date, and as 424

comprehensive as possible. If it fails to fit such 425

criteria, misunderstandings could arise, which 426
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in important contexts, such as legal, medical,427

or diplomatic communications could create dire428

situations.429

7 Conclusion430

In this paper, we presented advancements in431

translating idiomatic expressions using LLMs. We432

evaluated two methods, Semantic Idiom Alignment,433

and LLM-based Idiom Alignment, using Direct434

Translation as a baseline. Our findings indicate435

that the SIA method is particularly effective436

in preserving idiomatic integrity and achieving437

higher translation fidelity. Despite sometimes438

yielding worse results than other methods, the439

SIA method proved to be an effective and viable440

option. LIA performed well but fell short compared441

to the SIA, while Direct Translation often442

missed idiomatic nuances. Human evaluations443

confirmed the effectiveness of the Cosine Similarity444

Look-up method, emphasizing the need for445

context-aware translations. The impact of this446

technology can be proven significant when used447

to enhance communication through more accurate448

and culturally resonant translations of literary449

and educational materials. By making literary450

works more accessible, this research can help451

bridge cultural gaps and promote cross-cultural452

literacy and education globally. It profoundly453

impacts literary and educational communities by454

preserving the original tone and style of literary455

works, allowing readers worldwide to experience456

texts as intended. By enhancing LLMs to maintain457

the style and tone of messages across languages,458

we acknowledge the crucial role idioms play in459

communication and how they can express authors’460

intent in their work, something that is often lost461

with direct translation from two languages.462
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