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ABSTRACT

Contact-rich robotic manipulation in unstructured environments remains an open
challenge in robotics with no established universal architectures or representations
to handle the involved modalities. This paper analyzes different approaches for
combining vision and touch to improve robotic scooping, using an open-source
scooping dataset. We compare different architectures and modalities and analyze
the their impact on in-distribution and out-of-distribution performance. We find
that the best performing model on in-distribution terrains is the one which uses
both vision and touch data and is trained end-to-end. However, the best perform-
ing model on out-of-distribution terrains is the one that uses only vision data.

1 INTRODUCTION

Advances in robotic manipulation have the potential to revolutionize many domains including man-
ufacturing (Matheson et al., 2019), space exploration (Gao & Chien, 2017} Thangeda & Ornikl,
2022), and even our everday lives (Kaplan, 2005; Wu et al., 2023). One of the primary sources of
challenges hindering seamless application of existing robotic manipulation stack to real-world, un-
structured environments comes from the complexity of handling contact mechanics (Cui & Trinkle,
2021). While everyday tasks such as picking a bottle, inserting a key into a lock, or scooping a
spoonful of sugar from a sugar jar are trivial for humans, they are still challenging for robots. One
of the primary reasons humans are able to complete these tasks effortlessy is because of our inherent
ability to combine vision and touch information. Indeed, many recent works (Pinto et al., 2016;
Calandra et al.| [2017; 2018} |Lee et al.| 20195 [Li et al.l 2022)) proposed several approaches to exploit
multimodal information to increase performance on a variety of contact-rich robotic tasks.

However, despite the recent progress, there is no established universal architecture or representation
to handle the involved multiple modalities on a variety of tasks. While some approaches (Lee et al.,
2019; [Sutanto et al.l [2019) use self-supervised learning to learn a joint latent space representation
across modalities as an intermediate step, some other approaches (Kumar et al., [2019; Jin et al.}
2023) use end-to-end learning paradigm.

In this paper, we attempt to answer some of these questions by performing a detailed analysis of
vision and tactile modalities along with different approaches to utilize them. Specifically, we focus
on the problem of robot scooping (Schenck et al. 2017; [Tuomainen et al.| 2022) - a challenging
task that is particularly contact-rich and is a good proxy for many other manipulation tasks that
require careful handling of contact. Our experiments use the UIUC scooping dataset, an open-source
robotic scooping dataset introduced by Zhu et al.[(2023)). The problem is challenging with real-world
applications (Thangeda et al.,[2024), and we extend it by utilizing force-torque information.

2 PROBLEM FORMULATION AND SOLUTION APPROACHES

We use a modified version of the few-shot adaptation problem studied in|[Zhu et al.|(2023) and focus
on the problem of estimating the scooped volume for our analysis. Formally, given an observation o
that consists of RGB-D data and F/T sensor data from end-effector terrain interaction, and an action
a that represents the parameters of scooping trajectory, we try to estimate the scooped volume v. We
refer the reader to|Zhu et al.|(2023) for more details about the problem formulation and the dataset.
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Figure 1: Overview of our architecture for estimating scooped volume from RGB-D and F/T data.
All three observation encoders (in dotted box) are pretrained using reconstruction loss in SSL setting.

Figure 1 shows an overview of our architecture that includes both RGB-D and F/T observations as
input along with the action parameters. In the case of end-to-end training, we train the entire model
using MSE loss. In the case of two stage training, we first train the three observation encoders using
self-supervised learning under reconstruction loss and freeze them. We then train the prediction
model using MSE loss.

We analyze the following four different architectures: (i) VisionTactileE2E, that uses both RGB-D
and F/T data as input and is trained end-to-end, (ii) VisionTactileLatent, that uses both RGB-D and
F/T data as input and is trained in two stages, (iii) VisionOnlyE2E, that uses only RGB-D data as
input and is trained end-to-end, and (iv) VisionOnlyLatent, that uses only RGB-D data as input and
is trained in two stages using SSL.

3 RESULTS AND DISCUSSION

We use the training and out-of-distribution testing terrains specified in UIUC dataset. We further
split the training dataset to perform in-distribution testing. We used consistent choices across exper-
iments to ensure fairness and also tuned hyperparameters each approach independently to maximize
performance. Table 1 shows the results from our experiments. Surprisingly, the best performing

Table 1: MAE of Predicted Volume Values for Different Approaches

Terrain VisionTactileE2E  VisionTactileLatent VisionOnlyE2E VisionOnlyLatent

In-Dist 8.2 +2.12 12.1 +£34 134 £28 18.21 + 3.1
Out-of-Dist 29.4 £4.48 354 £4.1 21.1+£35 2734 £2.44

model on out-of-distribution terrains is VisionOnlyE2E. One might expect that the SSL. model would
perform better on out-of-distribution terrains as they could learn training-data agnostic representa-
tions. One possible explanation for this is that the dataset was not large enough to train a good
SSL model. Further, the F/T data in out of distribution cases was significantly different from in
distribution cases there by hurting the performance.

4 CONCLUSION AND FUTURE WORK

In this paper, we analyzed different approaches for robotic scooping using visual and tactile obser-
vations. In addition to extending existing work by using F/T data, we also analyzed the impact of
using SSL and end-to-end training and the efficacy of introducing tactile modality. In the future, we
plan to extend our analysis to other large scale datasets to draw confident, generalizable conclusions.
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