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ABSTRACT

There is a vast amount of data in the form of natural signals in the world, and
difficult expression processors are required to analyze such data. Traditional em-
bedding methods are susceptible to generalization failure. In this study, we de-
veloped a classification model that creates and approximates an origin hypothesis
model using limited emotions and topics. To solve the hypothesis, the proposed
model utilizes dynamic learner modules. Using this mechanism, a text-based ori-
gin distribution representation learning model was designed. In order to simulate
and generalize, we analyzed the experimental evaluation results via various nat-
ural language data sets and measured the corresponding performance. Thus, we
demonstrated that the machine achieves the classification task more effectively by
integrating learning distribution and multiple learning methods.

1 INTRODUCTION

1.1 EXISTING CHALLENGE

In the problem of classifying videos, images, audio, and text information, establishing a connection
with the network is critical to express data. Depending on the internal mechanism of the model,
there are several approaches to establish the connection. For example, there are improved versions
of convolutional neural networks (CNNs) used with regions of interest exhibiting enhanced accuracy
for object detection (Xie et al. (2021);Qiao et al. (2021)). Additionally, merging models have also
been proposed to accomplish multiple tasks by using big data sets. Examples in this regard include
long-short term memory, CNNs, and support vector machines (He et al. (2021);Sharma et al. (2021)).
Deep neural networks have also been proposed as a solution to nonlinear problems, along with
generative adversarial nets using appropriate information injection of lost data. Internally, these have
been the challenges pertaining to effectively expressing learning. In addition, attempts have been
made to establish language learning using bidirectional encoder representations from transformers
without a predictive sample; however, they have not worked well in certain fields. An enhanced
version has also been proposed for this purpose. For instance, a knowledge-based hybrid model
(Wang et al. (2021)) has also been used in various applications such as sentiment analysis (Obied
et al. (2021)).

1.2 THE CHALLENGE

Combining Distributions and Approximation in Learning. In this study, both supervised learning
and unsupervised learning, having limitations in labeling large amounts of data, were utilized to
complement each other. Moreover, we hypothesized from the topics and emotions from the original
data to construct the generative initialization module. The intention was to break out of the biased
distribution and shape it into a normal distribution. To this end, we employed three learning modules
with effectively selectable selectors. First, we attempted to solve the scarcity more robustly to
correct the hidden distribution via a simple and predictable recursive learning method. Classification
performance was thus demonstrated. Main contributions of this study In this study, marginal random
distribution was used considering the overall sparsity and appropriate weight bias. This is the first
such attempt, and it is expected that the model will effectively reduce the memory requirement in
the future. The contributions are summarized as follows:

1



Under review as a conference paper at ICLR 2023

• A novel method to solve the scarcity that is different from the traditional method was de-
veloped.

• An integrated structure with multiple learning methods that combine the advantages of
hybrid supervised learning and unsupervised learning was realized.

• A mechanism that complements each other via modal analysis in text analysis was devised.

• Experiments with the new structure reveal that the attained classification performance was
higher than the existing classification performance, and the previously known neural.

2 BACKGROUND

In this section, we will look at existing technology trends for information presentation.

2.1 INFORMATION SELECTION

The weights were selected after the model was trained independently on the COVID-19 document.
Several bagging methods were adopted, and when the bagging parameter was between 2 and 4,
the Meta-Ensemble method enabled deep expression and exhibited the best performance Rakotoson
et al. (2021). It performed sentiment classification using Glove, information gain, wrapper-based,
and evolutionary algorithms. Using the speech and SST data of the president of the World Health
Organization related to COVID-19, the evaluation results exhibited good performance in terms of
time, operation, and accuracy. Specifically, the logistic regression model is 0.845 in SST, which is
an increase of approximately 0.08 as compared with the existing technology. Additionally, in the
data related to COVID-19, this value was 0.864, an increase of approximately 0.01 compared with
the existing technology. By function, it was reduced by approximately 0.78 (Deniz et al. (2021)). It
is a classification of emotions to facilitate effective feedback between students and professors. For
this purpose, machine learning and deep learning technologies were employed. The performance of
the proposed model was evaluated using the data sets collected from Coursera and MOOC and was
found to be 99.43% in RF. Furthermore, approximately 99% of the performance was achieved for
positive, negative, and neutral cases (Edalati et al. (2021)).

2.2 HEURISTIC SYMBOLIC

It is a type of forensics, dividing two categories in the process of author verification, and devised
POsNoise technology that effectively captures the subject if a bias problem occurs when verification
is performed via explicit and implicit definitions. Accordingly, only the subject text in the author’s
writing style is tagged. Compared to the conventional AV method, there is an improvement in per-
formance. However, issues pertaining to English and time and completeness should be considered
in the future (Halvani & Graner (2021)). Papaloukas et al. (2021) introduces 47,000 legal texts in
Greek. Metadata was pre-processed and transformed using the Python library, and heuristics and
regular expression patterns were used to handle many typos and whitespace. In addition, evaluation
was conducted using various deep learning methods. BERT performed best. As a result of evaluat-
ing precision, recall, and f1 based on frequency in 2285 classes, 83.0, 85.5, and 84.2 were recorded,
respectively.

2.3 DEEP ARCHITECTURE

It proposes and describes various deep learning-based methods to detect malware in the security
area. Popular detection techniques include L-BFGS, GAN, DL models, and Hot/Cold. Each model
has a different area where it excels. Generally, the optimal number of neurons in each component
constituting deep learning is described in terms of the size of the data. As a hybrid architecture,
DN reduces the dimensionality before the application of classifiers, making it suitable for large and
complex data. Meanwhile, conventional classifiers are suitable for small amounts of data. Dropout
is often used to prevent overtraining of the data set. However, in this study, it was found that the use
of deep learning is not necessary in any domain. In other words, it is a little simpler to explain, and
other models may perform better (Mahdavifar & Ghorbani (2019)).
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3 GENERATIVE OF ORIGIN MODEL DISTRIBUTION MASKED WITH
EMOTIONS AND TOPICS DISTRIBUTION IN HYBRID

In this section, we introduce which extant model is adopted by the proposed model, its structure,
which model generates training, and what data set it is applied to.

3.1 MOTIVATION

Several existing models have already used the adversarial learning method to learn the distribution
by referring to information that hints at effectively presenting the learning structure for the missing
data, whereas some models have utilized topic analysis (Yoon et al. (2018);Lee et al. (2021);Park
et al. (2022a)). Previously, methods that complement the traditional weights, such as the following
have been widely used (Tian & Tong (2010)).

IDFi = log2

(
N

nj

)
+ 1 = log2(N)− log2 (nj) + 1 (1)

In this paper, we propose an origin guessing model that uses a limit value selection window, focusing
on the multiple extraction method for representing the information of existing natural language and
the learning structure of deep learning. This is one of the newest methods that has not been proposed
as a complementary method of learning using random distribution with topic and sentiment analysis.
For information learning, we analyzed a malicious spam dataset that is commonly encountered and
articles in the field of reviews and healthcare that contain user sentiment.

3.2 REPRESENTATION DISTRIBUTION SELECTOR VIA MULTI-LEARNING

The following illustrates the overall schematic diagram.

Figure 1: (a) Structural diagram of the generator of the original model with emotion and topic in
mask, depicting initialization. The gray-brown box represents the variable ∈ Rk. White boxes
indicate crucial modules for each action. The direction of the arrow symbolizes the direction and
content of argument information transfer. (b) m as expression constructor X, Hypothesis h0 is set
for the matrix and h is implemented via the learner. (C) illustrates class classification by predicting
and learning the expression via the estimator h.

3.3 DEFINITION 1

The proposed origin creation model comprises several modules. First, in the input module, the
original matrix for the informal data X is received as input. It is referred to as O(m × n). Second, the
generative of original model (GOM) module is one that contains the core algorithm that analyzes
the input and provides an output. Here, R represents the solution via data analysis and learning. The
variables and modules that support the core algorithms are considered in detail. Accordingly, the
heuristic variable is the element h1, and the error of the hypothesis is obtained using the mean square
error, M represents the mask variable, and w represents the corresponding weight. Moreover, Conv
represents a function variable to be converted and enables convolution operation. During conversion,
the value generated by the generator is fed back to be used for learning after embedding.
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3.4 DEFINITION 2

The following learning module is composed of three types according to the learning support method
and the selection method. It comprises Learning A, Learning B, and Learning C stages. Following
that is the module representing the output layer. The expression of Learning A is as follows:

La

(
Rmn, h̃ (EF) , y

)
(2)

In the original A matrix, a random matrix is generated by randomly masking topic A generation,
data analysis, and Sentiment A generation. Subsequently, a transform operation is performed to
approximate the masked TA, masked data, and masked SA and O. This is again used for error
calculation for selecting learning for dimensional learning and distribution learning, and also for
selecting by performing error calculation for mask selectors. The expression as a mask and learner
selection function is as follows:

OSelector

(
h̃ (EF) , y

)
(3)

where E represents the original embedding before receiving the feed and implies the combination of
SA, TA, and Dx for learning. EF denotes the process of vectorizing and loading a masked random
distribution for actual operation after its generation. Moreover, EA represents a transition from O.
The equation for Learning B is as follows:

L̃b

(
ĥ (R∗) , y′

)
(4)

As a result of the first learning, the representations generated by the nth generator and the ones
passed through the selector in optimization learning are computed. This is calculated as mean square
error or alternating least square, before proceeding to convolution and affects later. Learning C
obtains hθ for optimal R and Yc by reasoning. Estimatorl is estimated after receiving the best
representation and starting learning about theta. In total, 100 iterations were performed to compute
and estimate the optimal class. While learning close to the original O, representation learning was
performed based on the extracted probability distribution, while making it approximately normal.
Classify the class following iterative training using the estimator using the mean square error. When
performing a convolution operation, the A matrices participate in learning and learn this with a
random distribution.

Conv i =

{
E′

F (T, S,D)⊕ Generator i

RA (T ′, S′, D′)⊕ EA (O′)
(5)

Hybrid analysis and learning: The following figure illustrates initialization that expresses data dis-
tribution in supervised learning and unsupervised learning via topic and emotion clustering analysis
on original data.

Topic A indicates that the topic is analyzed when the original data are received, and the topic extrac-
tion method used is as follows (Jelodar et al. (2019)).

p(θ, z,w | α, β) = p(θ | α)
N∏

n=1

p(z | θ)p (w | zn, β) (6)

For example, in the case of malicious spam documents, they are in the form of supervised learning.
Thus, the semantic makes it associatively constant. Data k is a module that analyzes data for basic
statistics. Additionally, Sentiment A generates emotion clustering in conjunction with the original
data to form unsupervised learning Sa = E(a) = Sw1, Sw2, Sw3, Sw4,...,Swn (Park et al. (2021)). For
instance, it is assumed that words that affect user emotions are clustered among similar classes and
then converted into vectors. Mask arbitrarily partially masks the analyzed topic, data, and emotion
matrix to cover it. Select one of the analysis modules for O (j=1,2,3..).

There are two types of learning selectors. It is important to learn how to choose and where to apply
the mask. First, Mj(h, L(w)) is utilized to determine how and how (row units) and how many (0 and
1) are there to hide. Vectorized D represents a single document in the case of a malicious document,
and T represents a list of each grouping subject. S represents each spam, and represents a value
weighted according to irony. To compensate for the large loss, L was calculated for the weak part
in row units, and the corresponding distribution outlier was reduced by estimation. The matrices are
masked before randomization and convolution. Multi-Mask and Generator: The mask technique has
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Figure 2: As data initialization analysis, topic analysis A and sentiment analysis A for the original
matrix m × n, and data embedding and transformation into random masks and learning mechanisms
are learned via the convolution operation.

the meaning of a mask weight for w and undergoes learning in Learning A and Learning Optimiza-
tion modules. To vectorize the original and masked topic A, sentiment A, and Data A, a random
distribution is created and vectorized. The loss in the process of learning the difference is calculated
and the finally generated expression is calculated. This is called Generator 1 (repeated n times).
Following Learning A module and optimization learning, the mask is selected by combining it with
the selection information. It is related to determining the loss when training and deciding where to
embed the mask.

3.5 LEARNING+M

Moreover, there is a type of learning that performs optimization by mapping h:=h∼. The learn-
ing module selects effective information by decomposition, approximation distribution, and multi-
learning, and passes the information to the route connected to it to update the mask (refer to Fig.
1 (b)). For instance, in optimization learning, dimensional decomposition learning and distribution
learning are performed depending on whether there are mth types and tag = 0 or 1. To optimize the
transformed matrix, alternating square, stochastic gradient descent, and mean square error are used
as m pieces of error information received between the original matrix and transformed matrix.

3.6 ALGORITHM OF THE PROPOSED MODEL+M

We initialized the generator of the original model using the input of dataset X. The parameters
were as follows: sentiment Sa, topic Ta, limit value k, number of topics nT , decomposition order
r, antonym a, synonym s, and neutral n. We analyzed the clustering technique Gibbs sampling and
latent dichstra topic A on the original data A. We analyzed sentiment A based on the weight value of
the clustering input O into synonyms and antonyms. Based on the probability statistics embedding
technique, ws and wt were exchanged and interlocked to express the data. Random distribution was
performed for each mask. After randomization was performed on each analysis, it was converted to a
convolution operation, then embedding and training A were performed. The training was performed
on randomly distributed R, T, D, and O (masked and randomized) and convolutional feeds (training
and mask selectors). There were two types of operation for obtaining the value: using the original
embedding () and using the fed embedding (), which is fed while repeating the training. To optimize,
we selected the type of optimization based on the loss between the existing hypothesis and the
correct answer and used a selector. Subsequently, the representation generated in the generator was
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Algorithm 1: Algorithm of the proposed model
Input: X{x1, x2, x3, ...xn}
Initialization:

1. parameter {Sa, Ta, k, nT , r, a, s, n}
2. Preprocessing

Procedure:
for m, n← 0 to k − 1 do

WT ← Gibbssampling using LDA and OA

WS ← sentimentdataanalysisfromOA

Dk ← statisticalinformationextraction
T′
A, D

′, S′
A

for each in T′
A, D

′, S′
A do

MT ← threshold calculation and randomly
D”← threshold calculation and randomly
M′

A ← threshold calculation and randomly
end for
Randomly Distribution

Embedding()n ← output using Eq. (5)
Generationn ← output using learningA()
Distribution and optimization in learning+m
Selectorm ← output using Eq. (4)
Selectorl ← output using learningA()
Selectorm ← output using learningA()
Loss calculation Feed and combined computation
Sw

′
1, Sw

′
2, ...,Sw

′
n

Tw
′
1, Tw

′
2, ...,Tw

′
n

Loss calculation using MSE
Maskjfor random distribution
Updaten

end for
Generation of estimation

for c← 0 to l − 1 do
Repeat

2. Find hθ ← learningc()
3. Training
4. Solve
5. Until convergence

end for

re-calculated after combined computation and was combined with conversion module again. It is a
structure that goes into the convolution of O with a random distribution generated from T’, S’, and
D’. Thus, it strengthens the embedding convolution. The estimator was estimated after receiving
the best representation and learning about theta. In total, 100 iterations were performed to compute
and estimate the optimal class. It was trained approximately 100 times or more and learned until
convergence. Therefore, the default learning rate was set to 0.01. While learning close to the original
O, representation learning was performed based on the extracted probability distribution to make it
approximately normal. After inputting the optimally expressed matrix R and y correct values and a
hypothetical h model representing L = Loss, a classifier was generated (c1, c2,...), and the class was
then classified. Similar to traditional machine learning methods, it performed better than SVM, DT,
and KNN.
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Table 1: The following table shows the accuracy. A comparison was performed with existing models
that achieved the best performance based on traditional methods for three different types of data,
such as security and healthcare.

ACC D=1 D=2 D=3

B=1 0.876 0.978 0.837
B=2 0.873 0.981 0.849
B=3 0.505 0.944 0.843
SM 0.878 0.982 0.873

4 EXPERIMENTS AND EVALUATION

4.1 EXPERIMENTAL SETUP

We used a ratio of 0.5 on the D1-popcorn dataset (Sadeghian & Sharafat (2015);Mhatre et al.
(2017);Sholanbayev (2016);Qiao et al. (2021)), the D2-spam dataset (Hidalgo et al. (2012);Sartaj
& Mollah (2021);Sousa et al. (2021);Nandhini & KS (2020)), D3-pubmed article dataset (Abdirizak
et al. (2019);Harvey et al. (2019);Park et al. (2022b)). GeForce RTX to implement training meth-
ods for 2060 GPU, and Windows 10 Home 64-bit wi32 core Intel(R) Core(TM) i9-9980HK CPU
@ 2.40GHz was used. A classification evaluation was performed using Python, TensorFlow, and
Keras. We learned approximately 100 times and set the same basic learning rate to 0.01 based on
Sa, Ta, k, and nT , which represent emotions, topics, threshold values, and the number of topics,
respectively.

4.2 COMPARISON WITH EXISTING WORK

We performed comparative evaluations of four versions of the architecture of the underlying tra-
ditional model. Base 1 utilized the subject model and performed a decomposition-learning task
(Park et al., 2021a). Base 2 performed an approximation of the subject distribution task (Park et
al., 2022b). Base 3 performed weighted decomposition learning for emotion clustering (Park et al.,
2021b). A table evaluating the model (SM) proposed in this study is shown in Table 1.

4.3 ANALYSIS

Existing studies have proven that the models achieved higher performance than traditional statistical
embedding, and among them, those that had the highest performance were compared. For D1, B =
1 achieved approximately 87.6%, B = 2 achieved 87.3%, and the next basic model achieved 50.5%.
However, SM achieved the highest performance (87.8%). The area under the curve performance was
also the highest at 0.95. Among the existing models, Base 1 achieved the best performance (87.6%),
followed by B = 2. B = 3 performed poorly. For D2, we sequentially achieved a performance of
approximately 97.8% at B = 1, 98.1% at B = 2, and 94.4% at B = 3. However, in SM, 98.2% showed
that it was similar to the existing deep learning performance, which indicates that approximating it
using multiple learning using random masked emotions and subjects for the optimal R expression
method is highly effective. The area under the curve was the highest at 0.992. In addition, for D3,
we achieved 87.3% by enabling multi-learning through optimal representation and estimator despite
the small dataset. A previous model showed a high performance in the order B = 2, B = 3 and B
= 1. This was possible because it was improved through the error function learning method and
multi-analysis in the study that presented the existing models, and it has achieved great success in
the past.

Figure 3 shows how accuracy improves with a pure number of times when training D2 according to
dynamic parameters (decomposition order, topic parameter, synonym parameter, antonym parameter
not conducive to malicious documents, and medium parameter not affecting spam) indicates the
extent to which it continued to increase and then rose to approximately 0.982 and showed no further
increase.
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Figure 3: The improvement in the accuracy based on the training progress of the proposed GoMet.

5 CONCLUSION

In this paper, a generative original model distribution masked with emotions and topic distribution
in a hybrid model is presented. This is a hybrid model of supervised and unsupervised learning,
and expression learning was performed to effectively embed and classify sparse information in the
text. Specifically, multi-learning was conducted with the problem of data scarcity, multi-analysis of
emotions and themes of the original data, and masked random distribution. The advantage of this
approach is that multiple analyses complement each other by tuning multiple parameters. It was
found that this not only performed well in expression learning on more than 10,000 existing data
but also exhibited more effective performance on small amounts of data. As a result of performing
a classification evaluation of the proposed GoMet model, it increased by approximately 4%. The
proposed model is a type of multi-task modal that has been in the spotlight these days and is studied
and developed to support various expression creation and classification tasks in the future.
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