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ABSTRACT

Generative models are spearheading recent progress in deep learning, showing
strong promise for trajectory sampling in dynamical systems as well. However,
while latent space modeling paradigms have transformed image and video gen-
eration, similar approaches are more difficult for most dynamical systems. Such
systems – from chemical molecule structures to collective human behavior – are
described by interactions of entities, making them inherently linked to connectiv-
ity patterns and the traceability of entities over time. Our approach, LAM-SLIDE
(Latent Space Modeling of Spatial Dynamical Systems via Linked Entities), com-
bines the advantages of graph neural networks, i.e., the traceability of entities
across time-steps, with the efficiency and scalability of recent advances in image
and video generation, where pre-trained encoder and decoder are frozen to enable
generative modeling in the latent space. The core idea of LAM-SLIDE is to in-
troduce identifier representations (IDs) to allow for retrieval of entity properties,
e.g., entity coordinates, from latent system representations and thus enables trace-
ability. Experimentally, across different domains, we show that LAM-SLIDE
performs favorably in terms of speed, accuracy, and generalizability. Code is
available at https://github.com/ml-jku/LaM-SLidE.

1 INTRODUCTION
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Figure 1: LAM-SLIDE modeling paradigm. Right: LAM-SLIDE combines the advantages of
GNNs, i.e., the traceability of particles across time-steps, with the efficiency and scalability of gen-
erative latent space modeling approaches.

Understanding the dynamics of spatial systems is a fundamental challenge in many scientific and
engineering domains (Karplus & Petsko, 1990; Jumper et al., 2021; Price et al., 2025). In this pa-
per, we focus on spatial dynamical systems, where scenes are composed of distinguishable entities
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at defined spatial locations. Modeling temporal trajectories of such entities quickly becomes chal-
lenging, especially when (i) stochasticity is involved, and (ii) when entities should be traceable. A
prime example is molecular dynamics (Karplus & Petsko, 1990), where trajectories of individual
atoms are modeled via Langevin dynamics, which accounts for omitted degrees of freedom by using
of stochastic differential equations. Consequently, the trajectories of the atoms themselves become
non-deterministic, but the atoms remain traceable over time.

A conventional approach to predict spatial trajectories of entities is to represent scenes as neighbor-
hood graphs and to subsequently process these graphs with graph neural networks (GNNs). When
using GNNs (Scarselli et al., 2009; Micheli, 2009; Gilmer et al., 2017; Battaglia et al., 2018), each
entity is usually represented by a node, and the spatial entities nearby are connected by an edge in
the neighborhood graph. Neighborhood graphs have extensively been used for trajectory prediction
tasks (Kipf et al., 2018), especially for problems with a large number of indistinguishible entities,
(e.g., Sanchez-Gonzalez et al., 2020; Mayr et al., 2023). Recently, GNNs have been integrated into
generative modeling frameworks to effectively capture the behavior of stochastic systems (Yu et al.,
2024; Costa et al., 2024).

Despite their widespread use in modeling spatial trajectories, GNNs hardly follow recent trends in
latent space modeling, where unified representations together with universality and scalability of
transformer blocks (Vaswani, 2017) offer simple application across datasets and tasks, a behavior
commonly observed in computer vision and language processing (Devlin, 2018; Dosovitskiy, 2020).
Notably, recent breakthroughs in image and video generation can be accounted to latent space condi-
tioned generative modeling (Ho et al., 2022; Blattmann et al., 2023). In such paradigms, pre-trained
encoders and decoders are employed to map data into a latent space, where subsequent modeling is
performed, leveraging the efficiency and expressiveness of this representation. This poses the ques-
tion: what does it take to leverage recent techniques from generative latent space modeling to boost
the modeling of stochastic trajectories of entities? Recently, it has been shown (Alkin et al., 2024b)
that it is possible to model the bulk behavior of large particle systems purely in the latent space,
at the cost of sacrificing the traceability of individual particles, which is acceptable or even favor-
able for systems where particles are indistinguishable, but challenging for, e.g., molecular modeling
where atom assignments are essential.

In order to combine the advantages of GNNs, i.e., the traceability of entities across time-steps,
with the efficiency and scalability of latent space approaches, we introduce LAM-SLIDE (see
Figure 1). The core idea of LAM-SLIDE is the introduction of identifier representations (IDs) that
allow for retrieval of entity properties, e.g., entity coordinates, from latent system representations.
Consequently, we can train generative models, such as stochastic interpolants (Albergo et al., 2023),
purely in the latent space, where pre-trained decoder blocks map the generated states back to the
physics domain. Qualitatively, LAM-SLIDE demonstrates flexibility and favorable performance
across a variety of different modeling tasks.

In summary, our contributions are the following:

• We propose LAM-SLIDE for generative modeling of stochastic trajectories, which com-
bines the advantages of GNNs, concretely traceable entities, with the scaling properties of
latent space models.

• We introduce entity structure preservation to recover the entity structure of the inputs from
latent space.

• We perform experiments in different domains with varying degrees of difficulty, focusing
on molecular dynamics. LAM-SLIDE performs favorably with respect to all other archi-
tectures, showcasing scalability with model size.

2 BACKGROUND & RELATED WORK

Dynamical systems. Formally, we consider a dynamical system to be defined by a state space S,
representing all possible configurations of the system, and an evolution rule Φ : R × S 7→ S that
determines how a state s ∈ S evolves over time, and which exhibits the following properties for the
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time differences 0, t̂1, and, t̂2:

Φ(0, s) = s (1)

Φ(t̂2,Φ(t̂1, s)) = Φ(t̂1 + t̂2, s) (2)

We note, that Φ does not necessarily need to be defined on the whole space R × S , but assume
this is the case for notational simplicity. The exact formal definition of random dynamical systems
is more involved and consists of a base flow (noise) and a cocycle dynamical system defined on a
physical phase space (Arnold, 1998). We skip the details, but assume to deal with random dynamical
systems for the remainder of the paper, where the stochasticity of such random dynamical systems
is inherently connected with generative modeling.

Flow Matching. Flow Matching (Lipman et al., 2022; Liu et al., 2022; Albergo et al., 2023), has
emerged as a powerful alternative to diffusion models (Sohl-Dickstein et al., 2015), in generative
modeling. This framework has been successfully applied across different domains like images (Esser
et al., 2024), audio (Vyas et al., 2023), videos (Polyak et al., 2024), protein design (Huguet et al.,
2024) and robotics (Black et al., 2024).

Latent space modeling. Latent space modeling has achieved remarkable success at image and
video generation (Blattmann et al., 2023; Esser et al., 2024), where pre-trained encoders and de-
coders map data into a latent space, and back into the physics space. The latent space aims to
preserve the essential structure and features of the original data, often following a compositional
structure D ·A · E (Seidman et al., 2022; Alkin et al., 2024a;b), where the encoder E maps the input
signal into the latent space, the approximator A models a process, and the decoder maps back to
the original space. Examples of approximators are conditional generative modeling techniques, e.g.,
generating an image given a text prompt (condition). This framework was, e.g., recently used for
3D shape generation, where 3D shapes are generated in latent space, the final shape in the spatial
domain is then constructed by querying the latent representations over a fixed spatial grid (Zhang
et al., 2023; Zhang & Wonka, 2024).

3 LATENT SPACE MODELING OF SPATIAL DYNAMICAL SYSTEMS VIA
LINKED ENTITIES
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Figure 2: Overview of our entity-preserving encoder-decoder architecture. Left: LAM-SLIDE
’s encoder maps N input tokens to a fixed size latent representation via cross-attention. The decoder
reconstructs the input data from the latent space using the assigned IDs. Right: Structure of the
input token, consisting of an ID, spatial information and features.

LAM-SLIDE introduces an identifier (ID) pool and an identifier assignment function which allow
us to effectively map and retrieve latent system representations. The ID components preserve the
relationships between entities, making them traceable across time-steps. LAM-SLIDE follows an
encoder E - approximator A - decoder D paradigm.

3.1 PROBLEM FORMULATION

State space. We consider spatial dynamics. Our states s ∈ S describe the configuration of entities
within the scene together with their individual features. We assume that a scene consists of N

3



Published as a workshop paper at DeLTa Workshop (ICLR 2025)

entities ei with i ∈ 1, . . . , N . An entity ei is described by its spatial location xi ∈ RDx and some
further properties mi ∈ RDm (e.g., atom type, etc.). We refer to the state at a time point at index t
within the given sequence. Analogously, we use t, mt

i to describe coordinates and properties at time
point t. We refer to the coordinate concatenation [xt1, ..,x

t
N ] of theN entities in st as Xt ∈ RN×Dx .

Analogously, we use Mt ∈ RN×Dm to denote [mt
1, ..,m

t
N ]. When properties are conserved over

time, i.e., Mt = M0, we just skip the time index and the time-wise repetition of states and use
M ∈ RN×Dm . We concatenate sequences of coordinate states Xt with t ∈ 0 .. T−1 to a tensor
X ∈ RT×N×Dx , which describe a whole sampled coordinate trajectory of a system with T time
points and N entities. An example for such trajectories from a dynamical systems are molecular
dynamics trajectories (see Fig. 6; details in Sec. 4). A notation table is available, see App. A.

Predictive aim. Our aim is to generate the spatial continuation X[To : T−1] =
[XTo ,Xt, . . . ,XT−1] ∈ R(T−To)×N×Dx of a system trajectory, given a short (observed) initial
spatial trajectory X[0 : To−1] = [X0,Xt, . . . ,XTo−1] ∈ RTo×N×Dx together with general (time-
invariant) entity properties M, where To represents the length of the observed trajectory.

3.2 ENTITY STRUCTURE PRESERVATION

As motivated above, our aim is to maintain the integrity of scene entity structures when mapping
them to and processing them in a latent space. The main idea of this module is to randomly assign an
ID from an ID pool to each entity of the system, which later allows us to learn to retrieve the entity’s
location from the system state by using an ID-embedding as a query in cross-attention (Vaswani,
2017; Ramsauer et al., 2021). The two key components of this module are: (i) creating a fixed, finite
pool of identifiers (IDs) and (ii) defining a stochastic function, which assigns, or links, each entity
in a scene to of the unique identifiers from our identifier pool.
Definition 3.1 ( Identifier pool) We consider the set I = {i | i ∈ N ∧ i < u} with u ∈ N to be an
identifier pool. An identifier i is an element of the set I.
Definition 3.2 ( Identifier assignment function) Given an entity space, which summarizes the en-
tities of a dynamic system, i.e., E = {e1, . . . , eN}, we define a stochastic identifier assignment
function ID, which maps E to I as follows:

ID : E × Ω 7→ I , (3)
where Ω is a sample space representing randomness, and, ∀ω ∈ Ω ∀e1, e2 ∈ E : e1 ̸= e2 ⇒
ID(e1, ω) ̸= ID(e2, ω).

The condition on ID in Definition 3.2 is a requirement of injectivity in its first argument given a
fixed second argument. Such a function might not always exist.
Proposition 3.3 Given an identifier pool I as defined by definition 3.1, then an ID function accord-
ing to definition 3.2 only exists, if |E| ⩽ |I|.

The use of a stochastic function allows us to apply our entity structure preservation concept to a wide
class of problems, as no exact assignment algorithm between entities and IDs needs to be specified
explicitly. Instead, it only matters that an injective assignment is made. Further, Proposition 3.3
suggests to use an identifier pool which is large enough, such that a learned model based on this
Identifier Pool can generalize across systems with varying numbers of entities.

3.3 MODEL ARCHITECTURE: LATENT SPACE MODELING

Since predicting continuations of system trajectories is a conceptually similar task to generating
videos from an initial sequence of images, we took inspiration from Blattmann et al. (2023) in using
a latent diffusion architecture. We also took inspiration from Jaegle et al. (2021) to decompose our
model architecture as follows: To map the state of the system composed of N entities to a latent
space containing L latent tokens (∈ RDz ), we use a cross-attention mechanism. In the resulting
latent space, we aim to train an approximator to predict future latent states based on the embedded
initial states. Inversely to the encoder, we again use a cross-attention mechanism to retrieve the
latent information for the entities of the system. To wrap it up, LAM-SLIDE , is built up by an
encoder (E) - approximator (A) - decoder (D) architecture, which represents the following function:

D ◦ A ◦ E : RTo×N×Dx × RN×Dm 7→ R(T−To)×N×Dx
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A detailed composition of E and D is shown in the left part of Fig. 2.

Encoder. The encoder E aims to encode a state of the system such that the properties of each
individual entity en can be decoded (retrieved) later. At the same time the structure of the latent
state representation (∈ RL×Dz ) should not depend on N , i.e., L and Dz are constants and serve as
hyperparameters, while individual samples may be composed of different numbers N of entities, as
opposed to GNNs, for which the size of the latent depends on the number of nodes throughout each
message passing step.

To allow for traceability of the entities, we first embed each identifier i in the space RDu by a learned
embedding IDEmb: I 7→ RDu . Then we draw a random number ω ∈ Ω and map all (n = 1, . . . , N )
system entities en to un ∈ RDu as follows:

un = IDEmb(ID(en, ω)) ∀n ∈ 1, . . . , N (4)

The inputs to the encoder comprise the (time-specific) location xtn ∈ RDx , properties mn ∈ RDx ,
and an identity representation un ∈ RDx , as visualized in the right part of Fig. 2. We concate-
nate the different types of features across the entities of the system: Xt = [xt1, ..,x

t
N ],M =

[m1, ..,mN ],Uω = [u1, ..,uN ]. The encoding function ETrace : RN×(Dx+Dm+Du) 7→ RL×Dz

maps the input to a fixed-size latent space state representation Zt := E(Xt,M,Uω) ∈ RL×Dz ,
realized by cross-attention (Vaswani, 2017) between the input tensor ∈ RN×(Dx+Dm+Du) of ETrace,
keys and values, and a fixed number of L learned query vectors ∈ RDz , see Fig. 2 (left).

Decoder. The aim of the decoder D is to retrieve the system state information Xt and M, cor-
responding to the latent state representation Zt and Uω , i.e., encoded entity identifier embeddings.
This is realized by a decoding function DTrace : RL×Dz × RDu 7→ R(Dx+Dm), which is applied to
each un available from Uω , i.e., (xtn,mn) = DTrace(Z

t,un). As indicated in the left part of Fig. 2,
also DTrace is realized by cross-attention layers. The latent space information Zt is input to both
keys and values of the cross-attention mechanism, while the embedded identifier of en is input to
the queries. The decoder makes use of a cross-attention mechanism using learned ID embeddings as
query (Widrich et al., 2020; Locatello et al., 2020; Ramsauer et al., 2021), which could be seen as
content-based retrieval system and an associative memory (Amari, 1972; Hopfield, 1982; Ramsauer
et al., 2021).

Approximator. Finally, the approximator models the system’s time evolution in latent space, i.e.,
predicts a series of future latent system states Z[To : T−1] = [ZTo ,Zt, . . . ,ZT−1], given a series of
initial system states, which are already embedded in latent space Z[0 : To−1] = [Z0,Zt, . . . ,ZTo−1].
Hence, the approximator is a function A : RTo×L×Dz 7→ R(T−To)×L×Dz .

Given the analogy of predicting the time evolution of a dynamic system to the task of synthesizing
videos, we realizedA by a flow-based model. Specifically, we constructed it based on the stochastic
interpolants framework (Albergo et al., 2023; Ma et al., 2024), see App. C.

We are interested in time-dependent processes, which interpolate between data o1 ∼ p1 from a
target data distribution p1 and noise ϵ ∼ p0 := N (0, I):

oτ = ατo1 + στ ϵ, (5)

where τ ∈ [0, 1] is a diffusion time (to be distinguished from dynamic system times t). ατ and στ are
differentiable functions in τ , which have to fulfill α2

τ+σ
2
τ > 0 ∀τ ∈ [0, 1], and, further α1 = σ0 = 0,

and, α0 = σ1 = 1. The goal is to learn a parametric model vθ(o, τ), s.t.,
∫ 1

0
||E[vθ(oτ , τ) −

α̇τo1 − σ̇τ ϵ||2] dτ is minimized. Within the stochastic interpolants framework, we identify o1 with
a whole trajectory Z = Z[0 : T−1] = [Z[0 : To−1],Z[To : T−1]] ∈ RT×L×Dz . Since the generated
trajectories should be conditioned on latent representations of initial time frames Z[0 : To−1], we
extend vθ with a conditioning argument C ∈ RT×L×Dz , making it effectively a conditional vector
field vθ : RT×L×Dz × [0, 1] × RT×L×Dz 7→ RT×L×Dz . The tensor structure of C is the same as
the one for Z. For the first time steps, both tensors have equal values, i.e., C[0 : To−1] = Z[0 : To−1].
The remaining tensor entries C[To : T−1] are filled up with mask tokens. (see. Fig. 3).

From a practical point of view, we did not make direct use of implementing vθ, but instead repa-
rameterize a data prediction model oθ : RT×L×Dz × [0, 1]×RT×L×Dz 7→ RT×L×Dz with the aim
to have small differences ∥oθ(oτ , τ,C)− o1∥2, i.e., oθ should directly learn to predict Z instead of
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learning a velocity vector field vθ directly. To be able to use oθ, we employ a reparametrization ac-
cording to Kingma & Gao (2024) (details in App. C.2). The backbone of oθ consists of alternating
attention blocks that operate across the latent dimension L and the time dimension T (see. App. B).

3.4 TRAINING PROCEDURE

}
mask 

tokens

ID-based 

decoding

Figure 3: Left: The latent model receives con-
ditioning information, through a configuration of
known tokens (observed timesteps) and mask to-
kens (the tokens to be predicted). The example
illustrates conditioning on a single timeframe to
predict three future timeframes. Right: ID-based
decoding, the predicted latent vectors are decoded
using assigned IDs. For example, when IDs are
assigned to individual atoms, we can track the
atom’s position across the predicted timesteps.

The training process is structured into two
stages as in latent diffusion models (Rombach
et al., 2022): First stage: Training the en-
coder E and decoder D, to reconstruct entities
from latent space using the assigned identifiers
(see. Fig. 2). Second stage: Train latent ap-
proximator A by mapping system states to la-
tent space using the frozen encoder E (details
in App. E.2).

4 EXPERIMENTS

Our evaluation of LAM-SLIDE , focused on
three key aspects: (i) Robust generalization
in diverse domains. We examine LAM-
SLIDE ’s generalization in different data do-
mains in relation to other methods, for which
we utilized tracking data from human motion
behavior and data from molecular dynamics
(MD) simulations. (ii) Temporal adaptability.
We evaluated temporal adaptability through various conditioning/prediction horizons, considering
single/multi-frame conditioning and short/long-term forecasts; (iii) Computational efficiency and
scalability. Finally, we assessed LAM-SLIDE ’s inference time, and performance in relation model
size. The subsequent sections detail our key findings, while comprehensive implementation details,
additional results are in App. E.

Metrics. We utilized the Average Discrepancy Error (ADE) and the Final Discrepancy Error (FDE),
defined as ADE(X, X̂) = 1

(T−To)N

∑T−1
t=To

∑N
i=1 ∥Xt

i − X̂t
i∥2, FDE(X, X̂) = 1

N

∑N
i=1 ∥X

T−1
i −

X̂T−1
i ∥2, capturing model performance across predicted future time steps and the model per-

formance specifically for the last predicted frame, respectively. These metrics represent well-
established evaluation criteria in forecasting (Xu et al., 2023; 2022). For the MD experiments includ-
ing proteins (tetrapeptides), we used Jensen-Shannon divergence (JSD), evaluating the distribution
of torsion angles, considering both, backbone (BB) and side chain (SC) angles. In order to capture
long temporal behavior, we used Time-lagged Independent Component Analysis (TICA) (Pérez-
Hernández et al., 2013), focusing on the slowest components TIC 0 and TIC 1. To investigate
metastable state transitions we make use of Markov State Models (MSMs) (Prinz et al., 2011; Noé
et al., 2013). Finally, for inference time and scalability we assessed the number of function evalua-
tions (NFEs), and report performance of our method for different parameter sizes.

4.1 PEDESTRIAN MOVEMENT

Experimental setup. For human motion behavior, we first considered the ETH-UCY dataset (Pel-
legrini et al., 2009; Lerner et al., 2007), which provides pedestrian movement behavior, over five
different scenes: ETH, Hotel, Univ, Zara1 and Zara2. We used the same setup as Han et al. (2024);
Xu et al. (2023; 2022), in which the methods obtain the first 8 frames as input and have to predict
the next 12 frames. We report the minADE/ minFDE, computed across 20 sampled trajectories
and compare LAM-SLIDE to eight state-of-the-art generative methods covering different model
categories, including: GANs : SGAN, SoPhie; VAEs: PECNet, Traj+ +, BiTrap, SVAE; diffusion
models: MID and GeoTDM; and a Linear baseline. The baseline methods predominantly target
pedestrian trajectory prediction, with GeoTDM and Linear being the exceptions.
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Results. As shown in Tab. 1, our model performs competitively across all five scenes, achieving
lower minFDE for Zara1 and Hotel scene, and lower minADE on the ETH scene. Notably, in
contrast to compared baselines, we did not create additional features like velocity and acceleration
or imply any kind of connectivity between entities. In terms of computational efficiency, LAM-
SLIDE required only 10 NFE using Euler integration, compared to 100 NFE in GeoTDM.

Table 1: Method comparison at pedestrian motion forecasting. Methods have to predict locations
of pedestrian given 8 time frames as input. The first column provides the method name and the
further columns different scenes. In the cells the metrics minADE/minFDE on pedestrian movement
forecasting across 20 frames are reported.

ETH Hotel Univ Zara1 Zara2 Average

Lineara 1.07/2.28 0.31/0.61 0.52/1.16 0.42/0.95 0.32/0.72 0.53/1.14
SGAN Gupta et al. (2018)a 0.64/1.09 0.46/0.98 0.56/1.18 0.33/0.67 0.31/0.64 0.46/0.91
SoPhie Sadeghian et al. (2019)a 0.70/1.43 0.76/1.67 0.54/1.24 0.30/0.63 0.38/0.78 0.54/1.15
PECNet Mangalam et al. (2020)a 0.54/0.87 0.18/0.24 0.35/0.60 0.22/0.39 0.17/0.30 0.29/0.48
Traj++ Salzmann et al. (2020)a 0.54/0.94 0.16/0.28 0.28/0.55 0.21/0.42 0.16/0.32 0.27/0.50
BiTraP Yao et al. (2021)a 0.56/0.98 0.17/0.28 0.25/0.47 0.23/0.45 0.16/0.33 0.27/0.50
MID Gu et al. (2022)a 0.50/0.76 0.16/0.24 0.28/0.49 0.25/0.41 0.19/0.35 0.27/0.45
SVAE Xu et al. (2022)a 0.47/0.76 0.14/0.22 0.25/0.47 0.20/0.37 0.14/0.28 0.24/0.42
GeoTDM (Han et al., 2024)a 0.46/0.64 0.13/0.21 0.24/0.45 0.21/0.39 0.16/0.30 0.24/0.40
LAM-SLIDE (ours) 0.45/0.75 0.13/0.19 0.26/0.47 0.21/0.35 0.17 / 0.30 0.24/ 0.41
a Results from Han et al. (2024).

4.2 PLAYER MOVEMENT IN BASKETBALL

Table 2: Method comparison at fore-
casting player positions in basketball
games. Compared methods have to pre-
dict player positions for 12 frames and
are given the initial 8 frames as input.
The first column provides the method
name, the consecutive columns the per-
formance at Rebounding and Scoring
scenes in terms of the metrics mi-
nADE/minFDE.

Rebounding Scoring

Lineara 2.14/5.09 2.07/4.81
Traj++ (Salzmann et al., 2020)a 0.98/1.93 0.73/1.46
BiTraP (Yao et al., 2021)a 0.83/1.72 0.74/1.49
SGNet-ED (Wang et al., 2022)a 0.78/1.55 0.68/1.30
SVAE (Xu et al., 2022)a 0.72/1.37 0.64/1.17

LAM-SLIDE (ours) 0.79/1.42 0.64/1.09
a Results from Xu et al. (2022).

Experimental setup. We evaluate basketball player
movement using the SportVU NBA dataset (Yue et al.,
2014), which captures player positions during the 2015-
2016 season. Each recorded frame included ten player
positions (5 for each team) and the ball position, and two
different scenarios are considered. The evaluation proce-
dure by, which we used, provides 8 frames as input con-
ditioning and the consecutive 12 frames for prediction.
We report minADE/minFDE metrics, computed across
20 sampled trajectories, and consider only the player po-
sition in the metric calculation (Xu et al., 2022). We
compared against VAE-based methods (Traj++, BiTrap,
SGNet-ED, SVAE) and a linear baseline.

Results. As illustrated in Tab. 2, our model shows
robust performance across both scenarios, Rebounding
and Scoring. For the Scoring scenario, LAM-SLIDE
achieves parity with SocialVAE (Gupta et al., 2018) in
terms of minADE and surpassing the performance in terms of minFDE. In the Rebounding scenario,
we observed comparable but slightly lower performance of LAM-SLIDE compared to SocialVAE.

4.3 SMALL MOLECULES

Experimental setup. To assess the performance of LAM-SLIDE against several state-of-the-
art methods, we also used the MD17 Chmiela et al. (2017) dataset, which contains the simulated
molecular dynamics trajectories of 8 small molecules. The size of those molecules ranges from 9
atomes (Ethanol and Malonaldehyde) to 21 atoms(Aspirin). In line with Han et al. (2024), we used
10 conditioning frames and 20 frames for prediction and report ADE/FDE averaged over K = 5
runs. We compared against six g-equivariant GNN based methods: TFN, RF, SE(3)-Tr., EGNN,
EqMotion, GeoTDM, and a non-equivariant method: SVAE.

Results. The results in Tab. 3 show the performance on the MD17 benchmark. LAM-SLIDE
achieves the lowest ADE/FDE of all methods and for all molecules. These results are particu-

7



Published as a workshop paper at DeLTa Workshop (ICLR 2025)

Table 3: Method comparison at forecasting MD trajectories of small molecules. Compared
methods have to predict atom positions of 20 frames, conditioned on 10 input frames. Results in
terms of ADE/FDE, averaged over 5 sampled trajectories.

Aspirin Benzene Ethanol Malonaldehyde Naphthalene Salicylic Toluene Uracil

ADE FDE ADE FDE ADE FDE ADE FDE ADE FDE ADE FDE ADE FDE ADE FDE

RF (Köhler et al., 2019)a 0.303 0.442 0.120 0.194 0.374 0.515 0.297 0.454 0.168 0.185 0.261 0.343 0.199 0.249 0.239 0.272
TFN (Thomas et al., 2018)a 0.133 0.268 0.024 0.049 0.201 0.414 0.184 0.386 0.072 0.098 0.115 0.223 0.090 0.150 0.090 0.159
SE(3)-Tr. (Fuchs et al., 2020)a 0.294 0.556 0.027 0.056 0.188 0.359 0.214 0.456 0.069 0.103 0.189 0.312 0.108 0.184 0.107 0.196
EGNN (Satorras et al., 2021)a 0.267 0.564 0.024 0.042 0.268 0.401 0.393 0.958 0.095 0.133 0.159 0.348 0.207 0.294 0.154 0.282
EqMotion (Xu et al., 2023)a 0.185 0.246 0.029 0.043 0.152 0.247 0.155 0.249 0.073 0.092 0.110 0.151 0.097 0.129 0.088 0.116
SVAE (Xu et al., 2022)a 0.301 0.428 0.114 0.133 0.387 0.505 0.287 0.430 0.124 0.135 0.122 0.142 0.145 0.171 0.145 0.156
GeoTDM (Han et al., 2024) a 0.107 0.193 0.023 0.039 0.115 0.209 0.107 0.176 0.064 0.087 0.083 0.120 0.083 0.121 0.074 0.099

LAM-SLIDE (ours) 0.059 0.098 0.021 0.032 0.087 0.167 0.073 0.124 0.037 0.058 0.047 0.074 0.045 0.075 0.050 0.074
a Results from Han et al. (2024).

larly remarkable considering that: (1) our model operates without incorporating molecular bond
information, and (2) it surpasses the performance of all equivariant baselines, an inductive bias we
intentionally omitted in LAM-SLIDE . For additional information see App. E.2.

4.4 TETRAPEPTIDES (4AA)

Table 4: Method comparison for predicting MD
trajectories of tetrapeptides. The first column
denotes the method. The following columns de-
note the JSD between distributions of torsion an-
gles (backbone (BB), side-chain (SC), and all), the
TICA, and the MSM metric. LAM-SLIDE per-
forms best with respect to 4 out of 6 metrics.

Torsions TICA MSM Time

BB SC All 0 0,1 joint

100nsa .103 .055 .076 .201 .268 .208 ∼ 3h

MDGena .130 .093 .109 .230 .316 .235 ∼ 60s

LAM-SLIDE .128 .122 .125 .227 .315 .224 ∼ 53s
a Results from Jing et al. (2024).

Experimental setup. For long prediction
horizons, we utilized a tetrapeptide dataset Jing
et al. (2024), which contains explicit-solvent
MD trajectories . We used a single condition-
ing frame to predict 10,000 consecutive frames.
The predictions are structured as a sequence of
ten cascading 1,000-step rollouts, where each
subsequent rollout is conditioned on the final
frame of the previous. Note that, in contrast to
the MD17 dataset, the methods predict trajecto-
ries of unseen molecules. We compare LAM-
SLIDE to the recently proposed method MD-
Gen (Jing et al., 2024) which is geared towards
protein MD simulation, and to a replicate of the ground truth MD simulation as a baseline.

Results. Tab. 4 shows performance metrics of the methods (see above; for details on those metrics,
Sec. E.5). Fig. 5 shows the distribution of backbone torsions angles, and the free energy surfaces of
the first two TICA components, for ground truth vs simulated trajectories. LAM-SLIDE performs
competitively with the current state-of-the- art method MDGen with respect to torsion angles, which
is a notable achievement given that MDGen operates in torsion space only. With respect to the TICA
and MSM metrics, LAM-SLIDE even outperforms MDGen.

4.5 ANALYSIS OF SCALING BEHAVIOR

We performed experiments in which we analyzed the dependence of the performance of LAM-
SLIDE on the number of parameters. The results indicate that the performance consistently increases
with parameter count (see App. F).

5 CONCLUSION

We have introduced LAM-SLIDE , which combines the advantages of GNNs and latent space mod-
els. Its novel entity structure preservation module uses ID embeddings to retrieve entity positions in
latent space. Across diverse domains, LAM-SLIDE matches or exceeds specialized methods, and
offers efficiency, cross-task information-sharing, and promising scalability. Its minimal reliance on
prior knowledge makes LAM-SLIDE suitable for many tasks, e.g., pedestrian or molecule trajectory
prediction, suggesting its potential as a foundational system dynamics architecture (see App. D).
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A NOTATION

Table 5: Overview of used symbols and notations

Definition Symbol/Notation Type

continuous time t̂ R
overall number of (sampled) time steps T N
number of observed time steps (when predicting later ones) To 0 .. T−1
time index for sequences of time steps t 0 .. T−1
system state space S application-dependent set, to be further defined
system state s S
randomness ω Ω ≡ pool of randomness

entity e symbolic
number of entities N N
entity index i, n 1 .. N
spatial entity dimensionality Dx N
entity feature dimensionality Dm N
entity location (coordinate) x RDx

entity properties (entity features) m RDm

identifier representation dimensionality Du N
number of latent vectors used L N
latent vector dimensionality Dz N
trajectory of a system (locations of entities over time) X RTo×N×Dx

entity locations at t Xt RN×Dx

entity i of trajectory at t Xt
i RDx

trajectory in latent space Z RTo×L×Dz

latent system state at t Zt RL×Dz

time invariant features of entities M RN×Dm

matrix of identifier embeddings Uω RN×Du

projection matrices Q,K,V not specified; depends on number of heads etc.

encoder E(.) RN×(Du+Dx+Dm) 7→ RL×Dz

decoder D(.) RL×Dz × RN×Du 7→ RN×(Dx+Dm)

approximator (time dynamics model) A(.) RT×L×Dz 7→ RT×L×Dz

loss function L(., .) var.

time parameter of the flow-based model τ [0, 1]
noise distribution o0 RT×L×Dz

de-noised de-masked trajectory o1 = Z RT×L×Dz

flow-based model ”velocity prediction” (neural net) vθ(oτ , τ) RT×L×Dz × R 7→ RT×L×Dz

flow-based model ”data prediction” (neural net) oθ(oτ , τ) RT×L×Dz × R 7→ RT×L×Dz

neural network parameters θ undef.

16



Published as a workshop paper at DeLTa Workshop (ICLR 2025)

B DETAILS ON THE LAM-SLIDE MODEL ARCHITECTURE

B.1 ENCODER AND DECODER FUNCTIONS

We provide pseudocode of the forward passes for encoding (ETrace) to and decoding (DTrace) from the
latent system space of LAM-SLIDE in algorithm 1 and algorithm 2 respectively. In general, encoder
and decoder blocks follow the standard Transformer architecture (Vaswani, 2017) with feedforward
and normalization layers. To simplify the explanation, we omitted additional implementation details
here and refer readers to our provided source code.

Algorithm 1 (Cross-Attention) Encoder Function ETrace

Input: input data XMU = [X,M,Uω] ∈ RN×(Dx+Dm+Du)

Output: latent system state Z ∈ RL×Dz

Additional Internal Encoder Weights: learned latent queries Zinit ∈ RL×Dz

K = Linear(XMU)
V = Linear(XMU)
Q = Linear(Zinit)
return LayerNorm(Attention(Q,K,V)) // without affine transformation

Algorithm 2 (Cross-Attention) Decoder Function DTrace

Input: latent system representation Z ∈ RL×Dz , entity representation u ∈ RDu from Uω ∈
RN×Du

Output: [x,m] ∈ RDx+Dm

Z = LayerNorm(Z) // without affine transformation
K = Linear(Z)
V = Linear(Z)
q = Linear(u)
return Attention([q],K,V)

For the decoding functionality presented in Algorithm 2, we made use of multiple specific decoder
blocks depending on the actual task (e.g., for the molecules dataset, we used one decoder block for
atom positions and one decoder block for atom types).

B.2 LATENT FLOW MODEL ARCHITECTURE

We provide pseudocode of the data prediction network oθ forward pass in algorithm 3. The latent
layer functionality is given by algorithm 4. The architecture of the latent layers (i.e., our flow
model) is based on Dehghani et al. (2023), with the additional usage of adaptive layer norm (adaLN)
(Perez et al., 2018) as also used for Diffusion Transformers (Peebles & Xie, 2023). The exact
implementation is based on ParalellMLP block codes from Black Forest Labs (2023), which are
used along the latent dimension as well as along the temporal dimension (see Fig. 4).

Algorithm 3 Latent Flow Model oθ (data prediction network)
Input: noise-interpolated data ointer ∈ RT×L×Dz , diffusion time τ used for interpolation, condi-
tioning C ∈ RT×L×Dz , conditioning mask B ∈ {0, 1}T×L×Dz

Output: prediction of original data (not interpolated with noise): o ∈ RT×L×Dz

τ ← Embed(τ);
o = Linear(ointer) + Linear(C) + Embed(B)
for i = 1 to num layers do
o = LatentLayer(o, τ )

end for
α, β, γ = Linear(SiLU(τ ))
return o+ γ ⊙MLP(α⊙ LayerNorm(o) + β)
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Algorithm 4 LatentLayer
Input: o ∈ RT×L×C , diffusion time embedding τ
Output: updated o ∈ RT×L×C

o += ParallelMLPAttentionWithRoPE(o, τ , dim = 0)
o += ParallelMLPAttentionWithRoPE(o, τ , dim = 1)
return o

MLPLayerNorm

LayerNorm

Q K

Att-out

Attention

V MLP-In

MLP-Out

GELU

BiasBias

Scale, Shift

Scale

Bias

LayerNorm

Parallel-MLP Block

(latent)

Parallel-MLP Block

(temporal)

Latent Layer

Positional 
Encoding (RoPE)

ConditioningInput Tokens

Figure 4: Left: LatentLayer of our method, consisting of a latent and a temporal ParallelMLP block.
Right: Zoomed in view of the ParalellMLP block

Using einops Rogozhnikov (2021) notation, the latent layer in Fig. 4 can be expressed as:

o′ ← rearrange(o, (B L) T D→ (B T) L D)

o′ ← liψ(o
′, t)

o′ ← rearrange(o′, (B T) L D→ (B L) T D)

o′ ← liϕ(o
′, t)

with parameters sets ψ and ϕ, where for the latent block the time dimension gets absorbed into
the batch dimension and for the temporal block the latent dimension gets absorbed into the batch
dimension.
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C ADDITIONAL INFORMATION ON STOCHASTIC INTERPOLANTS

General Interpolants. The stochastic interpolants framework (Albergo et al., 2023; Albergo
& Vanden-Eijnden, 2022; Ma et al., 2024) is defined without reference to an forward SDE, which
allows a lot of flexibility, any choice of αt an σt, satisfying the following conditions is possible:

1. α2
τ + σ2

τ > 0;
2. ατ and στ are differentiable for all τ ∈ [0, 1]

3. α0 = σ1 = 0 and α1 = σ0 = 1

According to Ma et al. (2024) the stochastic interpolant framework decouples the formulation of
the stochastic process specified by eq. (5) from the forward SDE and therefore allows for more
flexibility in the choosing αt and σt. App. C.1 details αt and σt for a linear and a generalized
variance-preserving (GVP) interpolant. App. C.2 show equivalences of different parameterizations
for a score network, which are according to Ma et al. (2024) and Kingma & Gao (2024).

C.1 INTERPOLANTS

Linear: ατ = τ, στ = 1− τ, (6)

GVP: ατ = sin(
1

2
πτ), στ = cos(

1

2
πτ), (7)

C.2 PARAMETRIZATIONS

ŝθ(o; τ) = −∇xEθ(o, τ) (With the gradient of an energy-based model) (8)
= −ϵ̂θ(o; τ)/στ (With a noise prediction model) (9)

= −σ−2
τ (o− ατ ôθ(o; τ)) (With a data prediction model) (10)

= σ−1
τ

ατ v̂θ(o, τ)− α̇τo
α̇τστ − ατ σ̇τ

(With a velocity prediction model) (11)

Note: In our work we learn a data prediction model ôθ(o; τ), which can be expressed in terms of
velocity:

v̂θ(o, τ) = ŝθ(o; τ)

(
α̇τσ

2
τ

ατ
− στ σ̇τ

)
+
α̇τ
ατ

o (12)
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D RELATED WORK

D.1 MOLECULAR DYNAMICS (MD)

The most fundamental concepts nowadays to describe the dynamics of molecules are given by the
laws of quantum mechanics. The Schrödinger equation is a partial differential equation, that gives

the evolution of the complex-valued wave function ψ over time t: iℏ
∂ψ

∂t
= Ĥ(t)ψ. Here i is

the imaginary unit with i2 = −1, ℏ is reduced Planck constant, and, Ĥ(t) is the Hamiltonian
operator at time t, which is applied to a function ψ and maps to another function. It determines how
a quantum system evolves with time and its eigenvalues correspond to measurable energy values
of the quantum system. The solution to Schrödinger’s equation in the many-body case (particles
1, . . . , N ) is the wave function ψ(x1, . . . ,xN , t) :×N

i=1
R3 × R → C which we abbreviate as

ψ({x} , t). It’s the square modulus |ψ({x} , t)|2 = ψ∗({x} , t)ψ({x} , t) is usually interpreted as
a probability density to measure the positions x1, . . . ,xN at time t, whereby the normalization
condition

∫
. . .
∫
|ψ({x} , t)|2dx1 . . . dxN = 1 holds for the wave function ψ.

Analytic solutions of ψ for specific operators ˆH(t) are hardly known and are only available for sim-
ple systems like free particles or hydrogen atoms. In contrast to that are proteins with many thou-
sands of atoms. However, already for much smaller quantum systems approximations are needed.
A famous example is the Born–Oppenheimer approximation, where the wave function of the multi-
body system is decomposed into parts for heavier atom nuclei and the light-weight electrons, which
usually move much faster. In this case, one obtains a Schrödinger equation for electron movement
and another Schrödinger equation for nuclei movement. A much faster option than solving a sec-
ond Schrödinger equation for the motion of the nuclei is to use the laws from classical Newtonian
dynamics. The solution of the first Schrödinger equation defines an energy potential, which can
be utilized to obtain forces Fi on the nuclei and to update nuclei positions according to Newton’s
equation of motion: Fi = mi q̈i(t) (with mi being the mass of particle i and qi(t) describing the
motion trajectory of particle i over time t).

Additional complexity in studying molecule dynamics is introduced by environmental conditions
surrounding molecules. Maybe the most important is temperature. For bio-molecules it is often
of interest to assume that they are dissolved in water. To model temperature, a usual strategy is
to assume a system of coupled harmonic oscillators to model a heat bath, from which Langevin
dynamics can be derived (Ford et al., 1965; Zwanzig, 1973). The investigation of the relationship
between quantum-mechanical modeling of heat baths and Langevin dynamics still seems to be a
current research topic, where there there are different aspects like the coupling of the oscillators or
Markovian properties when stochastic forces are introduced. For instance, Hoel & Szepessy (2019),
studies how canonical quantum observables are approximated by molecular dynamics. This includes
the definition of density operators, which behave according to the quantum Liouville-von Neumann
equation.

The forces in molecules are usually given as the negative derivative of the (potential) energy: Fi =
−∇E. In the context of molecules, E is usually assumed to be defined by a force field, which is a
parameterized sum of intra- and intermolecular interaction terms. An example is the Amber force
field (Ponder & Case, 2003; Case et al., 2024):

E =
∑

bonds r

kb(r − r0)2 +
∑

angles θ

kθ(θ − θ0)2+ (13)

∑
dihedrals ϕ

Vn(1 + cos(nϕ− γ)) +
N−1∑
i=1

N∑
j=i+1

(
Aij
R12
ij

− Bij
R6
ij

+
qiqj
ϵRij

)

Here kb, r0, kθ, θ0, Vn, γ, Aij , Bij , ϵ, qi, qj serve as force field parameters, which are found either
empirically or which might be inspired by theory.

Newton’s equations of motions for all particles under consideration form a system of ordinary dif-
ferential equations (ODEs), to which different numeric integration schemes like Euler, Leapfrog,
or, Verlet can be applied to obtain particle position trajectories for given initial positions and ini-
tial velocities. In case temperature is included, the resulting Langevin equations form a system of
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stochastic differential equations (SDEs), and Langevin integrators can be used. It should be men-
tioned, that it is often necessary to use very small integration timesteps to avoid large approximation
errors. This, however, increases the time needed to find new stable molecular configurations.

D.2 RELATIONSHIP OF LAM-SLIDE TO GRAPH FOUNDATION MODELS

From our perspective, LAM-SLIDE bears a relationship to graph foundation models (GFMs; Liu
et al., 2023; Mao et al.). Bommasani et al. (2021) consider foundation models to be trained on broad
data at scale and to be adaptable to a wide range of downstream tasks. Mao et al. argue, that graphs
are more diverse than natural language or images, and therefore there are quite unique challenges for
GFMs. Especially they mention that none of the current GFM have the capability to transfer across
all graph tasks and datasets from all domains. It is for sure true that LAM-SLIDE is not a GFM
in this sense. However, it might be debatable whether LAM-SLIDE might serve as a domain- or
task-specfic GFM. While we mainly focused on a trajectory prediction task and are from that point
of view task-specific, we observed that our trained models can generalize across different molecules
or differently taken scenes, which might seem quite remarkable given that it is common practice
to train specific trajectory prediction models for single molecules or single scenes. Nevertheless, it
was not our aim in this research to provide a GFM, since we believe that this would require more
investigation into further domains and could also require, for instance, checking whether emergent
abilities might arise with larger models and more training data (Liu et al., 2023).
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E EXPERIMENTAL DETAILS

E.1 EMPLOYED LOSS FUNCTIONS

This section defines the losses, which we use throughout training:

Position loss.

Lpos(X
t, X̂t) =

1

N

N∑
i=1

||Xt
i − X̂t

i||22 (14)

Inter-distance loss.

Lint(X
t, X̂t) =

1

N2

N∑
i=1

N∑
j=1

(Dij(X
t)−Dij(X̂

t))2 (15)

with

Dij(X
t) = ||Xt

i −Xt
j ||2 (16)

For our experiments on the tetrapeptide dataset, we employ two well-established loss functions
tailored to better capture the unique geometric constraints of proteins, which are outlined below.

Frame Loss. The frame loss is based on representing all residue atoms within local reference
frames (Abramson et al., 2024, Algorithm 29). This approach ensures the invariance of the loss to
the protein’s overall orientation. The frame loss is denoted asDframe and is backpropagated through
our network.

Torsion Loss. Inspired by Jumper et al. (2021), LAM-SLIDE uses a torsion loss Ltors, which is
backpropagated to the coordinates.

E.2 IMPLEMENTATION DETAILS

Training procedure. (i) First stage. In the first stage we train the encoding and decoding functions
ETrace and DTrace in an auto-encoding fashion, i.e., we optimize the reconstruction of the original
system state representation from its latent representation well. For discrete features (e.g., atom
type, residue type) we tend to use a cross-entropy loss, whereas for continuous features we use a
regression loss (e.g., position, distance). The loss functions for each individual task are summarized
in App. E.3. Since our method is not equivariant w.r.t. translations or rotations, we apply random
rotations and translations to the input positions. Notably, also the entity identifier assignment is
random. (ii) Second stage. In the second stage, we freeze the encoder and train the approximator
to model the temporal dynamics via the encoded latent vectors. To learn a consistent behavior over
time, we pass Uω from the encoder E to the decoder D. To avoid high variance latent spaces we
used layer-normalization (Ba, 2016) (see. App. E.2).

Identifiers. For the embedding of the identifiers we used a torch.nn.Embedding (Paszke
et al., 2019) layer, where we assign a random subset of the possible embeddings to the entities in
each training step.

Latent space regularization. To avoid high variance latent spaces, Rombach et al. (2022) relies
on KL-reg., imposing a small KL-penalty towards a standard normal on the latent space, as used
in VAE (Kingma, 2013). Recent work (Zhang & Wonka, 2024) has shown that layer normaliza-
tion (Ba, 2016) can achieve similar regulatory effects without requiring an additional loss term and
simplifying training procedure, we adapt this approach in our method (see left part of Fig. 2).

Latent Model. For the latent Flow Model we additionally apply auxiliary losses for the individual
tasks, as shown in App. E.3. Were we decode the the predicted latents and back-propagate through
the frozen decoder to the latent model.
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MD17. We train a single model on all molecules – a feat that is structurally encouraged by the
design of LAM-SLIDE . For ablation, we also trained GeoTDM Han et al. (2024) on all molecules
and evaluated the performance on each one of them (“all→each” in the Tab. 10). Interestingly, we
also observe consistent improvements in the GeoTDM performance; however, GeoTDM’s perfor-
mance does not reach the one of LAM-SLIDE . Furthermore, Whereas GeoTDM requires 1000
integration steps in their diffusion process, our model achieves the reported performance with 10
Euler integration steps, demonstrating strongly improved computational efficiency.

Tetrapeptides. For the experiments on tetrapeptides in Section 4.4, we employ the Atom14
representation as used in AlphaFold (Abramson et al., 2024). In this representation, each entity
corresponds to one amino acid of the tetrapeptide, where multiple atomic positions are encoded into
a single vector of dimension Dx = 3 × 14. Masked atomic positions are excluded from gradient
computation during model updates. This representation is computational more efficient.

E.3 HYPERPARAMETERS

Tab. 6, Tab. 7, Tab. 9 and Tab. 8 show the hyperparameters for the individual tasks, loss functions are
as defined above (App. E.1). For all trained models we used the AdamW (Kingma, 2014; Loshchilov
et al., 2017) optimizer and use EMA (Gardner Jr, 1985) in each update step with a decay parameter
of β = 0.999.

E.4 EMPLOYED DATASETS

Pedestrian Movement. The pedestrian movement dataset is accessible at http://vision.
imar.ro/human3.6m/description.php, with data processing based on https://
github.com/MediaBrain-SJTU/EqMotion.

Basketball Player Movement. The dataset, along with its predefined splits, is available at https:
//github.com/xupei0610/SocialVAE. Data processing is provided in our source code.

Small Molecules (MD17). The MD17 dataset is available at http://www.sgdml.org/
#datasets. Preprocessing and dataset splits follow Han et al. (2024) and can be accessed through
their GitHub repository at https://github.com/hanjq17/GeoTDM. The dataset comprises,
5,000 training, 1000 validation and 1000 test trajectories for each molecule.

Tetrapeptides. The dataset, including the full simulation parameters for ground truth simulations,
is sourced from Jing et al. (2024) and is publicly available in their GitHub repository at https:
//github.com/bjing2016/mdgen. The dataset comprises 3,109 training, 100 validation and
100 test peptides.

E.5 EVALUATION DETAILS

Tetrapeptides. Our analysis of the Tetrapeptide trajectories utilized PyEMM (Scherer et al., 2015)
and followed the procedure as (Jing et al., 2024), incorporating both Time-lagged Independent Com-
ponent Analysis (TICA) (Pérez-Hernández et al., 2013) and Markov State Models (MSM) (Husic &
Pande, 2018).
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E.6 COMPUTATIONAL RESOURCES

Our experiments were conducted using a system with 128 CPU cores and 2048GB of system mem-
ory. Model training was performed on 4 NVIDIA H200 GPUs, each equipped with 140GB of
VRAM. In total, roughly 5000 GPU hours were used in this work.
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F ADDITIONAL RESULTS AND SCALING BEHAVIOR

On the MD17 and the tetrapeptides dataset, we performed experiments in which we increased the
number of parameters of LAM-SLIDE . On MD17, LAM-SLIDE uses 1.7M, 2.1M and 2.5M
parameters, and for almost all molecules, the performance metrics ADE and FDE increase with
parameter count (see Tab. 10). On the tetrapeptides dataset, LAM-SLIDE was trained with con-
figurations of 4M, 7M, 11M, and 28M parameters. Again, all metrics consistently improve with
parameter counts (see Tab. 11). Overall, LAM-SLIDE exhibits a favorable scaling behavior.
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Figure 5: Torsion angle distributions of the six backbone torsion angles, comparing molecular
dynamics (MD) trajectories (orange) and sampled trajectories (blue); and Free energy surfaces
projected onto the top two time-lagged independent component analysis (TICA) components, com-
puted from both backbone and sidechain torsion angles.
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Figure 6: Molecular dynamics trajectories from the MD17 dataset, showing time-evolved struc-
tural predictions for each molecule. For every compound, we display four distinct trajectory pre-
dictions, with each prediction comprising 20 superimposed time frames to illustrate the range of
conformational changes.
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Table 6: Hyperparameter configuration for the pedestrian movement experiments (Section 4.1).

First Stage

Network
Encoder
Number of latents L 2
Number of entity embeddings 8
Number of attention heads 2
Number of cross attention layers 1
Dimension latents Dz 32
Dimension entity embedding 128
Dimension attention head 16

Decoder
Number of attention heads 2
Number of cross attention layers 1
Dimension attention head 16

Loss Weight

Lpos(X, X̂) 1
Lint(X, X̂) 1

Training
Learning rate 1e-4
Learning rate scheduler CosineAnnealing(min lr=1e-7)
Batch size 256
Epochs 3K
Precision 32-Full
Batch size 1024

Second Stage

Setup
Condition 8 Frames
Prediction 12 Frames

Network
Hidden dimension 128
Number of Layers 6

Auxiliary - Loss Weight

Lpos(X, X̂) 0.25
Lint(X, X̂) 0.25

Training
Learning rate 1e-3
Batch size 64
Epochs 1K
Precision BF16-Mixed

Inference
Integrator Euler
ODE steps 10
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Table 7: Hyperparameter configuration for the basketball player movement experiments (Sec-
tion 4.2).

First Stage

Network
Encoder
Number of latents L 32
Number of entity embeddings 11
Number of attention heads 2
Number of cross attention layers 1
Dimension latents Dz 32
Dimension entity embedding 128
Dimension attention head 16

Decoder
Latent dimension 32
Number of attention heads 8
Number of cross attention layers 1

Loss Weight

Lpos(X, X̂) 1
Lint(X, X̂) 1
LCE(·, ·) − Group 0.01
LCE(·, ·) − Team 0.01

Training
Learning rate 1e-4
Learning rate scheduler CosineAnnealing(min lr=1e-7)
Optimizer AdamW
Batch size 16

Second Stage

Setup
Condition 8 Frames
Prediction 12 Frames

Network
Hidden dimension H 128
Number of Layers 6

Auxiliary - Loss Weight

Lpos(X, X̂) 0.25
Lint(X, X̂) 0.25

Training
Learning rate 1e-3
Learning rate scheduler CosineAnnealing(min lr=1e-7)
Batch size 64
Epochs 500
Precision BF16-Mixed

Inference
Integrator Euler
ODE steps 10
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Table 8: Hyperparameter configuration for the small molecule (MD17) experiments (Section 4.3).

First Stage

Network
Encoder
Number of latents L 32
Number of entity embeddings 8
Number of attention heads 2
Number of cross attention layers 1
Dimension latents Dz 32
Dimension entity embedding 128
Dimension attention head 16

Decoder
Number of cross attention layers 1
Number of attention heads 2
Number of cross attention layers 16

Loss Weight

Lpos(X, X̂) 1
Lint(X, X̂) 1
LCE(·, ·) − Atom type 1

Training
Learning rate 1e-4
Batch size 256
Epochs 3K
Precision 32-Full

Second Stage

Setup
Condition 10 Frames
Prediction 20 Frames

Network
Hidden dimension 128
Number of Layers 6

Auxiliary - Loss Weight

Lpos(X, X̂) 0.25
Lint(X, X̂) 0.25

Training
Learning rate 1e-3
Learning rate scheduler CosineAnnealing(min lr=1e-7)
Batch size 64
Epochs 2K
Precision BF16-Mixed

Inference
Integrator Euler
ODE steps 10
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Table 9: Hyperparameter configuration for the Tetrapeptides experiments (Section 4.4).

First Stage

Network
Encoder
Number of latents L 5
Number of entity embeddings 8
Number of attention heads 2
Number of cross attention layers 1
Dimension latents Dz 96
Dimension entity embedding 128
Dimension attention head 16

Decoder
Number of attention heads 2
Number of cross attention layers 1
Dimension attention head 16

Loss Weight

Lpos(X, X̂) 1
Lint(X, X̂) 1
Lframe(X, X̂) 1
Ltors(X, X̂) 0.1
LCE(·, ·) − Residue type 0.001

Training
Learning rate 1e-4
Batch size 16
Epochs 200K
Precision 32-Full

Second Stage

Setup
Condition 1 Frame
Prediction 10,000 Frames (10x rollouts)

Network
Hidden dimension 384
Number of Layers 6

Auxiliary - Loss Weight

Lpos(X, X̂) 0.25
Lint(X, X̂) 0.25
Lframe(X, X̂) 0.25

Training
Learning rate 1e-3
Optimizer AdamW
Batch size 64
Epochs 1.5K
Precision BF16-Mixed

Inference
Integrator Dopri5 (Chen, 2018)
ODE steps adaptive
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Table 10: Method comparison at forecasting MD trajectories of small molecules. Compared
methods have to predict atom positions of 20 frames, conditioned on 10 input frames. Results in
terms of ADE/FDE, averaged over 5 sampled trajectories.

Aspirin Benzene Ethanol Malonaldehyde Naphthalene Salicylic Toluene Uracil

ADE FDE ADE FDE ADE FDE ADE FDE ADE FDE ADE FDE ADE FDE ADE FDE

RF Köhler et al. (2019)a 0.303 0.442 0.120 0.194 0.374 0.515 0.297 0.454 0.168 0.185 0.261 0.343 0.199 0.249 0.239 0.272
TFN Thomas et al. (2018)a 0.133 0.268 0.024 0.049 0.201 0.414 0.184 0.386 0.072 0.098 0.115 0.223 0.090 0.150 0.090 0.159
SE(3)-Tr. Fuchs et al. (2020)a 0.294 0.556 0.027 0.056 0.188 0.359 0.214 0.456 0.069 0.103 0.189 0.312 0.108 0.184 0.107 0.196
EGNN Satorras et al. (2021)a 0.267 0.564 0.024 0.042 0.268 0.401 0.393 0.958 0.095 0.133 0.159 0.348 0.207 0.294 0.154 0.282

EqMotion Xu et al. (2023)a 0.185 0.246 0.029 0.043 0.152 0.247 0.155 0.249 0.073 0.092 0.110 0.151 0.097 0.129 0.088 0.116
SVAE Xu et al. (2022)a 0.301 0.428 0.114 0.133 0.387 0.505 0.287 0.430 0.124 0.135 0.122 0.142 0.145 0.171 0.145 0.156
GeoTDM 1.9Ma 0.107 0.193 0.023 0.039 0.115 0.209 0.107 0.176 0.064 0.087 0.083 0.120 0.083 0.121 0.074 0.099
GeoTDM 1.9M (all→each) 0.091 0.164 0.024 0.040 0.104 0.191 0.097 0.164 0.061 0.092 0.074 0.114 0.073 0.112 0.070 0.102

LAM-SLIDE 2.5M (ours) 0.059 0.098 0.021 0.032 0.087 0.167 0.073 0.124 0.037 0.058 0.047 0.074 0.045 0.075 0.050 0.074
LAM-SLIDE 2.1M (ours) 0.064 0.104 0.023 0.033 0.097 0.182 0.084 0.141 0.044 0.067 0.053 0.081 0.054 0.086 0.054 0.079
LAM-SLIDE 1.7M (ours) 0.074 0.117 0.025 0.037 0.110 0.195 0.097 0.159 0.053 0.074 0.063 0.091 0.064 0.094 0.064 0.089

a Results from Han et al. (2024).

Table 11: Method comparison for predicting MD trajectories of tetrapeptides. The first column
denotes the method. The following columns denote the JSD between distributions of torsion angles,
backbone (BB), side-chain (SC), and all, the TICA, and the MSM metric, for different model sizes.

Torsions TICA MSM Params Time

BB SC All 0 0,1 joint (M)

100 nsa .103 .055 .076 .201 .268 .208 ∼ 3h

MDGena .130 .093 .109 .230 .316 .235 34 ∼ 60s

LAM-SLIDE .128 0.122 0.125 .227 .315 .224 28 ∼ 53s
LAM-SLIDE .152 .151 .152 .239 .331 .226 11
LAM-SLIDE .183 .191 .187 .26 .356 .235 7
LAM-SLIDE .284 .331 .311 .339 .461 .237 4
a Results from Jing et al. (2024).
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