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ABSTRACT

Diffusion models have shown the ability to generate images with unconventional
compositions, such as astronauts riding horses on the moon, indicating composi-
tional generalization. However, the vast size and the complex nature of realistic
datasets make it challenging to quantitatively probe diffusion model’s abilility to
compositionally generalize. Here, we consider a highly reduced setting to exam-
ine whether diffusion models learn semantically meaningful and fully factorized
representations of composable features. We perform controlled experiments on
conditional DDPMs learning to generate 2D spherical Gaussian bumps centered at
specified x- and y-positions. En route to successful learning semantically mean-
ingful representations, we observe three distinct learning phases: (phase A) no
latent structure, (phase B) a 2D manifold of disordered states, and (phase C) a
2D ordered manifold, each with distinct generation behavior/failure modes. Fur-
thermore, we show that even under imbalanced datasets where features (x- versus
y-positions) are represented with skewed frequencies, the learning process for x
and y is coupled rather than factorized, potentially indicating that the model does
not learn a fully factorized hence efficient representation.

1 INTRODUCTION

1.1 BACKGROUND

Text-to-image generative models have demonstrated incredible ability in generating photo-realistic
images that involve combining elements in innovative ways that are not present in the training dataset
(e.g. astronauts riding a horse on the moon) (Saharia et al., 2022; Rombach et al., 2022; Ramesh
et al., 2021). A naı̈ve possibility is that the training dataset contains all possible combinations of
all elements, and the model memorizes all of these. This would require massive amounts of data,
given that the number of such combinations grows exponentially with the number of elements. The
success of generative models at constructing improbable combinations of elements suggests that they
are able to compositionally generalize, by learning factorized internal representations of individual
elements, and then composing those representations in new ways (Du et al., 2021; Yang et al.,
2023; Du et al., 2023). However, given the massive datasets on which at-scale generative models
are trained, it is difficult to quantitatively assess their ability to extract and combine independent
elements in the input datasets. The question we would like to answer is how well diffusion models
learn semantically meaningful and factorized representations.

To answer this question, we propose a simple task, which is to reconstruct an image with a 2D spher-
ical Gaussian bump centered at various, independently varying x and y locations. A naive solution

1



Published at the ICLR 2024 Workshop on Understanding of Foundation Models (ME-FoMo)

is to memorize all possible combinations of the x and y locations, which is expensive. Alterna-
tively, the model can learn x and y as factorized 1D concepts and combine them compositionally.
A schematic illustration of the two solutions are depicted in Fig. 1. Which solution will the model
learn?
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Figure 1: Schematic illustration of a fully factorized solution vs. an unfactorized solution. (a)
is a factorized solution where the x position is generated independently from the y position of the
Gaussian bump by intersecting two oval Gaussian bumps localized in one dimension but not the
other. (b) shows a coupled solution where a single Gaussian bump localized in both dimension
is generated. One difference between the two possibilities is that a network that recognized the
independence of generation in x, y could learn with O(2K) examples, while otherwise it would
take O(K2) examples.

Specifically we conduct controlled experiments in this setting to investigate the following questions:

1. How does the representation learned by the model relate to its performance?

2. How and under what conditions do semantically meaningful representations emerge? How
does training data affect the model’s learned representation?

3. Are the learned representations of the models factorized under imbalanced datasets?

1.2 OUR CONTRIBUTIONS

In this work, we aim to tackle the questions posed above via an empirical study of a toy conditional
diffusion model using synthetic datasets that can be controllably varied. Our key findings can be
summarized as follows:

• Diffusion models undergo three learning phases. We observe the three phases of mani-
fold formation, including three distinct failure modes along the training progress.

• Performance is highly correlated with the learned representation. We find that the
formation of an ordered manifold is a strong indicator of good model performance.

• Diffusion models learn semantically meaningful representations. In the terminal learn-
ing phase, a semantically meaningful representation emerges, and the rate at which it
emerges depends on the data density.

• The learning process of independent concepts is not fully factorized. We discover that
even in imbalanced datasets with skewed representation of independent concepts, the learn-
ing process is not fully factorized, indicating that the model might not have learned a fully
factorized, efficient representation.

2 EXPERIMENTAL SETUP

Dataset Generation. We generate 32 × 32 grayscale images each consist-
ing of a single 2D spherical Gaussian bump at various locations of the image.
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Figure 2: Example im-
age data.

The brightness of the pixel v(x,y) at position (x, y) in a given
image with a 2D Gaussian bump centered at (µx, µy) with stan-
dard deviations of (σx, σy) is given by v(x,y) = 255 × (1 −
exp

{
−(x− µx)

2/4σ2
x − (y − µy)

2/4σ2
y

}
) with the normalized range

of v(x,y) to be [0, 255]. Each image is generated with a ground truth
label of (µx, µy), which continuously vary within [0, 32]2. In our con-
vention of notation, we label the top left corner of the image as (1, 1)
while the bottom right corner of the image as (32, 32). A sample image
centered at µx = µy = 16 with σx = σy = 1 is shown in Fig. 2.

A dataset of these images consist of the enumeration of all possible
Gaussians tiling the whole 32 × 32 canvas at increment dx in the x-
direction and dy in the y-direction. A larger dx or dy means a sparser
tiling of the image space and less abundant data while a smaller dx or dy
result in more abundant data with denser tiling of the total image space.
In a single dataset, we assume the spread of the Gaussian bump σx = σy := σ to be constant. With
a larger spread leading to more spatial information of neighboring Gaussian bump and a smaller
spread less information. By parameterically tuning the increments dx and dy and the spread σ, we
can generate datasets of various sparsities and overlaps. We provide some a more detailed analysis
of the various attributes of the data based on these parameters in Appendix Sec. B.5.

Models. We train a conditional Denoising Diffusion Probabilistic Models (DDPM) (Ho et al., 2020;
Chen et al., 2021; Saharia et al., 2023) with a standard UNet architecture as shown in Fig. 6 in the
Appendix. For each image in the training dataset, we provide an explicit ground truth label (µx, µy)
as the input to the embedding. For reference, we investigate the internal representation learned by
the model using the output of layer 4 as labeled in Fig. 6. Since each dataset has inherently two
latent dimensions, x- and y-positions, we use dimension reduction tools to reduce the internal rep-
resentation of the model to a 3D embedding for the ease of visualization and analysis. We defer the
details of model architecture, dimension reduction, and experimentation to Appendix Sections B.1
and B.2.

Evaluations. To briefly summarize, we assess the performance of the model based on the accuracies
of the images generated and the quality of fit of the 3D embedding of the internal representation
corresponding to the sampled images in predicting the ground truth image labels. We refer to the
two quantitative performance indicators as the predicted label accuracy and the averaged R-squared.
Intuitively, these two metrics range from 0 to 1, with the closer they are to 1 the higher quality of
the generated images/learned representation, i.e., the better the performance of the model. Further
details on these metrics can be found in Appendix Sec. B.3.

3 RESULTS

Three phases in training. We train various diffusion models on datasets of various increments d
and σ between the value of 0.1 to 1.0. For a fair comparison across these models, we fix the total
amount of training steps for all models, as measured in units of batches (see Appendix Sec. B.6).
As we increase the amount of training for a given model, we observe the universal emergence of
three phases in manifold formation each corresponding to distinct generation behavior, as shown in
Fig. 3. In particular, we noted three distinct failure modes during generation, namely i) no Gaussian
bump is generated, ii) a single Gaussian bump is generated at an inaccurate location, and iii) multiple
Gaussian bumps are generated at inaccurate locations. During the initial phase (phase A), the formed
manifold does not have a particular structure or order. The generation behavior during this phase
include all three of the above-mentioned failure modes. As we progressively increase the amount
of training, we begin to witness phase B emerging, where the manifold formed is 2-dimensional or
quasi-2D but unordered. The predominant failure mode of generation during this phase is ii, while
the difference between the locations of the generated Gaussian bumps from their ground truths
gradually diminishes as we proceed in training. Eventually, the model learns a 2D ordered manifold
with the desired generation behavior, reaching the terminal phase C.

Internal representation is key to performance. To investigate models’ performance and represen-
tations learned under various datasets, we plot the two performance metrics, accuracy and averaged
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Figure 3: The three phases of manifold formation. The learned representations (UMAP reduced,
colored by the ground truth x-positions) of the diffusion models undergo the three phases in increas-
ing order of training steps as depicted in the 3D visualizations in the bottom row. In each phase, the
corresponding qualitative generation behavior is demonstrated with 25 sampled images in the top
row, in which the red dots mark the ground truth locations of the Gaussian bumps. (Phase A) has no
particular structure in the learned representation, and the generated images either have no Gaussian
bumps or multiple Gaussian bumps at the wrong locations. (Phase B) has a disordered, quasi-2D
manifold with corresponding generation behavior of a single Gaussian bump at the wrong location.
(Phase C) has an ordered 2D manifold with the desired generation behavior.

(a) (b)

Figure 4: 2D phase diagram of performance metrics as a function of increment and training
steps. (a) shows the predicted label accuracy and (b) shows the R-squared averaged in predicting
x- and y-positions of the Gaussian bumps from the latent representation. The models are trained
with datasets of various increments from 0.1 to 1.0 and sigma of 1.0. The total number of training
steps are held constant across all the models.

R-squared, as a function of increasing increments and training steps in Fig. 4. For all datasets of
varying increments, we have fixed the spread of the Gaussian bumps to be σ = 1.0. Noticeably,
comparing Fig. 4 (a) and (b) shows that learning a high-quality representation is key to achieving
better accuracies in image generation. Moreover, in general, we observe that datasets with smaller
increments lead to faster learning of the desired representation. Hence, given the same amount of
training (having seen the same amount of data), the models trained using datasets that are more
information-dense will result in a better-quality representation learned. On the other hand, with
fewer data, an accurate representation can eventually be learned given enough training to com-
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pensate. We briefly comment on the information density of the datasets and discuss the trade-off
between overlaps of neighboring Gaussian bumps and sensitivity to the spatial information encoded
in Appendix Sec. B.5.

(a) (b)

Figure 5: Performance metrics of models trained using imbalanced datasets. (a) using incre-
ments of dx = 0.1 and dy = 1.0 and (b) using increments of dx = 0.1 and dy = 0.5. Models in
both cases are trained with amply sufficient amount of steps to reach convergence.
The learning rates of x and y are coupled. Finally, we attempt at answering the question of
whether the representation learned is factorized via the investigation of the learning rates of x and
y. To test that, we train models on datasets that have imbalanced increments in the x-direction dx
compared to the y-direction dy . Given such a dataset, we would expect that the model learn these
independent concepts at different rates based on the conclusion from Fig. 4, resulting in a factorized
manifold. We tested two scenarios, one of stronger imbalance dx = 0.1 and dy = 1.0, and one
of weaker imbalance dx = 0.1 and dy = 0.5. The performance metrics of the experiments in
both cases are shown in Fig. 5(a) and (b), respectively. We see from the figures that despite having
more data with finer-grained information of the x-positions, the accuracy of generating Gaussian
bumps at the correct y locations is generally higher than that at generating at the correct x locations.
Moreover, the R-squared values in fitting to the x- and the y-positions are strongly coupled, which
could be indicative that the representations learned are coupled rather than factorized. Overall, we
observe that an imbalance in the dataset leads to a deterioration in the general performance of the
model rather than factorizing the independent concepts.

4 CONCLUSION

Do diffusion models learn semantically meaningful and efficient representations? We conduct a
well-controlled toy model study for diffusion models to learn to generate 2D Gaussian bumps at
various x- and y-positions, given datasets that are parametrically generated to have various densities
and overlaps. Throughout the learning process, we observe three phases of the manifold formation
and identify corresponding generation behavior with distinctive failure modes in each phase. By
comparing models trained under datasets of different sizes and overlaps, we conclude that learning a
semantically meaningful representation is essential to model’s performance. Moreover, we observed
that models learn independent latent features in a coupled fashion despite trained using imbalanced
datasets. This potentially indicates that the model learns a coupled representation, which is not as ef-
ficient. Future investigation should look into the relation between learning and generation dynamics
of diffusion models and their abilities to learn fully factorized representations and compositionally
generalize.
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generalization, where they discovered that disentangled representations do not guarantee better gen-
eralization. In a recent empirical study of toy diffusion models, Okawa et al. (2023) shows that
diffusion models learn to compositionally generalize multiplicatively. They, however, did not focus
on the mechanistic aspect of the learning dynamics or analyze the representations learned by the
models.

One alternative direction is engineering inductive biases that encourage the emergence of composi-
tionality in diffusion models and beyond (Esmaeili et al., 2019; Higgins et al., 2018; Du et al., 2021;
Yang et al., 2023; Du et al., 2023). Yang et al. (2023) applied disentangled representation learning
techniques to diffusion models to automatically discover concepts and disentangle the gradient field
of DDPMs into sub-gradient fields conditioned in the discovered factors. Along a similar line, Du
et al. (2021) proposed an unsupervised scheme for discovering and representing concepts as separate
energy functions that enables explicit composition and permutation of those concepts. In a series of
follow-up works, Liu et al. (2021; 2022; 2023) explored compositional generation with composable
diffusion and energy models, as well as concept discovery in text-to-image models.

B EXPERIMENTAL DETAILS

B.1 ARCHITECTURE

We train a conditional Denoising Diffusion Probabilistic Models (DDPM) Ho et al. (2020) with
a standard UNet architecture of 3 downsampling and upsampling blocks, interlaced self-attention
layers, and skip connections as shown in Fig. 6. Each down/up-sampling blocks consist of max
pooling/upsampling layers followed by two double convolutional layers made up by convolutional
layers, group normalization, and GELU activation functions.

Embedding Scheme:Network Architecture:

Down(64,128)

Down(128,256)

Down(256,256)

Bottleneck 

Up(512,128)

Up(256,64)

Up(128,64)

Self-attention 
layer of 

corresponding 
sizes

Embedding =  
Positional 

encoding for 
time steps

Positional 
encoding for 

features

Positional Encoding: 

PE(t,2i) = sin (t/10000 2i
/ d)

PE(t,2i+1) = cos (t/10000 2i + 1
/ d)

∀i ∈ {0,…, N/2 − 1}

Positional Encoding Concatenation: 

PExX N PEyY N⊕⊕PEtTime N

Layer 0

Layer 1

Layer 2

Layer 3

Layer 4

Layer 5

⊕

Figure 6: The UNet architecture of the conditional diffusion model. The schematic diagram of
the standard UNet architecture consisting of three downsampling/upsampling blocks with interlaced
self-attention layers and skip connections is shown on the left. The conditional information con-
sisting of a concatenation of positional encodings of timestep and x/y-positions is passed in at each
block as shown on the right.

The conditional information is passed in at each down/up-sampling block as shown in the schematic
drawing. In our experiments, we choose to preserve the continuity of the Gaussian bump position
labels passed into the model via positional encoding rather than using a separate trainable embedding
layer at each block. Each embedding vector is made by concatenating equal length vectors of the
positional encodings of the timestep, the x-position, and the y-position.

In our experiments, we visualize the outputs of layer 4 as the internal representation of the diffusion
model. We have chosen not to use the output of the bottleneck layer for our study of the learned
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latent manifold, as we have observed that the bottleneck layers have diminishing signals in most of
our experiments.

B.2 DIMENSION REDUCTION

We primarily use the dimension reduction technique Uniform Manifold Approximation and Projec-
tion for Dimension Reduction (UMAP) McInnes & Healy (2018) to study and visualize the learned
representation of the model. Specifically, we collect image samples and their corresponding internal
representations (outputs of layer 4 from the architecture described in Sec. B.1). We then transform
the high-dimensional internal representations into a 3D embedding as a sample of the learned rep-
resentation, which we visualize and analyze. For an implementation of UMAP, we used the Python
package McInnes et al. (2018).

B.3 EVALUATION

We assess the performance of the model using two primary criteria: 1) the quality of the denoised
images and 2) the quality of the learned representation.

At a given time during or after training, we generate 500 denoised images and their corresponding
internal representations of randomly sampled labels based on the training dataset. We predict the
labels from the image generated based on the x- and y-positions of the generated Gaussian bump in
the image. We then compute the accuracy of predicted labels from the ground truth labels averaged
over 500 samples as

Accuracy =
1

500

500∑
i=1

1(|µi
x − µ̂i

x| < 1) · 1(|µi
y − µ̂i

y| < 1), (1)

where 1(·) is an indicator function that returns 1 if the expression within holds true, 0 otherwise.
Similarly, we can modify this expression to only assess the accuracy of generated x-positions or
y-positions separately. Here we estimate the center of the Gaussian bump µ̂i

x and µ̂i
y using a la-

bel prediction algorithm described in Alg. 1 implemented using Otsu’s image thresholding and the
contour-finding algorithm in the OpenCV package, abbreviated as cv2. In the cases where there are
no bumps or more than one bump, the algorithm defaults back to finding the centroid of the image.

Algorithm 1 Label prediction algorithm

1: function LABELPREDICTION(img)
2: (T, thresh)← cv2.threshold(img, 0, 255, cv2.THRESH BINARY INV | cv2.THRESH OTSU)
3: contours, ← cv2.findContours(thresh, cv2.RETR ExTERNAL, cv2.CHAIN APPROx SIMPLE)
4: if len(contours) = 0 or len(contours) > 1 then
5: return COMPUTECENTROID2D(img)
6: end if
7: max contour← max(contours, key=cv2.contourArea)
8: (x, y, w, h)← cv2.boundingRect(max contour)
9: cx← x+ w

2

10: cY ← y + h
2

11: return (cx, cY )
12: end function

To assess the quality of the learned representation, we perform two 1D linear regressions on the
UMAP-reduced 3D embedding of the internal representations (outputs of layer 4) corresponding to
the 500 sampled images. We use the R-squared values of fit in both predicting µx and µy as an
indicator for the quality of the manifold learned in representing x- and y-positions of the Gaussian
bumps.

B.4 TRAINING LOSS

Diffusion models iteratively denoise a Gaussian noisy image xT into a noisefree image x0 over dif-
fusion timesteps t ∈ {0, 1, . . . , T} given the forward distribution q(xt|xt−1) by learning the reverse
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distribution pθ(xt−1|xt). Given a conditional cue c, a conditional diffusion model (Chen et al.,
2021; Saharia et al., 2023) reconstructs an image from a source distribution q(x0|c). Specifically,
we train our neural network (UNet) to predict the denoising direction ϵθ(xt, t, c) at a given timestep
t with conditional cue c with the goal of minimizing the mean squared loss (MSE) between the
predicted and the ground truth noise ϵ as follows

L := Et∈{0,...,T},x0∼q(x0|c),ϵ∼N (0,I)

[
∥ϵ− ϵθ(x0, t, c)∥2

]
, (2)

where we assume each noise vector ϵ to be sampled from a Gaussian distribution N (0, I) I.I.D. at
each timestep t.

B.5 DATASETS

The datasets we used for training the models generating the results in Sec. 3 have various increments
dx/dy and σ. Here we briefly comment on the interplay between increments and sigmas, and how
they affect dataset densities and overlaps. The ultimate goal of our task of interest is to learn a
continuous 2D manifold of all possible locations of the Gaussian bumps. Our datasets are discrete
approximations of continuous manifold that can be thought of as a “web” with each data point as a
“knot,” a schematic illustration is shown in Fig. 7(a). Intuitively, the spatial information necessary
for an organized, continuous, and semantically meaningful representation to emerge is encoded in
the overlap of the neighboring Gaussian bumps, which is tuned via the parameters d and σ. As we
increase d, the size of the dataset gets scaled quadratically, resulting in each Gaussian bump to have
more overlap with its neighbors.

{dx
{dy

i) ii)

iii) iv)

(a) (b)

Figure 7: The overlap of Gaussian bumps with various spreads. (a) is a schematic demonstration
the interplay between the increment dx/dy and the spread of the Gaussians determined by σ. The
labeled diagram i-iv) shows examples of having no overlap (no neighbor information), nearest neigh-
bor overlap, nearest neighbor and adjacent overlap, and N-nearest neighbors overlap, respectively.
(b) shows the normalized L2-norm of the inverted Gaussian image overlaps.

As we scale up σ, the dataset size remains fixed while the overlaps with neighbors are signifi-
cantly increased. In Fig. 7(b), we plot the normalized L2-norm of the product image of neighboring
Gaussian bumps as a function of increments for various spreads. Specifically, given two inverted
grayscale Gaussian bump images, a and b, the normalized L2-norm of their product is given by the
formula ∥

√
a ∗ b∥2/∥a∥2, where ∗ is element-wise multiplication and ∥·∥2 is the L2-norm. This

quantity should give a rough measure of the image overlap with the exception at increment around
0.5 due to the discrete nature of our data. Moreover, we note that the cusps in the curves occur for
the same reason. As we can see, the number of neighbors that a given Gaussian bump has non-
trivial overlaps with grows roughly linearly to sub-linearly with the spread. Nonetheless, in Sec. C.1
we show that there is no strong correlation between performance or the rate at which semantically
meaningful representations emerges and the spread of the Gaussian bumps.

10
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B.6 TRAINING DETAILS

We train various diffusion models on datasets of various increments d and σ from the range
{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0}. For each model, we fix the total training steps to be
320,000 (number of epochs × the dataset size in units of batches). We train the models on a quad-
core Nvidia A100 GPU, and an average training session lasts around 6 hours. For each model we
run three separate seeds and select the run that achieve the optimal accuracy at terminal epoch. To
produce the results shown in Fig. 4 and Fig. 8, we sample 500 images as well as their corresponding
outputs at layer 4 every 6400 training steps and at the terminal step.

C ADDITIONAL RESULTS

C.1 THE ROLE OF SIGMA

Previously, in Appendix Sec. B.5, we have discussed how spatial information encoded in the datasets
varies based on the increment d and the spread σ. We show in Sec. 3 that indeed a smaller increment
results in a faster rate of convergence leading to a semantically meaningful latent representation. In
Fig. 8, we show the performance metrics as a function of sigma and training steps for three separate
increments d = 0.1, 0.5, 1.0. There is, however, no strong correlation between model performance
and increasing sigma. One possible explanation for this could be the fact that changing sigma
only results in a modest change in the dataset (linear to sub-linear in the number of overlapping
neighbors), unlike changing increments, which results in a quadratic change in the dataset in addition
to more fine-grained embeddings. Moreover, we noticed that for some seeds, some of the sigmas
that we have tested do not learn a semantically meaningful manifold. This seed dependence issue is
exacerbated with models trained using datasets of bigger increments.

C.2 COMPOSITIONAL GENERALIZATION PERFORMANCE

Can the models compositionally generalize well? To answer this question, we train two models
under an incomplete training dataset of d = 0.1 and σ = 1.0, where we deliberately “poke a hole”
in the middle of the data manifold and see if the model can still learn an accurate representation of
the dataset. Fig. 9 shows the performance metrics of the model trained under ∼ 3.5% (a smaller
hole) and ∼ 10% (a bigger hole). We note that given sufficient amount of training, both models
were able to construct a semantically meaningful 2D representation, with the accuracy of the OOD
only slightly worse off in the case where ∼ 10% of the data is skipped as compared to that where
only ∼ 3.5% is skipped. These results indicate that the model might have an exceptional interpola-
tion/extrapolation ability or the ability to compositionally generalize. The mechanism of how they
generalize OOD warrants further investigation.
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(a)

(b)

(c)

Figure 8: Phase diagrams of performance metrics as a function of sigmas and training steps
for various increments. (a) Increment = 0.1, (b) Increment = 0.5, (c) Increment = 1.0.
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Figure 9: Performance metrics of models trained under an incomplete set of training data.
Both models are trained using a dataset of d = 0.1 and σ = 1.0, with (a) ∼ 3.5% and (b) ∼ 10%
of the training dataset skipped during training. The training data images with Gaussian bumps
centered within the red-shaded regions in the sample OOD images shown on the left are skipped
during training.
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