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Abstract

Existing molecular machine learning force fields (MLFFs) generally focus on
the learning of atoms, molecules, and simple quantum chemical properties (such
as energy and force), but ignore the importance of electron density (ED) p(r)
in accurately understanding molecular force fields (MFFs). ED describes the
probability of finding electrons at specific locations around atoms or molecules,
which uniquely determines all ground state properties (such as energy, molecular
structure, etc.) of interactive multi-particle systems according to the Hohenberg-
Kohn theorem. However, the calculation of ED relies on the time-consuming
first-principles density functional theory (DFT), which leads to the lack of large-
scale ED data and limits its application in MLFFs. In this paper, we introduce
EDBench, a large-scale, high-quality dataset of ED designed to advance learning-
based research at the electronic scale. Built upon the PCQM4Mv2, EDBench
provides accurate ED data, covering 3.3 million molecules. To comprehensively
evaluate the ability of models to understand and utilize electronic information,
we design a suite of ED-centric benchmark tasks spanning prediction, retrieval,
and generation. Our evaluation of several state-of-the-art methods demonstrates
that learning from EDBench is not only feasible but also achieves high accuracy.
Moreover, we show that learning-based methods can efficiently calculate ED with
comparable precision while significantly reducing the computational cost relative
to traditional DFT calculations. All data and benchmarks from EDBench will
be freely available, laying a robust foundation for ED-driven drug discovery and
materials science.

1 Introduction

With the widespread adoption of deep learning in molecular dynamics (MD) simulations, machine
learning force fields (MLFFs) have become efficient and promising computational tools, significantly
advancing research in physics, chemistry, biology, and materials science [1,[2, 3]. State-of-the-art
MLFFs methods typically employ geometric deep learning to model atomic interactions within
molecules, a strategy that has proven to be effective [4]]. These models are generally built upon
many-body interactions at the atomic level, including one-body (atomic attributes such as types and
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Figure 1: (a) Advancing MLFFs from atomic-level interactions—based on discrete atomistic repre-
sentations—to electronic-level modeling using continuous ED, enabling richer and more physically
grounded supervision; (b) Overview of the proposed EDBench dataset; (c) DFT method selection
guided by Jacob’s ladder to balance accuracy and computational cost.

coordinates [5]]), two-body (interatomic distances [0, 12]), three-body (bond angles [[7} 8]]), four-body
(torsions [9}110L[11] and improper torsions [4]]), and five-body interactions [12].

Although existing MLFFs have demonstrated great potential in modeling molecular force fields
(MFFs), they primarily focus on capturing coarse-grained, atom-level many-body interactions [13| 4],
while often overlooking the critical role of microscopic electron distribution in understanding molec-
ular interactions [[14} [15] [16]. It is well known that the spatial distribution of electrons directly
influences the interactions between atoms within a molecule, providing the most direct and fundamen-
tal information for interpreting molecular force fields [17]]. Electron density (ED), as a fundamental
physical quantity in quantum mechanics that describes the spatial distribution of electrons, offers a
more fine-grained and physically grounded representation of molecular systems according to Hohen-
berg—Kohn (HK) theorem [[18]]. Therefore, explicitly incorporating ED into the modeling process
holds promise for bridging the gap between microscopic electronic behavior and macroscopic force
fields, further improving both the accuracy and generalization of MLFFs. Therefore, as illustrated
in Figure[T(a), the primary objective of this work is to advance current MLFFs beyond the atom-
level learning paradigm toward electron-level modeling, enabling a more accurate and physically
grounded description of molecular interactions. We provide a detailed description of the background
in Appendix [A-T]to enhance the reader’s understanding.

However, advancing MLFFs toward an electron-level understanding faces two major challenges:
(i) the lack of large-scale, high-quality ED datasets, which are essential for pretraining and could
fundamentally reshape the paradigm of MLFFs modeling. (ii) the absence of an ED-centric bench-
mark to systematically explore the feasibility and effectiveness of ED-based modeling frameworks.
Specifically, the acquisition of ED data can be categorized into two approaches: experimental methods
(such as X-ray diffraction [[19, 20]], electron diffraction [21]) and theoretical calculation methods.
Due to the reliance on expensive physical equipment, experimental methods inevitably limit data
acquisition, making theoretical methods more popular. Theoretical calculations typically use density
functional theory (DFT) [22, 23], the most common approach, to compute the ED of molecules.
Although DFT does not depend on specialized observation equipment, its calculations are highly
computationally intensive and time-consuming, making the acquisition of large-scale, high-quality
ED datasets particularly difficult. In addition, the MLFFs community is still in the early stages of
learning effective representations from ED, which makes the development of an ED-based evaluation
protocol particularly important for the rapid advancement of ED representation learning.



To address the two key challenges outlined above, we introduce EDBench, a large-scale and high-
fidelity dataset of ED, as shown in Figure [T[b). Following Jacob’s ladder [24], as shown in Figure
[Ic), we adopt higher-rung hybrid functionals as the underlying DFT methods to ensure the quality
of the EDBench dataset. Specifically, we use B3LYP function combined with 6-31G**/+G **
basis set and run over 205,000 core-hours on a high-performance computer to generate EDBench.
EDBench comprises 3,359,472 drug-like molecules with corresponding ED distributions and a
comprehensive set of quantum chemical properties, including energy components, orbital energies,
and multipole moments, thus providing a solid foundation for systematically investigating the role of
ED in molecular modeling. To enable rigorous benchmarking and model development, we further
design an ED-centric benchmark suite covering three task categories: (i) quantum property prediction,
including four core tasks—energy components prediction (ED5-EC), orbital energy estimation (ED5-
OE), multipole moment regression (ED5-MM), and open-/closed-shell classification (ED5-OCS)—to
evaluate how well ED alone can serve as a sufficient descriptor for inferring fundamental quantum
properties; (ii) cross-modal retrieval between molecular structures and ED (ED5-MER), designed
to probe the mutual consistency and representational alignment between structural and density
spaces, which is critical for density-based force field construction and virtual screening; and (iii) ED
prediction from molecular structures (ED5-EDP), aimed at approximating DFT-level density fields at
significantly reduced computational cost, thereby enabling scalable quantum-aware modeling. Finally,
we evaluate several state-of-the-art deep learning models on the proposed benchmark, offering the
first large-scale assessment of ED understanding in data-driven systems.

2 Background and Related Works

2.1 Density Functional Theory (DFT)

The quantum mechanical description of many-electron systems is one of the core issues in modern
physics and chemistry. Schrodinger equation [25] as the fundamental equation of quantum mechanics,
is challenging to solve directly. Consequently, researchers introduced various wave function-based
approximation methods to simplify the problem, such as, Born—-Oppenheimer [26] and Hartree-Fock
method [27]. Those methods scale with the number of electrons n as O(n*) or more, its computational
cost remains prohibitive for large polyatomic molecules (More details about the development of
quantum mechanics see Appendix [A.2.T). In contrast, Density Functional Theory (DFT) is more
suitable for complex systems due to its lower computational cost (O(n?)) and incorporation of
electron correlation effects [28]]. The core concept of DFT is to use electron density (ED) as the
fundamental variable instead of the wave function. The Hohenberg-Kohn theorem is the cornerstone
of DFT [18]], which states that the external potential field and the ground-state energy can be
completely determined by ED. Thus, by solving for the ED distribution p(r) that achieves the lowest
energy, the properties of the stable system can be confirmed. The ED p(r) can be expressed as:

p(r) = pa(r) + pp(r) 6]

where p,(r) and pg(r) are the density of a-spin electrons and 3-spin electrons. This concept is
concretely realized in the Kohn-Sham equations, which transforms the polyelectron system with
interactions into single-electron system without interaction, and adds interactions among electrons to
exchange-correlation potential [29]. The Kohn-Sham equations is shown as:

[;Vz + Veff(T)] Yi(r) = ei(r) @)

where ;(r) and ¢; are, respectively, the wave function and energy of the i-th single-electron orbital,
and Vegr(r) is the effective single-electron potential energy (Details of Ve see Appendix[A.2.2).

The solution of the Kohn-Sham equations is typically achieved through self-consistent field (SCF)
iterations, as shown in the figure b). Initially, a set of initial electron densities p(r) is selected, and
the effective potential Veg(r) is calculated based on this initial guess. The Kohn-Sham equations are
then solved to obtain new single-electron orbital wave functions ;(r) and energies ¢;, which are used
to update the ED p(r). This process is repeated until convergence is achieved, yielding the ED p(r)
and simultaneously stabilizing the total energy E. The choice of the exchange-correlation functional
determines the accuracy of DFT, as shown in Figure [T[c). Common approximations include the
Local Density Approximation (LDA) [30], the Generalized Gradient Approximation (GGA) [31]],
and hybrid functionals (B3LYP) [32]]. In this paper, we used B3LYP functional combined with



6-31G**/+G** basis set, which achieves a balance between precision and efficiency(Details on basis
set and functional see Appendix [A.2.3).

2.2 Molecular Geometry Learning in Quantum Chemistry

Geometric Deep Learning (GDL) has become a dominant approach for modeling machine learning
force fields (MLFFs), primarily focusing on atom-level information such as atomic attributes and
interatomic interactions. Specifically, GDL models are built upon first-order atomic features, including
atom types and 3D coordinates [5, 33]]. To capture geometric relationships while preserving physical
consistency, GDL methods incorporate symmetries such as rotational and translational invariance in
3D space [34}135]. Consequently, a wide range of models have been developed with built-in invariance
or equivariance to Euclidean group E(3) [5] or special Euclidean group SE(3) [36,137]], ensuring that
predictions are physically meaningful. Given that atomic interactions—such as bonding, repulsion,
and van der Waals forces—play a crucial role in molecular fields, modern GDL methods further
incorporate second-order geometric features, including interatomic distances [38, 39]], bond types
[40], and spatial neighborhood structures [41]. To more precisely capture local structural features,
some approaches even extend to higher-order geometric relations such as bond angles (three-body
interactions) [7, 8] and torsional angles (four-body interactions) [9, 10, [11]], thereby improving the
expressiveness and accuracy of force field modeling. In contrast to prior works that focus primarily
on atom-level representations, our proposed EDBench introduces a large-scale dataset of electronic
density (ED), laying the foundation for extending molecular modeling from the atomic scale to the
electronic scale. It also provides a new platform and evaluation benchmark for developing GDL
methods tailored to electronic structure modeling.

2.3 Quantum Chemistry (QC) Datasets

To more efficiently predict quantum chemical properties and enhance applications using machine
learning models, numerous QC datasets have been constructed to provide rich and reliable data
support, as shown in Table[I] QM7 [42] and QM9 [43]] are classic QC datasets, built based on GDB-
13 [44] and GDB-17 [45]], respectively. QM7-X [46] covers up to 42 physicochemical properties.
PubQChemQC [47]] offers 85 million ground-state molecular structures and HOMO-LUMO gaps.
Additionally, MD17 [48]], MD22 [49] and WS22 [50] offer force data from molecular dynamics
trajectories. Based on QM9 dataset, QH9 [S1] focuses on the Hamiltonian matrix, and MultiXC-QM9
[52] includes information on chemical reactions. Compared with QC datasets that provide energy
[53]] and force, the proportion of existing ED datasets is relatively small. Many datasets providing
ED p are concentrated in the field of material. For instance, MP [54] provides approximately 122K
PBE-accuracy ED datas, and ECD [55]] contains 140K PBE-accuracy entries and 7K entries with
HSE-accuracy. This ED information provides CHGCAR files. Additionally, for drug-like molecules,
QMugs [56] and V2DFT [57]] provide density matrices for 665K and 1.9M molecules, respectively,
but do not directly provide ED. Moreover, three ED datasets generated by VASP were used for
the equivariant DeepDFT model [58]], including QM9-VASP, but they have few molecules. As
atomic-level MLFFs are fully researched, such methods gradually face bottlenecks, highlighting the
increasing need for large-scale molecular datasets that incorporate ED and comprehensive benchmarks
to facilitate subsequent research. In this study, we constructed a dataset named EDBench, which
contains nearly 3.4 million molecules, including ED (CUBE files) and common quantum chemical
properties. As shown in Table [I] compared with other datasets, EDBench provides the largest
known ED benchmark dataset, characterized by its large scale and comprehensive content. We also
summarize physical and chemical properties of different quantum datasets in Appendix [A.3]

3 Dataset, Tasks, Methods, Evaluations

3.1 Dataset

Construction of EDBench dataset. We performed large-scale density functional theory (DFT)
calculations on 3,359,472 molecules from the PCQM4Myv2 dataset [39] using Psi4 1.7 [60, 161] (We
describe the reasons about why PubCheMQC [59] was not used in Appendix [A.4). We employed
the widely used B3LYP hybrid functional due to its strong empirical performance across diverse
molecular systems. The choice of reference wavefunction was determined by the spin multiplicity,
which was computed from the number of unpaired electrons according to Hund’s rule. Specifically,



Table 1: Comparison of various databases in quantum chemistry.

Classical quantum chemistry databases

Category Ours Material
and y
Datasets EDBench | QM7-X QM9 QHY %xg; P“l’QCge'“ ws22 MD17 QMugs | V2DFT | QMMD ECD MP
Source PCQMAMv2_| GDB-13_| GDB-17_| QM9 QM9 PubChem B B CHEMBL | MOSES_| _ICSD Magien 1CSD
Molecules 3359472 7K 133K 130K 134K 85M 0 8 665K oM oM 140K 577K
Element Count 2 6 5 5 5 2 7 3 1l 8 B B B
B3LYP, GFN2X PBE/HSE | PBE.GGA
Ceanamd | matveo | ppior | 631G | PRYP | BaLyRediGr | pBEO | PBEr | TBewB9? | DB | pAW- | 06GGA+ | /GGASU,
XC-Function) | 31G**/#G** | MBD Qi) | o 1/IPM6 6-31G* | vAW-TS | X-Didef | g PBE U/Monkho | SCAN/R2
+GAMP2 2-SVP rst-Pack SCAN
Flectron . 7-CHG V-CHG | v(122K)-
density p SacUBE x x X CAR X x x x x x CAR CHGCAR
Total Energy v v X X X v X v v v v X v
NO O i v X X X X X X X X X X X X
Canonical Orbit v v v X X v v X v v X X X
Dipole Moment v v v X X v v X v v X X X
E-Structure v X X X v v v X v v v v v
Software/Tool Psid FHl-aims | Gaussian | PySCF | VASP GAMESS Gaussian F(;'}_,C“’:’: s Psid Psid VASP VASP VASP

we used a restricted Hartree-Fock (RHF) reference for closed-shell systems (multiplicity = 1), and
an unrestricted Hartree-Fock (UHF) reference for open-shell systems (multiplicity > 1) to allow for
independent optimization of « and 3 spin orbitals. Basis sets were assigned based on elemental
composition. We used 6-31G** for molecules without sulfur, while for sulfur-containing molecules,
we used 6-31+G** to incorporate diffuse functions that better capture the more delocalized and
polarizable electron distributions of heavier atoms like sulfur. After achieving self-consistent field
(SCF) convergence, we generated cube files containing electron density (ED) data from Equation [I]
with a grid spacing of 0.4 Bohr, a padding of 4.0 Bohr, and a density fraction threshold of 0.85 to
define the isosurface region. Examples of the ED visualization are shown in Appendix [A.5] All
computations were carried out on a high-performance server equipped with 8 Intel(R) Xeon(R)
Platinum 8270 CPUs, each with 26 physical cores and 2 threads per core, yielding a total of 416
logical cores. The total computational cost exceeded 205,000 core-hours, equivalent to approximately
23.4 years of single-core compute time (See Appendix [A.6]for details). Regarding data quality and
reliability, refer to Appendix In addition, we verify the fidelity of different functionals to the ED
in Appendix [A.§|and Ti- and Zn-containing molecules in Appendix [A.9]

Statistical information. Figure [2{a) shows the distribution of molecular lengths in EDBench,
counting only heavy atoms (excluding hydrogens), with most molecules containing no more than
20. We explain in the Appendix [A.T0] why the maximum number of molecules is not more than 20.
Figure 2b) presents the distribution of heavy atom types, covering 21 distinct elements. Figures[2{c)
and 2[d) show the distributions of ED lengths (the number of ED points) and the molecular mean ED
values, respectively. The average ED length exceeds the average atomic length by more than four
orders of magnitude.
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Figure 2: (a) Distribution of molecular lengths (heavy atoms only). (b) Distribution of heavy atom
counts. (c) Distribution of ED lengths. (d) Distribution of per-molecule mean ED values.

3.2 Tasks

To comprehensively evaluate the capacity of the model to understand ED data, we define a suite of
tasks based on both molecular structures (MS) and ED, focusing on three fundamental capabilities:
prediction of quantum property, retrieval between MS and ED, and generation of ED based on MS
(for the significance of these three types of tasks, see Appendix[A.TT]). These tasks are constructed
and conditionally sampled from the EDBench. To facilitate the development of ED-oriented machine
learning methods within the community, we set the dataset size to a moderate scale of up to n™%* =
50, 000 molecules, with remaining data available for future research on pre-training strategies. We
use scaffold split to divide the dataset into 80% training set, 10% validation set and 10% test set,
which is an out-of-distribution split setting and is widely used to evaluate the generalization ability



of the model [62}63]]. We summarize the statistics of the designed datasets in Table E] (distribution
details in Appendix [A.12)). We next explain the construction details of these tasks.

Table 2: Statistical information of designed 6 benchmarks with a scaffold split. ED5-EC, ED5-OE,
ED5-MM, ED5-OCS, ED5-MER and ED5-EDP represent "Energy Components prediction”, "Orbital
Energy estimation”, "Multipole Moment regression", "Open-/Closed-Shell classification", "MS and
ED retrieval" and "ED Prediction", respectively.

Datasets #Mol #Train/#Valid/#Test ~ #Task Task type Task desc

EDS-EC 47,986 38,388/4,799/4,799 6 Regression 6 energy components (DF-RKS Final Energy [E1], Nuclear
Repulsion Energy [E2], One-Electron Energy [E3], Two-
Electron Energy [E4], DFT Exchange-Correlation Energy
[ES], Total Energy [E6])

ED5-OE 43,510 34,808/4,351/4,351 7 Regression 7 orbital energies (HOMO-2, HOMO-1, HOMO-0,
LUMO+0, LUMO+1, LUMO+2, LUMO+3)
ED5-MM 49,917 39,933/4,992/4,992 4 Regression 4 multipole moment (3 Dipoles {X, Y, Z}, Magnitude)
ED5-0OCS 50,000 40,000/5,000/5,000 1 Classification open-/closed-shell classification
ED5-MER 50,000 40,000/5,000/5,000 2 Retrieval cross-modal retrieval between molecular structures and ED
EDS-EDP 50,000 40,000/5,000/5,000 1 Generation ED prediction from molecular structures

Prediction of quantum property. To construct four task-specific datasets—ED5-EC (energy com-
ponents), ED5-OE (orbital energies), EDS-MM (multipole moments), and ED5-OCS (open/closed-
shell)—we design a structure- and label-balanced sampling strategy based on the full EDBench dataset
(n molecules). We first extract 2D ECFP4 fingerprints (fp?? € R™*2%48) and 3D USR descriptors
(fp*P € R™*12) for each molecule, concatenate them, and apply k-means clustering (k = 100) to
obtain structure clusters C'*. For the multi-dimensional labels %% (6D), yF (7D), and yMMFE (4D),
we similarly apply k-means (k = 100) to produce clusters CF¢, COF and CMM | respectively; for
y©YS (binary), we use the original label. We then form sampling groups as (C*, CF®), (C*, COF),
(C*,CMM) "and (C*,y©¢?), and uniformly sample m = max(n™%*//n97°"? 1) molecules from
each group to construct the final datasets, ensuring diversity in both structure and property space.

Retrieval between MS and ED. Retrieval between MS and ED is a fundamental task. Retrieving
molecular structures from ED (ED ~» MS) enables electron-level virtual screening, while retrieving
ED from structures (MS ~~ ED) supports electron-aware models—facilitating molecular representation
learning, inverse design, and quantum-informed modeling. To construct the ED5-MER dataset for
bidirectional retrieval between MS and ED, we group all molecules in EDBench by structure cluster
C* and uniformly sample m anchor (MS and ED) from each group. For each anchor, we sample
n"® = 10 negative samples: half from the same cluster (easy negatives) and half from different
clusters (hard negatives). The final task involves identifying the correct ED (or MS) from a set of 11
candidates given an anchor MS (or ED).

Generation of ED based on MS. Generating ED from MS (MS — ED) is a highly valuable task, as it
can significantly reduce the computational cost associated with DFT-based ED calculations. Since
ED is inherently dependent on both molecular connectivity and 3D geometry, we ensure diversity in
both structure and density by grouping molecules via C* and uniformly sampling m MS-ED pairs
from each group. In this task, the model is given an MS as input and is required to predict its ED.

3.3 Methods

To assess the model’s understanding of electron density (ED), we design tailored learning paradigms
for each task type (prediction, retrieval, and generation). For clarity, we formalize the molecular
structure (MS) with n atoms as G = (V, 29), where V = {vy,v2,...,v,} € R"*! and 29 =
{zf , z2g ey 29} € R™3 denote atomic types and their corresponding 3D coordinates, respectively.
The ED data with m points is denoted as P = (Z7, D), where Z¥ = {2T 2], ..., 2P} € R™*3
represents the ED coordinates and the corresponding density values D = {dy, da, .., ,d,, } € R™*1,
We denote the MS encoder and ED encoder as Encg and Encp, respectively, to extract latent

representations from MS and ED.

For prediction tasks, we introduce an additional task-specific prediction head Enc;, whose output
dimension matches the number of target labels for each task. The learning paradigm is defined as
follows: the ED encoder Encp first extracts features from P, which are then passed through Enc; to



generate task-specific predictions ¢. This process can be formalized as:
9® = Enc} (Encp(P)) 3)

where e denotes a specific task, such as EC, OE, MM, or OCS. Accordingly, on the ED5-EC, ED5-OE,
ED5-MM, and ED5-OCS datasets, we compute the loss between 3® and the corresponding ground
truth y* to optimize the model. Specifically, cross-entropy loss is used for classification tasks, while
L2 loss is applied for regression tasks.

For retrieval tasks, we utilize Encg and Encp to extract latent representations hg and hp from the
MS G and ED P, respectively, which can be formalized as:

hg = EIng(g), hp = EIICP(P) (4)

The models are trained with the InfoNCE loss [[64], which pulls matched pairs closer in the em-
bedding space while pushing apart mismatched ones. Formally, given a batch of n paired samples
{(Gi, Pi)}1_, the loss for a positive pair (G;, P;) is defined as:

eXp(Sim(hgi ) hPi )/T)
Z;‘L:1 exp(sim(hg,, hp,)/T)

where sim(+, -) denotes a similarity function (e.g., cosine similarity), and 7 = 0.07 is a temperature.

Eret = - IOg (5)

For the generation task, we construct a heterogeneous graph [65], defined as:
HG ={(v.29),(27. D).} ©)

where HG contains two types of nodes: atoms and electrons. To construct the edge set £, we perform
a k-nearest neighbor search (K = 9) for each node, retrieving the k closest nodes of the same type
and k of the opposite type, which results in 18 edges per node, forming atom—atom, atom—electron,
and electron—electron connections. Since the goal is to predict ED from MS, we mask all ED values
to obtain the masked graph HG. We extend Equivariant Graph Neural Network (EGNN) [3], called
HGEGNN, to support heterogeneous graph. In HGEGNN, we treat electrons as special atoms and
apply the same EGNN operations as used for regular atoms. We then input HG into an HGEGNN to
extract node representations h79, which are split into atomic features hgg and electronic features

hgg. Finally, we apply a prediction head EncEPY to the electronic features to generate the masked
density values:

hM9 — HGEGNN(HG), D = EncEPP(h}9) ™

where D € R"?*1 is the predicted ED. We minimize the discrepancy between D and the ground-truth
D by the following L2 loss:

Egen = ||75 - D||p7 p=2 8)

3.4 Evaluations

In the prediction tasks, the predicted labels are obtained via Equation[3] Specifically, in ED5-EC,
ED5-OE, and ED5-MM, we evaluate the prediction performance using MAE between the predicted
and ground-truth values, i.c., (557, yE%), (8%, y2¥), and (g8 ™M, y2M). For ED5-OCS, we assess
classification performance using accuracy, ROC-AUC, AUPR, and F1-score between the predicted
logits 9% and ground-truth labels y5°. In the retrieval task, we evaluate the quality of the latent
features hg and hp extracted via Equation[d] Specifically, in ED5-MER, given a molecular feature
hg, as the anchor, we retrieve from a set of ED features by computing cosine similarities and ranking
the results; Top-k accuracy (k = 1, 3, 5) is used as the evaluation metric, where a hit is counted if the
correct match appears in the top & results. Similarly, we perform retrieval in the opposite direction
using hp, as the anchor and hg as the candidate set. In the generation task, the predicted ED Dis
obtained via Equation[7} We evaluate the generation performance using MAE, Pearson correlation
coefficient and Spearman’s rank correlation coefficient between predicted ED D and the ground-truth
D in ED5-EDP.



4 Experiment and discussion

Baseline. For comprehensiveness of the evaluation, we evaluate both molecular structure-based
and electron density-based methods. Specifically, we selected several state-of-the-art baselines for
evaluation on the proposed benchmark: (i) two geometric models based on molecular structure
(MS): GeoFormer [66] and EquiformerV2 [67]; (ii) two point cloud models based on electron
density (ED): PointVector [68] and X-3D [69]]. GeoFormer and EquiformerV2 are Transformer-based
architectures that use Interatomic Positional Encoding (IPE) and higher-degree tensors, respectively,
to learn the interaction relationships between atoms. Unlike GeoFormer and EquiformerV2, which
are specifically designed for molecules, PointVector and X-3D are the latest methods that focus
on real-world point clouds. They are MLP(Multi-layer Perceptron)-based and explict structure-
based architectures, respectively, offering excellent computational efficiency to handle large-scale
point clouds. A comparison of the computational efficiency across different models is provided in

Appendix

Setup. The codes of all baselines are available from their GitHub repositories and we reproduce them
on our benchmarks. We use the same experimental settings as these baselines. All datasets are split
using a scaffold split [62] based on the out-of-division (OOD) scenario, which enables evaluating the
generalization of the model. We repeat the experiments three times with different random seeds and
report the means and standard variances on the test set. The test set results are selected according to
the best validation set performance. Due to the excessive length of the ED vectors (Figure [[c)), we
introduce a threshold p. to filter out electrons in regions with negligible density (all ED values below
pr are discarded). All models were trained using either NVIDIA A100 (80GB PCle) or GeForce
RTX 3090 (24GB) GPUs, depending on their memory requirements.

4.1 Performance on prediction tasks

Table 3: The MAE performance on 6 energies from the ED5-EC dataset with p. = 0.05.

E1l E2 E3 E4 ES E6
PointVector ~ 243.49+74.72  325.65+160.17  858.77+£496.74  389.24+217.51 17.54+10.85  243.49474.73
X-3D 190.77+1.98 109.2142.82 369.88+1.34 150.05+0.27 8.13+£0.51 190.774+1.98

Table 4: The performance of MAE x100 on 7 orbital energies of the ED5-OE with p, = 0.05.

HOMO-2 HOMO-1 HOMO-0 LUMO+0 LUMO+1 LUMO+2 LUMO+3

PointVector ~ 1.73+0.01  1.68+0.01  1.92+0.01  3.08+£0.05  2.86£0.05  3.05+0.02  3.01+0.02
X-3D 1.75+£0.02  1.72+0.02  1.98£0.00  3.21£0.01  3.024+0.02  3.25+0.04  3.20+0.03

Table 5: The MAE performance on multipole moments from the ED5-MM dataset with p, = 0.05.

Dipole X Dipole Y Dipole Z Magnitude
PointVector ~ 0.9123+£0.0203 0.9605+0.0053 0.754+0.0068 0.7397+0.0467
X-3D 0.8818+0.0010 0.9427+0.0008  0.7416+.0.0023  0.6820+0.0005

Tables [3} [ [l and [6] report the per- Table 6: The performance (%) of open/closed-shell pre-
formance of recent models on the ED5-  diction on the ED5-OCS dataset with p, = 0.05.

EC, ED5-OE, ED5-MM, and ED5-OCS

. Accuracy ROC-AUC AUPR F1-Score
datasets, respectively. We observe that X- -
. . PointVector ~ 55.57+2.14 55974517  57.624391  66.96+2.08
3D consistently outperforms PointVector, X-3D  57.65+0.18 6048038 6154031  61.41+1.02

achieving the best results on ED5-EC (Ta-
ble[3), ED5-MM (Table[5), and ED5-OCS (Table[6)). Notably, both X-3D and PointVector exhibit
significantly stronger performance on orbital energy prediction (Table[d)) than on energy component
prediction (Table [3). This is likely due to the stronger locality of orbital energies, which are more
directly linked to local ED patterns, allowing models to extract relevant features more effectively.
In contrast, predicting energy components requires integrating over the entire ED, demanding the
learning of more complex global interactions. In addition, see Appendix [A.T4]for the results of a
training with full corpus (about 2.67 million molecules) on ED5-OE task and see Appendix |A.1



for extension effectiveness study to periodic systems (materials). Overall, these results validate
the effectiveness of using ED as a model input and demonstrate its utility in capturing physically
meaningful patterns.

4.2 Performance on retrieval tasks

We employ { GeoFormer (G), EquiformerV2 (E)} (a) ED — MS (b) MS —> ED
and {PointVector (P), X-3D (X)} as the MS en- 100
coder Encg and ED encoder Encp, respectively, in 20
Equation 3] These components are paired to form ?8
four combinations: G+P, G+X, E+P, and E+X.

Their retrieval performance is evaluated in Fig-
ure3l The results show that combinations involv-

Accuracy (%)
8

30
ing E (i.e., E+P and E+X) consistently outperform 20
those involving G, highlighting the importance of 18
selecting an appropriate encoder for retrieval tasks. Top-1 Top-3 Top-5 Top-1 Top-3 Top-5
Overall, the strong performance of E+P and E+X G+P —e—G+X E+P —e—E+X

demonstrates their potential for ED-based virtual )

screening and MS-based electronic-level molec- Figure 3: The retrieval performance on ED5-
ular understanding. For more detailed retrieval MER.

results, please refer to Appendix [A.16]and see Appendix for the sensitivity analysis of negative
samples.

4.3 Performance on generation task

Table [7] presents the results of
HGEGNN on the ED prediction task
under different ED thresholds p.. We

Table 7: The performance of HGEGNN on ED generation of
EDS5-EDP dataset. The unit of Time is second/mol.

observe that, given the molecular Pr MAE Pearson (%)  Spearman (%)  Time
&l

structure (MS). the model can accu- 0.1 03362402900  81.048.1 5644137 0024

(MS), 4 HGEGNN 0.5 00463100157  98.0+6.3 87.0427 0015

rately predict ED values, achieving 02 00448400133 992408 91.049.1 0013

low MAE and high Pearson and Spear- DFT - - i - s

man correlations. This indicates that
the deep learning method can signifi-
cantly accelerate the generation of ED while reducing the computational cost associated with DFT
calculations. Notably, the model performance improves with increasing p., indicating it effectively
captures high-ED regions. This aligns with chemical intuition, as high-density regions often corre-
spond to chemically significant areas such as atomic cores and bonding regions, where the spatial
patterns are more structured and consistent across molecules, making them easier for the model to
learn. We show the element-wise and size-resolved error statistics in Appendix [A-T8]

4.4 Quality analysis of ED outputs from the generation task

To assess the quality of the ED data generated by HGEGNN,

we employ models trained with three different random seeds, Average MAE on EDS-EC

as described in Section [d.3] to generate ED5-EC data with a 220 (pr =0.2)
density threshold of p, = 0.2, denoted as G#1, G#2, and G#3. 5, 2092° 1 6.3%
Figure ] compares the average MAE performance of different 200 1 11.0% 196.11

data sources using the PointVector as baseline, where red val- 190 186.38 l11 82277?
ues denote relative improvements compared to DFT-based data 180 :
source. We observe that G#1, G#2, and G#3 consistently outper-

form the DFT-based data, indicating that HGEGNN generates 170 I I
high-quality ED. These demonstrate the potential of using pre- 160

dicted ED directly to enhance the model’s understanding of DFT &M G2 Gi
MFFs. Notaby, the superior downstream performance of model- Figure 4: The average MAE of
generated EDs does not necessarily indicate higher physical  pq:nivector on ED5-EC generated
fidelity; rather, it may result from their smoother, more learn- by DFT and G#{1,2,3}.
able patterns that align better with the inductive biases and



optimization dynamics of downstream models than DFT-based EDs. More detailed results refer to

Appendix[AT9]

4.5 Ablation study on thresholds and sampling points

Due to the substantial number of ED

points and their direct influence on (a) ED5-EC (b) ED5-OF

: : o : 400 2.8
computational efficiency, it is crucial — w P
to study the effects of ED thresholds = Zgg 2.6
(p-) and sampling point counts (§) on & 2.5

. @ 100 24

model performance. Figure[5|shows S 0 P
the ablation results of PointVector un- 00501 02 03 04 512 1,024 2,048 4,096 8,192
der varying p, and £&. We observe that ED threshold p, #Sampling points &

performance does not improve propor-

tionally with decreasing p, or increas- Figure 5: Ablation results of PointVector on (a) different ED
ing &, highlighting the importance of thresholds p, and (b) different number of sampling points .
carefully selecting these hyperparam-

eters to strike a balance between accuracy and computational cost. See Appendix [A.20] for more
details. In addition, we also performed ablation experiments on the Bohr grid spacing (Appendix
[A72T) and the InfoNCE temperature (Appendix [A:22).

5 Conclusion

In this work, we explore extending molecular and atomic-level modeling in machine learning force
fields (MLFFs) to the electronic level by leveraging electron density (ED). We first construct EDBench,
the largest-scale dataset of its kind to date, containing 3,359,472 molecular ED computed with
density functional theory (DFT). To comprehensively evaluate the potential of ED-based molecular
representations, we design three categories of medium-scale benchmark tasks on top of EDBench:
prediction of diverse quantum chemical properties, retrieval between molecular structures (MS) and
ED, and generation of ED from MS. Extensive experiments using several state-of-the-art models
demonstrate the strong potential of ED as a representation for learning in the context of MLFFs.

Limitations and future works. Despite the significant progress made by the EDBench project in
terms of the scale and quality of electron density (ED) data, there are still limitations. For instance,
the choice of density functional can be further improved, and ED-specific models can be developed to
represent ED from different perspectives, such as point clouds, voxels, or images. In retrieval tasks,
advanced contrastive methods (e.g., MoCo or hard negatives) may further improve performance,
especially when batch negatives are too easy. While the primary goal of this work is to highlight the
role of ED in MLFFs and to provide a fair and reproducible benchmark, these limitations also point
toward promising directions for future work. We plan to extend the dataset to include higher-level
functionals and molecules relevant to materials science, and to develop advanced representation
models tailored to ED, enabling EDBench to support a broader range of applications in physical and
chemical sciences.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction accurately summarize the main claims of the
paper including the purpose and achievements of the design of EDBench.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Section[3]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: For each theoretical result, this paper provides correct evidence or reasonable
assumptions in the text and appendix.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: This paper would release the code and data, and describe the specific methods
for dataset generation and task evaluation in the article, see Section

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

18



Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: ~ This paper provides open access to the data and code(see
https://dataverse.harvard.edu/dataverse/EDBench) with sufficient instructions(see
https://anonymous.4open.science/t/EDBench).

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: See Section [3]Dataset, Tasks, Methods, Evaluations) and Section @[ Baseline,
Setup).

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: See Section ffSetup), it repeats the experiments three times and reports
standard variances.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: See Section [@fSetup).
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: Every respect in this paper conform with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no broader societal impact.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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11.

12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: See Section 3.1} Section[3.2]and Section d[(Baseline, Setup).
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

21


paperswithcode.com/datasets

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Data and code is available through
https://dataverse.harvard.edu/dataverse/EDBench and https://anonymous.4open.science/r/EDBench.

Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Not involved.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Not involved.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.
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* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: Not involved.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Appendix

A.1 Background Speed Reading: Electron Density, Machine-Learning Force Fields, and
EDBench

A.1.1 Definition of Electronic Density and Importance of ED Data at Scale

Electron density p(r) is the quantum-mechanical probability of finding any electron in an infinitesimal
volume around the point r in three-dimensional space. Because the Hohenberg-Kohn theorem proves
that the ground-state energy, bond lengths, dipole moment, reactivity and essentially every other
equilibrium property of a molecule are uniquely determined by p(r), knowing the density is equivalent
to knowing the molecule’s chemistry. Yet obtaining p(r) from first-principles Density Functional
Theory (DFT) demands minutes to hours even for a small molecule; With 3.4 million molecules, the
total computational cost exceeded 205,000 core-hours, equivalent to approximately 23.4 years of
single-core compute time. Consequently, EDBench therefore provides the first large-scale resource in
which every one of 3.36 million of molecule structures is accompanied by a consistent, high-level
p(r) grid, together with standard quantum observables such as total energy, dipole moments and
frontier orbital energies, enabling machine-learning models to learn directly from the electron cloud.

A.1.2 Description of Machine-Learning Force Fields

Chemists and materials scientists traditionally predict how molecules move, react or bind by solving
Newton’s equations with forces obtained from expensive quantum calculations. A machine-learning
force field (MLFF) replaces this quantum step with a neural network that learns to predict forces
or energies directly from atomic coordinates. Current MLFFs typically represent molecules as
collections of atoms linked by bonds, angles and torsions, but they ignore the underlying electron
distribution; this limits their accuracy whenever subtle electronic effects such as charge transfer or
catalytic activation are involved.

A.1.3 Application of EDBench in the Community

Researchers can pre-train encoders on the proposed large-scale density data and then fine-tune them
on smaller downstream tasks such as property prediction, docking or reactivity estimation; Predictive
models can learn the mapping from electron density to various quantum chemical properties, such
as energy and orbital energies, enabling more efficient quantum chemical property predictions.
Generative models can learn a direct map from structure to p(r) to obtain DFT-quality densities
in milliseconds; Cross-modal retrieval allows an unknown experimental density—obtained, for
example, from X-ray or electron diffraction—to be matched automatically against the database for
inverse design. In addition, p(r) is physically meaningful, any model that operates on it may remain
chemically interpretable: one can ask where the lone pairs reside or which regions are electron-rich
and receive an physically grounded answer.

A.2 Detailed introduction of DFT
A.2.1 Development of quantum mechanics

The fundamental equation of quantum mechanics, the Schrodinger equation [25]], serves as the
theoretical foundation for describing many-electron systems. The Schrodinger equation can be
expressed as

Hi = Ev (SD)
Among them, H is the Hamiltonian operator, 1 is the many-electron wave function, and F is the total
energy of the system. Solving the multi-electron Schrodinger equation directly is challenging due to
the complexity arising from the multivariable wave function and electron interactions. Consequently,
early researchers introduced various wave function-based approximation methods to simplify the
problem. For instance, the Born—Oppenheimer approximation assumes that the nuclei are stationary
relative to the electrons, which simplifies the Schrédinger equation into a function of electronic
variables [26]. The Hartree-Fock method further simplifies the many-electron problem into a single-
electron problem by assuming that each electron moves independently in the average potential field
formed by the other electrons [27]. Although the Hartree-Fock method significantly simplifies the
calculations, it neglects electron correlation, leading to insufficient accuracy in some cases [[/0]. In
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addition, the Hartree-Fock method scales with the number of electrons n as (’)(n4), its computational
cost remains prohibitive for large polyatomic molecules. Density Functional Theory (DFT) is more
suitable for large molecules and complex systems due to its lower computational cost (O(n?)) and its
ability to incorporate electron correlation effects [28].

A.2.2 Composition of effective electron potential energy

The basis of DFT is Hohenberg-Kohn theorem, and Kohn-Sham equation is the practical application
form of DFT. In Kohn-Sham equation, Vg(r) is the effective single-electron potential energy, defined
as

Vetr(r) = Vexe(r) + V(1) + Vae(r) (S2)

The external potential Ve (1) is typically provided by the atomic nuclei. V() is the Hartree potential,
which is represented by the convolution of the ED with the Coulomb kernel. The exchange-correlation
potential V. (r) is the variational derivative of the exchange-correlation energy functional.

A.2.3 Selection of functional and basis set

To solve the equation [S2] it is usually necessary to select the basis set, pseudopotential, and exchange
correlation functional. The basic set includes plane wave method, numerical atomic orbital method,
and augmented wave method. Norm-conserving pseudopotential (NCPP), ultrasoft pesudopotential
(USPP) and projector augmented wave (PAW) are common pseudopotential methods. The exchange-
correlation energy functional includes the Local Density Approximation (LDA) [30], the Generalized
Gradient Approximation (GGA) [31]], and hybrid functionals (such as B3LYP) [32]]. In this paper,
the exchange-correlation functional used is B3LYP, and the 6-31G**/+G** basis set is selected
for combination. B3LYP integrates the advantages of the Hartree-Fock method and DFT. The 6-
31G**/+G** basis set enhances computational accuracy by splitting the valence electron orbitals into
two sets of basis functions and further incorporating diffuse functions. This combination achieves a
great balance between precision and efficiency, making it more suitable.

A.3 Quantum datasets overview: physical and chemical properties

In Table[ST] we not only highlights the large-scale electron density annotations provided by EDBench
but also visually and statistically contrasts its physical and chemical diversity with other datasets.This
addition aims to offer domain experts a clearer perspective on how EDBench complements and
extends the scope of current resources, emphasizing its distinct characteristics and broad coverage.
We believe this enhanced visualization will be instrumental in understanding its potential applications
in quantum chemistry research.

A.4 Why not reuse the calculation results of PubCheMQC?

PCQM4Mv2 used in EDBench is a quantum chemistry dataset originally curated under the Pub-
ChemQC project[S9]], yet PubChemQC emphasizes ground-state electronic-structure quantities such
as orbital energies[71]], whereas our dataset centers on electronic density p. We provide CUBE-format
p files and NO occupancies that describe electron distribution in real space—data absent from Pub-
ChemQC. This enables direct analysis of bonding, charge transfer, and intermolecular interactions,
making EDBench the large-scale, high-quality electronic-density resource PubChemQC lacks. In
addition, compared to 6-31G* basis set on PubChemQC, EDBench employs the 6-31G/+G basis set
with the higher computational accuracy, which adds polarization functions for hydrogen atoms and
includes diffuse functions. Weak interactions, such as van der Waals forces, hydrogen bonds, and
m — 7 stacking, can be effectively described. This is more suitable for systems with high chemical
accuracy requirements, such as anions and weakly interacting systems. Overall, EDBench provides
the electron density resources that PubchemQC lacks and improves the DFT calculation settings.

A.5 Example of ED visualization
Figure |S1|illustrates the visualization of a molecule’s electron density (ED) under varying threshold

values p,. A higher p, retains only regions with a higher probability of electron presence. When
pr = 0, all possible electron positions are preserved, resulting in a dense, cuboid-like distribution.
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Table S1: Quantum datasets overview about physical and chemical properties.

Datasets EDBench QM9 QH9 PubChemQC QMugs oQMD ECD
Moleculars 3359472 134K 130K 85M 665k 1.2M 140K
Conformers 3359472 134K 130K 85M 2M 1.2M 140K
Elements H,C,N,O, H,C,N,O, H, C, N, O, H, C, N, O, H, C, N, O, [Inorganic Inorganic

Ti, Ar,S,Se, F F P, S, F, Cl, P, S, Cl, K, crystals crystals

He, Be, F, P, Na, K, Mg, Ca, Br, I
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As p; increases, the number of ED points gradually decreases, and the molecular contour becomes
more visually distinct.

It is worth noting that p, = 0 leads to an overly dense ED representation, which poses challenges
for both storage and computation. By tuning p,, we can achieve a balance between ED information
retention and computational efficiency. In our experiments, we adopt p, < 0.2 as a practical choice.
As shown in Figure[ST] this setting significantly reduces the number of ED points while preserving
the essential ED structural features of the molecule.

A.6 Clarification of time costs

To clarify, the molecules in the EDBench dataset are based on DFT-optimized geometries, that is,
they are optimized at the DFT level. Specifically, the molecular geometries were sourced from the
PCQM4Myv?2 dataset [59], where they were optimized using DFT at the B3LYP/6-31G* level. Detailed
information about the DFT geometry optimization process can be found in reference [71]. Since
the molecular geometries are already optimized at the quantum DFT level, we perform single-point
calculations on these pre-optimized structures to obtain additional quantum chemical properties, such
as electron density. This approach eliminates the need for full geometry optimization, and instead,
each molecule undergoes just one SCF calculation, which is consistent with the time estimated
for a single SCF cycle at the B3LYP/6-31G level on a single CPU. Thus, the 205,000 core-hours
reported for 3.3 million molecules corresponds to the computational cost for these single-point SCF
calculations.
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Figure S1: Example of ED visualization of a molecule with different thresholds p. #Point represents
the number of ED points.

A.7 Discussion on the Quality of the EDBench Database

To ensure the reliability and scientific utility of EDBench, we adopted a systematic and well-
established protocol for electronic density (ED) calculation grounded in density functional theory
(DFT) [28]]. The entire workflow was designed to maximize both physical fidelity and computational
robustness, while minimizing potential sources of error or bias.

First, all ED data were generated using Psi4 1.7, a widely used and validated open-source quantum
chemistry package that supports high-accuracy ab initio and DFT calculations [60, 61 |56} [72].
We selected the B3LYP hybrid functional, a time-tested method known for its balance between
computational efficiency and accuracy across a wide variety of molecules. Currently, B3LYP has
been extensively applied in the domains of synthetic chemistry [73]], molecular dynamics [74],
phytochemistry [[75], spectroscopy [76l], medicine [56} [77] and physics [[78]. This choice ensures
that the resulting ED data reflect physically meaningful electron distributions rather than numerical
artifacts.

Meanwhile, basis sets were systematically assigned based on molecular composition, employing
6-31G** for general cases and 6-31+G** for sulfur-containing molecules to capture diffuse electronic
effects [[79]. Compared with the basic 6-31G, 6-31G**/+G** provides the description of polarizable
electron distribution and electron correlation effect by adding polarization function, which improves
the processing ability of molecular polarization effect. This tailored approach enhances the accuracy
of electron densities, particularly in chemically relevant regions such as lone pairs, 7 -systems, or
polarizable atoms.

In addition, the reference wavefunction was selected according to spin multiplicity, with restricted
Hartree-Fock (RHF) applied to closed-shell systems and unrestricted Hartree-Fock (UHF) used for
open-shell systems [80], in line with Hund’s rule. This guarantees correct treatment of & and /4 spin
components, reducing the risk of spin contamination and ensuring consistent modeling of open-shell
species. To further control data quality, we enforced strict self-consistent field (SCF) convergence
criteria before ED extraction [81}82]. Electron density grids were then generated using a uniform
grid spacing of 0.4 Bohr and a 4.0 Bohr padding, ensuring comprehensive spatial coverage without
introducing undersampling or boundary artifacts. Additionally, a density fraction threshold of 0.85
was applied to focus on the physically relevant isosurface, filtering out low-density noise while
preserving chemically meaningful features.

In sum, the quality of EDBench is supported by:
* A chemically sound and standardized computational protocol,
» Systematic and molecule-composition-based basis set selection,

* Accurate and consistent treatment of spin multiplicity,
* Rigorous convergence criteria and grid generation settings,
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» Comprehensive spatial coverage and meaningful feature preservation.

In addition, post-calculation validation proceeded on two additional fronts. First, to verify that the
choice of functional does not introduce systematic bias, we randomly selected 10,000 structures and
recomputed their electron densities with the modern SCAN and @ B97X-D functionals while keeping
the basis set fixed. Experimental result demonstrates that B3LYP yields highly consistent electron
density distributions compared to more modern functionals, with minimal loss in fidelity. Second,
we examined the integrity of the neural-generated densities produced by HGEGNN (Section 4.4).
Replacing the original DFT grids in the ED5-EC benchmark with these generated densities actually
improved downstream model performance, indicating that the neural network not only preserved
chemically relevant features but also introduced a beneficial regularisation effect. Reproducibility is
guaranteed through complete open release. All data files, environment specifications, checkpoint and
benchmarks from EDBench will be freely available.

These efforts collectively ensure that EDBench provides physically meaningful, reproducible, and
high-resolution ED data at scale. We believe these safeguards sufficiently mitigate concerns of noise,
bias, or low-quality samples, and position EDBench as a reliable benchmark for ED-aware machine
learning research.

A.8 Fidelity of different functionals to the electron density

We conducted a comparative evaluation of ED fidelity across different DFT functionals. Specifically,
we randomly sampled 10,000 molecules from EDBench, and recomputed their electron densities
using two higher-rung, modern functionals: SCAN and @ B97X-D, while keeping the basis set
consistent with B3LYP for a fair comparison. To ensure meaningful comparison, we first parsed the
resulting cube files and interpolated all EDs onto a unified grid, aligning them to the grid resolution
used in B3LYP calculations. We then computed voxel-wise Root Mean Square Error (RMSE) and
Pearson correlation between the B3LYP densities and those obtained with SCAN and @ B97X-D.

The results are summarized in Table[S2] We observe that: (i) Between B3LYP and SCAN, the RMSE
is 0.00039, with a Pearson correlation of 1.0; (ii) Between B3LYP and @ B97X-D, the RMSE is
0.00022, also with a Pearson correlation of 1.0. These findings indicate that B3LYP yields highly
consistent electron density distributions compared to more modern functionals, with minimal loss
in fidelity. This validates our decision to use B3LYP in the construction of EDBench and further
supports its scientific utility and reliability.

Table S2: Root Mean Square Error (RMSE) and Pearson Correlation coefficient between electron
densities generated by different functionals.

Functional Pair RMSE | Pearson 1

B3LYP vs. SCAN 0.00039+£0.00011  1.000+0.000
B3LYP vs. @B97X-D  0.00022+0.00014  1.000+0.000

A.9 Validation of electron densities for Ti- and Zn-containing molecules

Transition-metal-containing systems such as Ti and Zn require special consideration due to their
being d-block elements and having partially filled d-orbitals. To validate the reliability of the basis
set used in EDBench for these elements, we conducted a comprehensive evaluation comparing
our current setup (B3LYP/6-31G**) against more advanced basis sets and functionals, including
ECP-based options. Concretely, we extracted all Ti- and Zn-containing molecules from EDBench
and recomputed their electron densities using 20 different functional-basis set combinations. These
included 5 functionals (B3LYP, SCAN, @ B97X-D, M06, and @ B97M-V) and 4 basis sets (Def2-
SVP, Def2-TZVP, Def2-TZVPP, and def2-QZVP), several of which are ECP-based and widely
used for transition metal systems. We then compared the newly computed electron densities with
those originally used in EDBench by computing voxel-wise RMSE and Pearson correlation. Full
quantitative results are provided in Tables [S3]and [S4] In summary:

* The RMSE between EDBench densities and those from higher-level configurations
ranged from 0.00091 (e.g., SCAN/Def2-TZVP and SCAN/Def2-TZVPP) to 0.00551 (e.g.,
B3LYP/Def2-SVP).
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* The Pearson correlation coefficients across all comparisons were consistently near 1.0,
indicating strong agreement in overall electron density structure.

* These findings demonstrate that the electron densities in EDBench—though generated using
a moderate basis set—remain highly consistent with those produced by more advanced,
ECP-based approaches, validating the practical quality and robustness of the dataset for Ti
and Zn systems.

These findings demonstrate that the electron densities in EDBench—though generated using a
moderate basis set—remain highly consistent with those produced by more advanced, ECP-based
approaches, validating the practical quality and robustness of the dataset for Ti and Zn systems.

Table S3: Root mean square error (RMSE) between electron densities generated by different func-
tional and basis set combinations (Functionals: B3LYP, SCAN, @ B97X-D, M06, @ B97M-V; Basis
sets: def2-SVP, def2-TZVP, def2-TZVPP, def2-QZVP).

RMSE | B3LYP SCAN wB97X-D Mo6 wB9TM-V

Def2-SVP 0.005514£0.00443  0.001624+0.00057  0.00545£0.00438  0.00349£0.00374  0.00543+0.00436
Def2-TZVP 0.0047540.00397  0.000911+0.00015  0.00483+£0.00406  0.00466+£0.00384  0.0047240.00395
Def2-TZVPP  0.0047340.00394  0.000911+0.00015  0.00466+£0.00389  0.00459£0.00378  0.0046940.00392
def2-QZVP 0.0047740.00394  0.00096+0.00015  0.00470+£0.00388  0.00460+£0.00376 ~ 0.0047440.00393

Table S4: Pearson correlation coefficient between electron densities generated by different functional
and basis set combinations (Functionals: B3LYP, SCAN, @ B97X-D, M06, @ BO7TM-V; Basis sets:

def2-SVP, def2-TZVP, def2-TZVPP, def2-QZVP).

Pearson 7 B3LYP SCAN wB97X-D Mo06 wB97M-V
Def2-SVP 0.9999340.00007  0.99999+0.00000  0.99993+0.00006  0.99997+0.00004  0.99993+40.00006
Def2-TZVP 0.999944-0.00005 1.0000040.00000  0.9999440.00005  0.99995-£0.00005  0.99994-£0.00005
Def2-TZVPP  0.9999440.00005 1.00000£0.00000  0.9999540.00005  0.99995+0.00005  0.99994+0.00005
def2-QZVP 0.999944-0.00005 1.00000=£0.00000  0.9999440.00005  0.9999540.00005  0.99994+40.00005

A.10 Statement on the maximum number of atoms

That most molecules in the current release of EDBench contain fewer than 20 heavy atoms. This
design choice is deliberate and aligns with the PCQM4Mv?2 distribution, which focuses on small,
drug-like molecules. Prioritizing this molecular size range ensures both reliable DFT convergence
and high chemical relevance for tasks such as property prediction and molecular generation.

While the current dataset emphasizes smaller molecules, EDBench already demonstrates broad
elemental diversity by covering 22 distinct elements—significantly more than many existing datasets,
as shown in Table 1. This highlights its potential for advancing modeling tasks beyond what traditional
small-molecule benchmarks support.

Looking ahead, we plan to extend EDBench to include larger and more complex molecules, particu-
larly those relevant to materials science and physical chemistry. To support this expansion, we will
incorporate more advanced DFT functionals and element-specific basis sets to maintain accuracy and
computational feasibility. We believe these enhancements will broaden the scope and applicability of
EDBench across diverse scientific domains.

A.11 Significance of benchmark tasks

We define three core tasks that capture distinct yet complementary capabilities of modeling electron
density (ED), each grounded in both scientific motivation and real-world utility:

* Prediction of quantum property. As ED fundamentally determines molecular quantum
behavior, predicting properties such as total energy, dipole moment, and orbital energies
from ED allows us to assess whether a model has captured the underlying physical principles
linking electron distributions to quantum observables. Despite ED being typically computed
via expensive DFT simulations, it encodes richer quantum information than molecular
geometry alone. Accurate property prediction from ED thus serves as a proxy for model
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fidelity to quantum mechanics and offers a potential route to accelerate quantum property
estimation in applications like drug discovery, catalysis, and materials design.

* Retrieval between MS and ED. Bidirectional retrieval between MS and ED enables
molecule-level search in ED databases and supports structure inference from electronic
environments. MS-to-ED retrieval facilitates functional site localization and electron distri-
bution analysis, while ED-to-MS retrieval provides a foundation for inverse design driven
by electronic requirements. This dual capability is essential for high-resolution virtual
screening pipelines grounded in electronic behavior.

* Generation of ED based on MS (Molecular Structure). Learning to generate high-fidelity
ED distributions directly from molecular structures bypasses the computational burden
of DFT, making ED accessible to downstream tasks such as deep molecular dynamics,
quantum-aware neural force fields, and reaction path modeling. This capability bridges the
gap between computational efficiency and quantum-level accuracy, unlocking ED-driven
learning for large-scale modeling scenarios.

A.12 Detailed statistics of 6 benchmarks

We provide a detailed statistical analysis of six benchmarks in the EDBench suite: ED5-EC, ED5-OE,
ED5-MM, ED5-OCS, ED5-MER, and ED5-EDP. Figures[S2} [S3] and [S4]illustrate the distributions
of the number of atoms, the number of ED points at the threshold p, = 0, and the per-molecule
mean ED values at p, = 0, respectively. Specifically, ED length refers to the total number of ED
sampling points retained after applying a density threshold p, (with p, = 0 meaning all ED values
are retained). This metric is analogous to the commonly used notion of molecular length (i.e., the
number of heavy atoms), and serves to quantify the effective representational size of the ED modality.
As shown, the number of ED points significantly exceeds the number of atoms, which provides richer
information for force field learning and related downstream tasks.

Furthermore, we report the distribution of ED point counts and mean ED values under a higher
threshold p, = 0.05 in Figures [S5] and [S6| respectively. By applying a larger threshold (e.g.,
pr = 0.05), the overall ED point count is significantly reduced, which can lead to improved
computational efficiency. This suggests that threshold tuning offers a practical way to control the
data volume without severely compromising structural fidelity. In addition, Figure [S6|reveals that
increasing the ED threshold implicitly forces the model to focus more on high-density regions, which
are typically more chemically informative and relevant for modeling interactions.
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Figure S2: Distribution of the number of atoms in the 6 benchmark datasets.

A.13 Details of computational efficiency

We conduct a computational efficiency analysis of all baseline models presented in this work,
including molecular geometry-based methods—HGEGNN, EquiformerV2, and GeoFormer—and ED
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Figure S4: Distribution of per-molecule mean ED values in the 6 benchmark datasets with ED
threshold p, = 0.

point cloud-based methods—PointVector and X-3D. As a first step, we report the parameter count of
each model to assess their relative model capacities. The details are summarized in Table[S5] We find
that the model sizes of EquiformerV2 and GeoFormer are significantly larger than the other models.

Table S5: The number of parameters of different models. #Params represents the number of
parameters of the model. M stands for Million.

HGEGNN Equiformerv2 GeoFormer PointVector X-3D
#Params (M) 0.574 27.9 9.5 1.5454 0.9476

Next, we report the GPU memory usage and training time for each model. Due to varying memory
requirements across models, we had to use different GPU devices to accommodate specific models
and avoid out-of-memory (OOM) issues. Tables [S6|and [S7] present the computational efficiency of
PointVector and X-3D, respectively. As expected, both GPU memory consumption and training time
increase consistently with the number of sampling points £.
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Table S6: The computational efficiency of PointVector with different number of sampling points £ on
EDS5-OE dataset with batch size of 32 and epoch of 100. Time refers to the total time spent on the

entire training process.

§

GPU Memory (MiB) Time (minutes)

GPU

512
1024
2048
4096
8192

4,425
6,623
11,453
20,757
38,083

~100
~150
~325
~433
~850

3090

3090

3090
al00-80gb-pcie
a100-80gb-pcie
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Table S7: The computational efficiency of X-3D with different number of sampling points £ on
EDS5-OE dataset with batch size of 32 and epoch of 100. Time refers to the total time spent on the
entire training process.

13 GPU Memory (MiB) Time (minutes) GPU

512 3,431 ~T1 3090
1024 4,747 ~88 3090
2048 7,951 ~156 3090
4096 13,701 ~305 3090
8192 21,351 ~750 3090

Additionally, Table [S8| shows the time efficiency of HGEGNN on the ED5-EDP dataset. A similar
trend is observed: as the ED threshold p, decreases, the number of ED points increases, leading to
higher memory usage and longer training times. These results collectively highlight the sensitivity of
model efficiency to both the resolution of input data and the complexity of the architecture.

Table S8: The computational efficiency of HGEGNN with different ED threshold p, on ED5S-EDP
dataset. MiB/mol represents the total memory usage divided by the batch size.

pr  GPU Memory (MiB/mol) Time (minutes/epoch) GPU

0.1 2,153 ~15 a100-80gb-pcie
0.15 907 ~7.5 a100-80gb-pcie
0.2 616 ~5 a100-80gb-pcie

A.14 Training with full corpus

Firstly, we clarify the usage of the EDBench corpus in our benchmark construction. In the EDS5-
MER task, 50,000 molecules serve as anchors. For each anchor, we sample 10 negative molecules,
resulting in a total of 550,000 molecules involved in ED5-MER alone. After deduplication across
all benchmark tasks, the entire benchmark suite involves approximately 680,000 unique molecules,
accounting for roughly 20% of the full corpus.

Next, we have conducted additional large-scale training experiments. Specifically, we replace each
task’s training set with a pre-training corpus comprising about 2.67 million molecules not used in
the benchmark. We use the pre-training corpus to train the model with an estimated training time of
about two days, then evaluate it on the original validation and test sets of each task. Table [S9|shows
the performance of X-3D on ED5-OE. We observe that after training the model on the remaining
large-scale dataset (X-3D (full)), its performance on the test set has been further improved. The
results highlight the value of the full corpus for representation learning.

Table S9: MAE Performance of X-3D on ED5-OE After Training with Large-Scale Data and
MAE x 100 metric.

MAE HOMO-2 HOMO-1 HOMO-0 LUMO+0 LUMO+1 LUMO+2 LUMO+3
X-3D 1.754+0.02 1.7240.02  1.98£0.00  3.2140.01 3.02+0.02  3.2540.04  3.20£0.03
X-3D (full) 1.5797 1.6359 1.9104 2.9981 2.7028 2.8725 2.8708

A.15 Effectiveness of extension to periodic systems

‘We conducted preliminary explorations to assess whether the data representations and model archi-
tectures proposed in EDBench can be effectively extended to periodic systems, such as crystalline
solids.

Dataset. we extracted approximately 2,600 material molecules from the Materials Project (which
primarily contains periodic systems, especially crystalline solids) and used the more suitable SCAN
functional and Def2-SVP basis set to compute the electron density.
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Metrics. We then split the dataset into training, validation, and test sets in an 8:1:1 ratio and evaluated
it with tasks analogous to those in EDBench, including orbital energies prediction (EDMaterial-OE),
multipole moment prediction (EDMaterial-MM), and electron density prediction from molecular
structures (EDMaterial-EDP).

Experimental results. The experimental results are shown in Table [S10]and Table We find
that X-3D and PointVector achieve strong performance on EDMaterial-OE and EDMaterial-MM,
indicating that the proposed data representations and model architecture perform well in understanding
material-based electron densities. This demonstrates that EDBench can be effectively extended to
periodic systems, such as crystalline solids.

Table S10: MAE %100 performance of X-3D and PointVector on EDMaterial-OE task

Model HOMO-2 HOMO-1 HOMO-0 LUMO+0 LUMO+1 LUMO+2 LUMO+3

X-3D 3.4540.02  3.47+£0.01 3.21+0.02  3.41+0.02  4.04£0.02 4.39£0.04 4.5340.07
PointVector  5.57+129  4.65+0.82  3.75+£0.37 431£0.79 6.08+1.58  7.1742.65  8.64+3.50

Table S11: MAE performance of X-3D and PointVector on EDMaterial-MM task.

Model Dipole X Dipole Y Dipole Z Magnitude

X-3D 0.8365+£0.0098  1.0587£0.0280 1.27124+0.0577 1.3314+0.0187
PointVector 1.0568+0.0737 1.3476£0.0958 1.36154+0.0302 1.9749+0.0390

In addition, we find that DeepDFT is a structure-based method for generating electron densities and
conduct further experiments using DeepDFT on both the ED5-EDP task and the newly constructed
EDMaterial-EDP task. The results, presented in Table [ST2] show that DeepDFT achieved low MAE
and high Pearson correlation for both EDS-EDP and EDMaterial-EDP. Notably, DeepDFT displayed
lower performance in Spearman correlation, highlighting an area for future improvement.

Overall, these results further demonstrate the broader applicability of EDBench, especially in materials
science, and we will continue to explore methods to improve performance, particularly in capturing
non-linear relationships within electron-density fields.

Table S12: Performance of DeepDFT on EDMaterial-EDP task, showing MAE, Pearson, and
Spearman correlations.

Model MAE Pearson Spearman

EDS-EDP 0.0184+0.003  0.993£0.004 0.381+0.162
EDMaterial-EDP  0.1184+0.029 0.918+0.034 0.633+£0.115

A.16 Details of retrieval tasks (ED5-MER)

We first use GeoFormer and EquiformerV2 as molecular structure (MS) encoders, and PointVec-
tor and X-3D as electron density (ED) encoders. These encoders are combined pair-
wise—GeoFormer+PointVector, GeoFormer+X-3D, EquiFormer+PointVector, and EquiFormer+X-
3D—to systematically evaluate cross-modal retrieval performance. Table reports the Top-k
accuracy on both ED — MS and MS — ED tasks. Results reveal substantial performance differences
among combinations. For example, GeoFormer+PointVector achieves only 17.67% Top-1 accuracy,
while GeoFormer+X-3D reaches 68.32%, yielding an absolute improvement of 50.65%. Similarly,
EquiFormer+PointVector achieves just 10.24% Top-1 accuracy, whereas EquiFormer+X-3D reaches
78.71%—an absolute gain of 68.47%. These results highlight the critical importance of selecting
appropriate encoder architectures for effective cross-modal representation learning between MS and
ED.

To further understand the performance gap, we closely analyzed the training logs of Geo-
Former+PointVector and GeoFormer+X-3D. Figures [S7((a) and[S7(b) show their contrastive learning
loss curves on the training and validation sets, respectively. While both combinations exhibit
steadily decreasing training loss, GeoFormer+PointVector suffers from overfitting—as evidenced
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Table S13: The Top-k accuracy (%) on ED5-MER dataset. ED — MS represents using electron density
(ED) to retrieve molecular structure (MS).

ED — MS MS — ED
MS model ED model Top-1 Top-3 Top-5 Top-1 Top-3 Top-5
PointVector | 17.67£2.10 46.09£453 67.63£5.92 | 27.01£1.69 59.02£249  77.42%3.01
GeoFormer X-3D 68.3243.70  92.18+2.41  97.314+1.29 | 70.014£2.93  92.084£2.01  97.1740.92
PointVector | 1024128  3247£2.69 53.42%2.67 | 22.18£0.64 54.61£2.89  76.83£2.90
EquiformerV2 X-3D 78.71+£0.69  94.78+0.40  98.13+£0.07 | 78.361+0.65  94.1940.14  97.74+0.29

by its increasing validation loss despite continued improvement on the training set. In contrast,
GeoFormer+X-3D maintains a consistently decreasing loss on both training and validation sets,
explaining its significantly better retrieval performance.

(a) GeoFormer+PointVector (b) GeoFormer+X-3D
11
10
9
8
7
6
5
4
3
1 5 9 13 17 21 25 29 33 37 41 17 21 25 29 33 37 41 45 49

—e—Train —e—Valid

Figure S7: Comparative Learning Loss of GeoFormer+PointVector and GeoFormer+X-3D on ED5-
MER training (Train) and validation (Valid) sets.

Overall, the strong bidirectional retrieval performance of GeoFormer+X-3D and EquiFormerV2+X-
3D demonstrates the feasibility of learning the complex mapping between MS and ED, providing
a solid foundation for retrieval-based applications. For example, retrieving the most compatible
MS given an ED can enable a novel perspective on high-throughput virtual screening—particularly
valuable in scenarios where the ED is known but the MS is unknown or ambiguous. Conversely,
retrieving approximate ED distributions from MS opens a promising direction for building structure-
driven, density-aware models, potentially enhancing the physical faithfulness of downstream tasks
such as molecular property prediction and reactivity analysis.

A.17 Sensitivity analysis on the hardness of negative samples in retrieval tasks

Table S14: Retrieval Performance of ED5-MER with EquiformerV2 and X-3D Across Different
Negative Sample Hardness (Random, Easy, Hard).

\ ED—MS MS—ED

Split | Top-1 Top-2 Top-3 | Top-1 Top-2 Top-3

Random | 0.882 + 0.005  0.959 +0.004  0.982 £ 0.001 0.882 £ 0.005  0.961 £ 0.001  0.983 + 0.002
Easy 0.878 £0.004  0.957 £0.002  0.983 +0.002 | 0.873 £0.004  0.959 +0.001  0.983 £ 0.002
Hard 0.842 £0.009  0.947 £0.004  0.980 % 0.001 0.836 £ 0.004  0.935 £0.005  0.971 & 0.003

To explore how sensitive the EDS-MER performance is to the hardness of negative samples, we
conducted retrieval experiments using a combination of the EquiformerV2 and X-3D models with
negative samples of varying difficulty. Specifically, for each anchor, we used three types of negative
samples, with five negative samples per type, meaning we needed to correctly retrieve the anchor
from a set of six samples. The three types were as follows:

* Random: Negative samples were randomly selected from the remaining dataset.

* Easy: Negative samples were selected from a different cluster based on ECFP4 fingerprints
and 3D USR descriptors (as detailed in the manuscript).

* Hard: Negative samples were selected from the same cluster as the anchor.
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The experimental results are summarized in Table [S14] We observed that the "random" setup yielded
the highest retrieval performance, followed by "easy" and "hard" in that order. This suggests that
the difficulty of the retrieval task increases from random to easy to hard, indicating that ED5-MER
performance is sensitive to the hardness of negative samples.

A.18 Error statistics for element-wise and size-resolved resolution

Here, we present element-wise and size-resolved error statistics, showing the MSE metrics for
different electron density (ED) thresholds (0.1, 0.15, 0.2) across various atomic length ranges and
atom types in the ED5-EDP task. As shown in Tables [ST5] and [ST6] we observe performance
differences between these categories, which provide valuable insights into areas where the models
may struggle. These results offer guidance for future research aimed at improving model performance
in specific contexts.

Table S15: MSE metrics for different ED thresholds p across atomic length ranges in the ED5S-EDP
task. MAX represents the maximum atomic length.

#atoms pr=01 p, =015 p, =02

0, 10) 1.4533 0.1127 0.0617
10, 20) 2.2329 0.1581 0.0657
(20, 30) 1.8257 0.0615 0.0394
(30, 40) 2.0581 0.271 0.1009
(40, MAX) 1.2474 0.0093 0.0251

Table S16: MSE metrics for different ED thresholds p, across atom types in the ED5-EDP task.

atomtype p, =01 p, =015 p, =02

H 1.3387 0.0113 0.0262
B 0.6879 0.2677 2.069
C 1.0201 0.0063 0.0185
N 1.7475 0.0156 0.0234
(0] 3.0661 0.0551 0.0479
F 7.6878 0.1462 0.1472
Si 32.557 1.4758 0.7707
P 7.3819 2.8219 0.7615
S 27.2228 9.9254 3.5864
Cl 6.3195 0.7083 0.2215
Ge 85.3257 61.3484 3.5796
Se 3.3337 2.0152 0.5184
Br 85.2498 9.8684 8.6048

A.19 Details about the quality analysis of ED outputs generated by generation task

To evaluate the quality of ED outputs in the generation task, we replace the DFT-based ED5-EC data
(with a density threshold of p, = 0.2) with new ED data generated by HGEGNN models trained on
the original ED5-EC dataset. These new datasets are denoted as HGEGNN(2024), HGEGNN(2025),
and HGEGNN(2026), where the numbers indicate different random seeds used during training. We
then train PointVector—configured with the minimal ED length sampling rate—on each of these
generated datasets. Detailed results are shown in Table Compared to PointVector trained
on the DFT-based ED5-EC, PointVector models trained on HGEGNN(2024)-, HGEGNN(2025)-,
and HGEGNN(2026)-based EDS5-EC all achieve superior performance. These findings support the
feasibility of using deep learning models to accelerate DFT-level computations and suggest that the
generated data is more learnable, thereby improving downstream model performance.
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Table S17: MAE performance of PointVector on DFT-based and HGEGNN-generated ED5-EC
datasets with p, = 0.2. 2024, 2025, 2026 represent seeds of training HGEGNN on original ED5-EC
dataset.

El E2 E3 E4 ES E6 Mean

DFT 224.131+43.47 155.85+28.75  451.59+£58.53 190.474£25.62  9.57+£1.56  224.13+£43.47 209.29
HGEGNN (2024) 195.484+2.77 137.69+11.48  408.40+10.61 172.98+7.30 8.25+0.12 195.484+2.77 186.38
HGEGNN (2025)  208.18+16.43 142.334+9.94 428.24+7.31 180.90+5.02 8.85+0.36  208.18+16.43 196.11

HGEGNN (2026) 190.37+2.50 128.61+3.79 408.33£3.40 170.47+2.34 8.35+0.04 190.361-2.50 182.75

A.20 Details of ablation study on threshold p and the number of sampling £

Ablation Study on the ED Threshold p,. The ED threshold p, plays a critical role in representing
electron density, as it governs the trade-off between model performance and computational efficiency.
In this ablation study, we evaluate the impact of p, using the PointVector model with a default number
of sampled points & = 2048. However, when p, exceeds 0.05, the total number of ED points in
some molecules falls below 2048, causing PointVector to fail due to insufficient input length. To
minimize modifications to the original PointVector implementation, we set £ to the minimum ED
length across the dataset. Table[ST8|shows the MAE of PointVector on the ED5-EC dataset under
various ED thresholds. The results indicate that the best performance is achieved at p, = 0.2, with
an average MAE of 209.29. This demonstrates that tuning p, can effectively balance accuracy and
computational cost.

Table S18: Ablation study (ED5-EC dataset) of PointVector on ED threshold p, with MAE metric.

pr 3 E1 E2 E3 E4 ES E6 Mean

0.05 2048  243.49£74.72  325.65+160.17  858.77+496.74  389.24+217.51 17.54+10.85  243.49£74.73  346.36
0.1 716 187.29+£7.78 189.33+73.71 548.924+113.00 239.124+63.24 12.08+3.59 187.294+7.78 227.34
0.2 218 224.13+43.47 155.85428.75 451.59+58.53 190.47425.62 9.57£1.56 224.13+43.47  209.29
0.3 66 197.77+6.97 179.51+15.69 501.98+51.22 218.294+19.69 9.73£0.69 197.76+6.97 21751
0.4 28 188.67+2.60 233.84+14.46 666.75+111.88 282.531+24.46 12.91+1.96 188.07£3.16 262.13

Ablation Study on the Number of Point Cloud Samples £. Point cloud-based methods (e.g.,
PointVector and X-3D) commonly adopt farthest point sampling (FPS) [83] to reduce the number
of input points. Therefore, the number of sampled points, denoted as &, is a critical hyperparameter
that directly affects both the model’s capacity to capture spatial structures and its computational
efficiency. A larger number of points allows the model to better represent the geometric details
of ED, particularly in regions with ambiguous boundaries or sharp density gradients, facilitating
the learning of fine-grained spatial features. However, increasing ¢ also leads to higher memory
consumption and longer training and inference times, especially when dealing with large-scale ED
datasets. Therefore, choosing an appropriate number of points is essential to balance representational
power and computational cost. To investigate this trade-off, we evaluate the performance of the point
cloud-based PointVector model under different sample sizes §¢ = {512,1024, 2048, 4096, 8192}.
Table reports the results on the ED5-OE dataset. We observe that PointVector achieves the
best performance when ¢ = 2048, reaching an average MAE of 0.0248. Additionally, the model
performance does not monotonically improve with increasing £. This may be attributed to the model’s
limited capacity—PointVector contains only 1.5454M parameters—which may constrain its ability
to effectively leverage a large number of ED points. This observation highlights the need for more
strong and ED-specialized architectures in future work.

Table S19: Ablation study (ED5-OE dataset) of PointVector on the number of sampling points £ with
MAE x 100 metric and p, = 0.05.

13 HOMO-2 HOMO-1 HOMO-0 LUMO+0 LUMO+1 LUMO+2 LUMO+3  Mean

512 1.78+0.01 1.75+0.01 2.00+£0.00  3.15£0.02  2.94£0.02  3.17£0.01 3.1440.02 2.56
1024 1.7940.01 1.744+1.98  3.19£2.99  3.194+0.02  2.99£0.02  3.19+0.02  3.1440.01 2.75
2048 1.73+0.01 1.6810.01 1.924+0.01 3.08+£0.05  2.86£0.05  3.05£0.02  3.0140.02 2.48
4096 1.87+£0.09 1.76:£0.07  2.01£0.02  3.40£0.07  3.2140.12  3.384+0.19  3.294+0.13 2.70
8192 1.82+0.03 1.78+0.03 1.994£0.03  3.174£0.22  2.9640.21 3.23+0.27  3.2240.24 2.60
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A.21 Details of ablation study on Bohr grid spacing

The choice of a fixed 0.4 Bohr grid spacing and density thresholding could potentially affect the
representation of diffuse electron density, particularly around anionic species or Rydberg states.
Therefore, we conducted an ablation study to evaluate the sensitivity of our models to different
grid spacing settings, thereby strengthening the analysis in Section[4.5] Specifically, we generated
additional versions of the ED5-OE dataset using three alternative grid spacings: 0.2, 0.3, and 0.5
Bohr. We then re-evaluated two representative models—PointVector and X-3D—on each of these
datasets. The results, summarized in Table[S20} show that PointVector achieves MAEs ranging from
0.0248 to 0.0277 (a maximum difference of 0.0029), and X-3D achieves MAEs between 0.0245
and 0.0259 (a maximum difference of 0.0014). These consistently narrow ranges indicate that both
models are highly robust to the choice of grid spacing, with only marginal variations in MAE across
the different resolutions.

This insensitivity can be attributed to two main factors: (i) Electron density changes smoothly in
space, so even when a slightly coarser grid is used, the key local patterns in the density are still well
preserved. As a result, grid-based representations can capture the essential features without significant
loss of information; (ii) The downstream architectures (PointVector and X-3D) are designed to learn
from spatial context and may be less reliant on fine-grained grid resolution once essential geometric
and density features are retained. Moreover, while extremely diffuse states (e.g., Rydberg orbitals)
may suffer from truncation in coarse grids, the EDBench primarily consists of compact, drug-like
molecules where electron density is well localized. This further mitigates the impact of grid coarseness
in the current setting.

Table S20: Ablation study of PointVector and X-3D on ED5-OE with varying Bohr grid spacing and
MAE x 100 metric.

Model Bohr HOMO-2 HOMO-1 HOMO-0 LUMO+0 LUMO+1 LUMO+2 LUMO+3 Mean

0.2 1.9440.11 1.77+£0.04  2.02+0.04  3.51£0.21 3.39+0.26  3.47+£0.19  3.31+£0.16 277
0.3 1.80+0.03 1.74+£0.03 1.97£0.03  3.2340.11 3.05+0.13  3.24+0.04  3.14£0.02 2.60
PointVector 0.4 1.73+0.01 1.68+0.01 1.924£0.01  3.084£0.05 2.864+0.05 3.05+0.02  3.01%+0.02 2.48
0.5 1.84+0.05 1.7840.07  2.00£0.06  3.374+0.23  3.1740.25 3.35+022  3.234+0.15 2.68

0.2 1.76£0.02  1.71£0.02  1.93+0.01  3.09+0.02  2.884+0.02  3.05£0.01  3.0040.01 2.49
0.3 1.73£0.02  1.68+0.01 1.924£0.01  3.04+£0.01 2.81£0.01  3.00+0.02  3.0040.03 2.45
X-3D 0.4 1.754£0.02 1.7240.02  1.98+0.00  3.21+£0.01 3.02+0.02  3.25+0.04  3.20£0.03 2.59
0.5 1.76+0.01 1.74+£0.01 1.99£0.01  3.21£0.01  3.01£0.01  3.21+0.01  3.16%0.00 2.58

A.22 Details of ablation study on temperature 7

Table S21: Retrieval performance of ED5-MER with EquiformerV2 and X-3D across different
temperature 7 = {0.05,0.07,0.1,0.25,0.3,0.5}.

ED—MS MS—ED

T Top-1 Top-3 Top-5 Top-1 Top-3 Top-5

0.05  0.796+0.006  0.952+0.004  0.982+£0.002  0.790+0.003  0.947+0.003  0.980+0.002
0.07  0.7874£0.007  0.948+0.004  0.981£0.001  0.784£0.007  0.942+0.001  0.97740.003
0.1 0.782+0.009  0.943+0.005  0.97740.002  0.78240.006  0.939£0.004  0.9760.001
025 0.7764+0.002  0.9394+0.001  0.975£0.001  0.775£0.003  0.937+0.002  0.97240.001
0.3 0.776£0.007  0.938£0.001  0.974£0.002  0.778£0.004  0.935£0.003  0.971=£0.001
0.5 0.775£0.002  0.940+0.001  0.976+0.000  0.7774£0.002  0.934£0.001  0.970+£0.001

In retrieval tasks, we used the fixed temperature 7 = 0.07 in the InfoNCE loss, we chose this value
based on empirical evidence from prior works. Specifically, 7 = 0.07 has been shown to yield
strong performance in contrastive learning frameworks [84, |64], and remains widely adopted in
subsequent models [85)186]]. To assess robustness across temperature configurations, we conducted
an ablation study varying 7 € {0.05,0.1,0.25,0.3,0.5}, guided by values explored in prior literature
(87,188,189, 190]]. The experimental results are shown in Table@ Overall, the retrieval performance
across different temperatures is relatively consistent, with a maximum performance difference of just
2.1%. Additionally, we observed a clear trend: retrieval performance improves as the temperature
decreases. For instance, in the ED—MS task, as the temperature decreases from 0.5 to 0.05, the
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Top-1 performance steadily increases from 0.775 to 0.796. Therefore, we recommend using a lower
temperature to maintain higher performance.
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