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Abstract

Avoiding penalizing safety constraints while
learning solvable tasks is the main concern of Safe
Reinforcement Learning (SafeRL). Most prior
studies focus on solving SafeRL problems with
the on-policy algorithms, which obtain stable re-
sults at the expense of sample efficiency. In this
paper, we study SafeRL from the off-policy per-
spective. We argue that off-policy RL algorithms
are better suited for SafeRL as minimizing the
number of samples results in fewer safety penal-
ties. We show that off-policy algorithms achieve
better safety metrics for the same performance
level than on-policy competitors and provide a
benchmark of 6 modern off-policy algorithms
tested on 30 environments from the state-of-the-
art SafetyGymnasium environment set.

1. Introduction

Reinforcement learning (RL) aims to produce intelligent
agents that are able to solve given tasks by a sequence of
steps in time (Sutton & Barto, 2018). The field of safe
reinforcement learning (SafeRL) introduces an additional
layer of complexity by imposing safety constraints that the
agent must adhere to. The presented problem is in jointly
solving the task and operating safely in a given environment.
As RL algorithms are actively deployed in the real world
(Wu et al., 2023; Korshunova et al., 2022), safety concerns
become increasingly important. For example, controlling
a vehicle autonomously by an RL algorithm requires ad-
dressing several safety concerns for nearby pedestrians and
human-driven vehicles (Muhammad et al., 2020). From an-
other angle, the safety constraints can be usefully exploited
by an RL agent itself. Consider the case of learning a real-
world robot to interact with rigid objects in an environment.
Without implying safety constraints to the dangerous state
regions the robot may hurt the hardware by collisions which
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results in long expensive repairs. The challenge in SafeRL
problems is that behaving dangerously is a necessary aspect
of the learning process. Simultaneously, our goal is to mini-
mize dangerous behaviors since, in the real world, they may
lead to terminal states.

RL algorithms can be generally categorized based on how
they utilize samples from the environment. On-policy meth-
ods process incoming information from the environment
once without reuse. Employing environment paralleliza-
tion has proven these algorithms to be stable but sample
inefficient. In contrast to on-policy solutions, off-policy
algorithms propose storing incoming environment samples
and continuously reusing them to optimize the policy from
past trajectories. Methods operating in an off-policy fashion
have been proven to have better sample complexity (Lill-
icrap et al., 2015). Previous works on SafeRL problems
have focused on either on-policy solutions (Achiam et al.,
2017; Stooke et al., 2020; Marchesini et al., 2022) or a
combination of on-policy and off-policy methods (Sootla
et al., 2022; Yang et al., 2021). In recent years the research
community advanced in studying safer constraints and al-
gorithms. Nevertheless, SafeRL research currently lacks a
unified benchmark for studying off-policy algorithms. This
paper argues that off-policy approach is a more suitable
choice for SafeRL problems and proposes a unified bench-
mark for developing and analyzing SafeRL in an off-policy
fashion.

In this work, we conduct a benchmark of modern off-
policy algorithms on a variety environments from the
state-of-the-art SafeRL environments set (Ji et al., 2023).
We unify the algorithms using identical evaluation proce-
dures and learning routines, enabling easy future extension
and comparison. To facilitate the future development of
SafeRL off-policy solutions, we release the library OPRL
(https://github.com/schatty/oprl). The library combines the
discussed algorithms under the same evaluation routine and
provides a frameworks for future off-policy SafeRL research.
All learning curves, detailed reports of hyperparameters, and
environment versions are available on the associated project
website.
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2. Background

We consider a constrained reinforcement learning setup
(Altman, 1999), in which an agent interacts with an envi-
ronment £ at discrete time steps aiming to maximize the
reward signal while accumulating safety penalty costs. The
environment is a Markov Decision Process (MDP) that can
be defined as (S, A, R, p, ¢,7y), where S is a state space, A
is an action space, R is a reward function, c is the task cost,
p is a transition dynamics, and v € [0, 1] is a discount factor.
At time step ¢ the agent receives state s; € S and performs
action a; € A according to policy =, a distribution of a
given s that leads the agent to the next state sy according
to the transition probability p(s¢11]|s¢, as). After providing
the action to £, the agent receives a reward r; ~ R(s¢, az).
The discounted sum of rewards during the episode is defined
as a return Ry = Y, '~ tr(si, a;).

The RL agent aims to find the optimal policy my, with pa-
rameters #, which maximizes the expected return from the
initial distribution J(0) = E,~,, a,~x,[Ro]. The action-
value function () denotes the expected return when perform-
ing action a from the state s following the current policy
m

Q" (s,a) = Eg,np. ainn [Re]s,al . (1

In continuous control problems the actions are real-valued
and the policy 7y can be updated taking the gradient of the
expected return VJ(#) with deterministic policy gradient
algorithm (Silver et al., 2014):

VQJ(Q) = ESNPW [V‘IQW(Sva)|a:7r(s)v9770(5)] . (2)

Actor-critic methods are the dominating approach for off-
policy RL due to their stability and sample efficiency. Actor-
critic models employ two parameterized functions. An actor
represents policy 7 and the critic is an approximation of
the Q-function. The critic is updated with temporal differ-
ence learning by iteratively minimizing the Bellman error
(Watkins & Dayan, 1992):

Jo =E[(Q(st,ar) — (r +¥Q(st41,a641)))%] - ()

and the actor is learned to maximize the current () function:
Jr =E[Q(s,m(s))] - ©)

DDPG algorithm extends the DPG actor-critic method
(Silver et al., 2014) for use with deep neural networks (Lilli-
crap et al., 2015). The proposed deep architecture enables
the solution of complex continuous control tasks with a
high-dimensional action space. In DDPG, the parameters
of the Q-function are adjusted using an additional frozen
target network Qg which is updated by a proportion of 7 to
match the current Q-function 8 < 76 + (1 —7)6’

Jo =E[(Q(s;ar) — Q7] &)

where
Q' =r(st,ar) + Qo (s¢41,a"), 0" ~ g (s¢41).  (6)

TD3 is an improvement over DDPG algorithm that applies
several modifications to increase the stability and perfor-
mance of DDPG algorithm (Fujimoto et al., 2018). Firstly,
it introduces the second critic and proposes applying min
operation during the calculation of the target Q-value:

Q/ = T(Sm flt) +7min [Qé'(st+1v G/)7 sz(swh a’)]. @)

The proposed feature mitigates the Q-value overestimation,
addressing the observation that Q-function approximation is
prone to overestimating the true Q-value (Thrun & Schwartz,
2014). Additional changes include a reduced ratio of policy
update with respect to critic update and the application of
small noise from a normal distribution to the target Q-value,
enhancing regularization.

SAC algorithm utilizes the maximum entropy framework
by augmenting the RL objective with an entropy term
(Haarnoja et al., 2018). The proposed change improves
exploration in continuous action spaces providing better
results than previous deterministic approaches.

TQC is the distributional variant of SAC that improves
performance on complex continuous control environments
(Kuznetsov et al., 2020). TQC uses a distributional repre-
sentation of Q-value approximation as a set of quantiles and
drops the largest quantiles to reduce Q-value overestimation.

REDQ is a variant of SAC that focuses on increasing sam-
ple efficiency by implementing the following features: (1)
Increasing the ratio of network updates with respect to re-
ceived environment samples (2) Employing an ensemble of
Q-functions (3) Using the random subset of the Q-functions
from the ensemble during the min operation for Q-value tar-
get function update (Chen et al., 2020). As a result, REDQ
obtains higher sample efficiency at the cost of computational
complexity.

DroQ is the computationally efficient version of REDQ
that uses a smaller ensemble of dropout Q-functions (Hi-
raoka et al., 2021). The proposed Q-functions are equipped
with a dropout layer and layer normalization. The sug-
gested architectural improvements doubly increase compu-
tational complexity while maintaining comparative sample
efficiency.

3. SafeRL with Off-policy Algorithms

In this section, we first introduce the tasks provided by the
SafetyGymnasium benchmark (Ji et al., 2023). Then, we
describe the evaluation procedure for benchmarking off-
policy algorithms.
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3.1. SafetyGymnasium Benchmark
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Figure 1: Performance, mean and std of episodic return.
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Figure 2: Safety penalty, mean and std of episodic cost.

SafetyGymnasium presents the modern benchmark that en-
compasses safety-critical tasks in both single and multi-
agent scenarios, accepting vector and vision-only input. In
this work, we focus on single-agent vector input scenarios
for navigation and locomotion. We select 24 representative
navigation environments and all available locomotion prob-
lems. For the navigation problem, we evaluate three agents:
Point, Car, and Doggo on 4 tasks:

» Goal: the robot navigates to multiple goal positions; af-
ter reaching the goal, the next goal position is randomly
set.

* Button: the objective is to activate a series of goal
buttons distributed throughout the environment; after

reaching the current button one of the left buttons acti-
vated to be the next target.

» Push: the objective is to move a box to a series of goal
positions.

¢ Circle: the reward is maximized by moving along the
green circle and penalized for crossing the boundaries
that intersect with the circle area.

Each task is presented with two levels of difficulty, that
reflect the safety level. The second level presents more
hazards and unsafe regions for an agent making it difficult
to maintain a low safety cost. The safety penalty is repre-
sented as a binary signal. The reward signal is dense for all
environments.

For locomotion environments, the reward is given for gain-
ing a velocity with a safety constraint for excess of the speed
threshold.

3.2. Evaluation of Off-policy Algorithms

We evaluate 6 modern off-policy model-free RL algorithms
on a set of 24 navigation and 6 velocity environments. For
DDPG, TD3, SAC, and TQC we run 1M environment steps.
For REDQ and DroQ we run 100k environment steps due to
the increased computational complexity. However, REDQ
and DroQ achieve comparable results on a small number of
samples, often exceeding competitors due to the increased
sample efficiency.

During the training, we perform policy evaluation every
2e3 steps. At each evaluation, we run the policy on 10 test
random seeds with the subsequent averaging. Each training
is run 10 times with different training random seeds. For
TD3 and DDPG we use the source code from (Fujimoto
et al., 2018). For deriving SAC, we extend the original
TD3 code with an entropy objective. For REDQ and DroQ
we refer to the source codes from (Chen et al., 2020) and
(Hiraoka et al., 2021) respectively.

Following the evaluation procedure suggested in (Ray et al.,
2019) we report the following metrics. The average episodic
return J® indicates the success of accomplishing the task.
The episodic cost JC shows the average cost at the end
of the evaluation episode. This metric is used to show the
safety of the final evaluated policy. The cost rate J¢" is the
total cost accumulated during the training divided by the
number of environment samples. This metric indicates the
safety level during the optimization, which is crucial for the
agents in the real world.

The learning and safety curves during the training for naviga-
tion tasks presented in Figures 1 and 2 respectively. Results
for locomotion problems and numerical results over the last
10 evaluations are presented in Appendix. It is noteworthy
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that for some tasks, the lowest cost is achieved when the
agent fails to solve the task completely. If the agent does not
move, it has fewer chances to encounter hazards, thereby
minimizing its safety penalty. Since we are interested in
both solving the task and monitoring the sensible cost rate,
we highlight only those metrics for which the agent achieves
an episodic reward higher than some performance threshold.
We choose a threshold of 5, as agents empirically produce
sensible trajectories exceeding this value. The results indi-
cate the following observations:

* Policies that perform strongly typically incur high
costs, as they learn to execute longer trajectories, re-
sulting in higher returns but also encountering safety
penalties.

* The DDPG algorithm often fails to solve a task with
the complex Doggo agent.

* All off-policy algorithms perform poorly in the Push
task, where the agent needs to learn to move the given
rigid object to the desired position.

» Sample efficient REDQ and DroQ algorithm outper-
forms other algorithms for Circle task for the simple
Point and Car agents while performing comparatively
or poorly for the complex Doggo agent.

e For Point and Car agents, the majority of results
achieve convergence in terms of episodic return, while
for Doggo the return increase continues after 1M time
steps.

* For navigation problems, TQC and REDQ achieve the
best performance providing the highest episodic reward
for 5 out of 24 tasks. For locomotion, TQC shows the
highest return, outperforming other algorithms at 3 out
of 6 tasks.

* In terms of episodic cost, no algorithm achieves out-
standing safety, and the cost metric varies from task to
task. Interestingly, the lowest episodic cost does not
always match the lowest cost rate.

4. Experiments

In this section, we initially analyze the safety performance
of both on-policy and off-policy algorithms, empirically
showing that the off-policy approach is better suited for
safety-critical tasks. Secondly, we conduct an ablation study
for off-policy algorithms examining the impact of common
RL hyperparameters on the final agent’s performance.
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Figure 3: Learning curves of off-policy and on-policy ap-

proaches for SafetyPoint tasks.

4.1. Safety Performance of On-policy vs. Off-policy
Algorithms

We argue that off-policy algorithms are generally safer than
their on-policy competitors due to increased sample effi-
ciency. To illustrate that, we compare the trusted off-policy
baseline SAC (Haarnoja et al., 2018) with two common on-
policy baselines: PPO (Schulman et al., 2017) and TRPO
(Schulman et al., 2015). To ensure a fair comparison, we run
the algorithms using the same codebase with an identical
evaluation procedure implemented in StableBaselines3 (Raf-
fin et al., 2021). We run 10 random seeds on 1M timesteps
for four environments from SafetyGymnasium. Figure 3
shows the learning curves of the algorithms. SAC achieves
higher sample efficiency, meaning that it requires fewer sam-
ples to achieve the same return than PPO and TRPO. Next,
we compare the total cost that algorithms accumulate for
three pivotal episodic return points. The points correspond
to 10%, 50%, and 100% of minimal return across all algo-
rithms from the final episode. Figure 4 visualizes the total
costs gained by the agent at the moment of reaching the piv-
otal return. Off-policy algorithm incurs less cost penalties
compared to the on-policy algorithms.

We acknowledge that employing off-policy algorithms does
not eliminate concerns about the safety of RL solutions.
However, it decreases the safety penalty due to the fewer
numbers of environmental interactions. Therefore, it serves
as a more suitable foundation for the development of SafeRL
solutions.

4.2. Ablation Study

To better understand the design choices underlying off-
policy algorithms for the studied tasks, we conducted an ab-
lation study on common off-policy hyperparameters for the
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TD3, SAC, and TQC algorithms. We chose the task Safety-
PointButton1 due to its intermediate complexity compared
to other navigation tasks. Figure 5 presents the average
episodic return with variations in different hyperparameters:
batch size, replay buffer size, action rate, and critic archi-
tecture. Each experiment was conducted with 4 random
seeds.

The size of the replay buffer can be viewed as a trade-off
between on-policy and off-policy algorithms. A smaller
replay buffer size results in a greater reliance on recent
trajectories during policy optimization. The results suggest
that the navigation task benefits from a larger replay buffer
size across all algorithms. This implies that optimization
with transitions from past policy experiences enhance the
agent’s performance.

Batch size has proven to be a subtle hyperparameter that
frequently influences an agent’s performance and compu-
tational efficiency (Nikulin et al., 2022). In our ablation
study, algorithms do not exhibit significant benefits from
large batch sizes across all tested algorithms; instead, the
best performance is achieved at batch sizes of 64 and 128.

Repeating the same action for several time steps is a com-
mon reinforcement learning technique that has proven use-
ful for tasks not requiring high-precision control (Sharma
et al., 2016). However, in our experiments, we found that
repeating actions did not prove to be beneficial. The best
performance was achieved by using the action only once or
twice.

Several works emphasize the importance of critic size in
complex continuous control tasks (Kuznetsov et al., 2020;
Hansen et al., 2022). We compare critics of different sizes:
1 hidden layer of size 256 (1-256), 2 hidden layers of size

batch_size
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Figure 5: Off-policy algorithms ablation results for
SafetyPointButton1-v0. The top left figure shows the effect
of the batch size. The top right figure shows the effect of the
replay buffer size. The bottom left figure shows the effect
of the repeating action rate. The bottom right figure shows
the effect of different critic sizes.

256 (2-256), 2 hidden layers of size 512 (2-512), and 3
hidden layers of size 512 (3-512). For the TD3 algorithm,
performance increases with larger critic sizes, while SAC
and TQC exhibit their best performance with a 1-layered
critic.

5. Discussion

In this work, we present a benchmark for off-policy algo-
rithms applied to SafeRL problems. We address the lack of
an in-depth study concerning off-policy SafeRL solutions
by analyzing multiple metrics on six modern algorithms
across a variety of environments. In this study, we focus
on model-free RL algorithms for continuous control that
can be applied to both navigation and locomotion tasks. We
consider popular baselines such as DDPG, TD3, SAC, and
TQC, as well as state-of-the-art sample-efficient approaches
REDQ and DroQ. To understand the optimal architectural
choice, we conduct an ablation study on common off-policy
RL parameters.

The presented study highlights current limitations and future
research directions. All tested algorithms struggle to solve
the complex Push task. We hypothesize that RL algorithms
need more trajectories to generalize to such a complicated
problem. Another interesting direction is to change the prob-
lem perspective and employ the goal-oriented techniques
(Andrychowicz et al., 2017) to improve the density of the
reward signal.
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A. Appendix

A.1. Learning and Safety Curves for Locomotion Tasks
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Figure 6: Performance, mean and std of episodic return.
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Figure 7: Safety penalty, mean and std of episodic cost.
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A.2. Off-policy SafeRL Benchmark

DDPG \ TD3 SAC TQC REDQ DrQ
Env JR JC Jer ‘ JR JC Jer JR JC Jer JR JC Jger JR JC Jger JR JC Jger
PGl 20.61 6336 005 19.87 57.19  0.04 25.41 5036 0.04 2528 5413 0.04 | 2654 5068  0.05 25.61 4082 005
PBI 2502 137.17 0.3 1433 11412 0.09 2412 15846  0.10 2290 14931 0.10 889 11467 0.1 1799 13978 0.12
PP1 016 7088  0.03 0.25 6186  0.02 0.22 5907 0.2 0.90 7898  0.03 -0.28 4094 005 096 3224 005
PCl 26.16 13103 0.28 4430 17269 037 3603 18372 037 45.14 17253 037 5871 20026 035 5876 20628 037
CGl1 3456 5844 005 3345 6233 0.04 3339 6476 005 3345 60.15  0.05 7.26 8260  0.07 31.20 57.68  0.06
CBI 1688 37690 021 1367 36045 020 1524 39467  0.17 1632 33L10 0.4 012 10961 014 1423 34076 024
CPI 0.63 5657  0.04 0.11 3958 0.0l 0.33 3698 0.03 0.88 4012 0.03 0.37 5125 0.04 0.73 2938 0.06
ccl 932 14985 037 1280 17858 045 998 14122 043 1641 17101 040 | 2228 19707 034 2121 21190 037
DG1 3.05 3045 0.06 2025 6366 005 1.69 1269 0.04 17.89 5785 006 1.79 191 0.02 030 000 0.2
DBI 0.31 3036 0.10 4.11 6850  0.17 0.02 0.15  0.06 444 6316 0.2 0.06 006 001 0.15 006 00l
DPI -0.05 819  0.03 0.03 3816 001 -0.02 000 003 0.20 1561 003 030 727 002 0.15 000 0.0
DCI 5.13 8443  0.14 606 7865 024 221 2074 0.14 1079 13421 034 273 5995 0.08 462 10764  0.06
PG2 1862 15353 0.13 2017 16092 0.14 2237 16793 0.16 2356 186.60  0.17 2527 16678 0.16 2094 15518 0.16
PB2 2143 13657  0.14 1797 13935 0.12 2149 15249 0.13 2103 15233 0.2 379 12944 0.3 1731 169.00  0.15
PP2 045 5967 0.04 0.38 5242 0.02 0.35 4589 0.03 0.74 7373 0.04 0.32 5947 008 1.26 8020 0.07
PC2 3245 21640 047 3643 29319 0.62 4065 30539 0.70 45.14 35291 075 5856 39860  0.69 5820  397.24  0.69
CcG2 2900 209.09  0.16 2690 18899  0.16 2863  199.67  0.16 2929 19223 0.8 1.43 9550  0.14 2354 20208  0.18
CB2 17.18 31592 021 1597 31159 022 1572 34919 021 1834 28080  0.20 032 13865 016 1380 289.14 025
cP2 039 17100  0.05 0.1 9205 004 012 12803 003 0.25 7193 0.05 009 11960  0.10 091  217.08  0.12
cc2 1098 29543 0.67 1230 28139 081 706 22179 078 1370 31738 0.79 2228 39886 0.65 2115 41680  0.69
DG2 2.15 2996 0.05 2118 11992 0.09 0.06 598 0.04 2271 10984  0.12 0.50 035 001 0.25 00 001
DB2 144 4877 007 679 8397 010 0.02 023 0.04 3.03 7299 0.11 0.05 001 0.02 0.28 202 0.02
DP2 0.04 748 004 0.02 46.10 002 -0.01 00 005 0.02 1715 0.05 0.05 024 0.02 0.08 000 0.0
DC2 334 87.60 027 729 16422 035 152 25854 019 896 25854  0.62 379 12107 0.10 4.14 9092 0.1
Chth  9407.5 9792 087 | 84963 9794 091 | 9789.8 9794 092 | 11942.8 9480 090 | 6100.7 9784 072 | 67018 9797 082
Wik 785.4 1158 021 | 45742 8418 061 | 43300 8296  0.64 41933 6660 076 | 3486.8 7002 038 | 28426 59312 0.34
Hpr 1560.1 4202 078 | 30234 8687 090 | 3011.8 8411 0.90 1483.7 3236 090 | 30092 8580  0.88 | 1860.8 65042  0.86
Ant 14737 3374 012 | 26034 3179 009 | 42245 8204 043 4818.6 7243 071 | 30772 7660 032 | 16785  349.00  0.08
Swm 51.8 914 0.2 44.0 535 0.06 47.0 2.1 006 108.4 1604 013 67.8 824 0.1 55.9 5998 0.8
Hmn 530.5 L1 0.00 125.8 008  0.00 | 42984 0.10 0.0 3521.4 717 003 486.7 077 000 | 11227 080  0.00

Table 1: Performance and safety comparison of DDPG, TD3, SAC, REDQ, and DroQ. The navigation environment names
are coded with the [A][T][L] format, where [A] is the agent type (Point, Car, Doggo), [T] is the task (Goal, Button, Push,
Circle), and [L] is the level of difficulty. For episodic return .Jf* the maximum value across all algorithms is highlighted. For

the episodic cost .J¢ and the cost rate J°" the minimum value across algorithms are highlighted.



