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Abstract
We propose an unsupervised method to extract001
keywords from a single text. It is based on002
spatial distribution of words and the response003
of this distribution to a random permutation of004
words. The method allows inference of two005
types of keywords: local and global. Several006
classic literature texts demonstrate that such a007
classification of keywords is meaningful, and008
that this method significantly outperforms ex-009
isting methods (such as YAKE and LUHN)010
in terms of keyword extraction. Additionally,011
it is language-independent, applies to short012
texts (e.g. scientific papers) and uncovers basic013
themes in texts. Yet another keyword extraction014
scheme is proposed, but it applies only to texts015
with many chapters. It is less efficient than the016
previous one, and is formally similar to metrics017
used to evaluate scientists (h-index).018

1 Introduction019

Keyword identification is important for information020

retrieval and NLP, but is also challenging, because021

this concept did not so far got a formal definition022

(Firoozeh et al., 2020; Hasan and Ng, 2014; Kaur023

and Gupta, 2010; Siddiqi and Sharan, 2015). There024

is a general understanding that a keyword is likely025

to be a non-polysemic noun that should relate to026

themes of the text, in contrast to text’s rhemes. Poor027

results of evaluation metrics for keyword extraction028

prove that this task is not yet solved (Firoozeh et al.,029

2020; Hasan and Ng, 2014; Kaur and Gupta, 2010;030

Siddiqi and Sharan, 2015). There is even difficulty031

to generate ground truth keywords for documents032

(Firoozeh et al., 2020).033

Several approaches for keyword extraction em-034

ploy linguistic-based handcrafted rules (Firoozeh035

et al., 2020; Mihalcea and Tarau, 2004; Hulth,036

2003). They lack language independence power037

and ability to rank keywords via their relevance.038

The mathematical approaches fall into two main039

categories: unsupervised and supervised. The lat-040

ter includes methods like (Gollapalli and Yang,041

2017; Witten and Nevill-Manning, 1999; Turney, 042

2003; Song and Hu, 2003), it is also worth to men- 043

tion KeyBERT (key), which leverages pretrained 044

BERT(Devlin et al., 2018) based embeddings for 045

keyword extraction. Unsupervised approaches (Mi- 046

halcea and Tarau, 2004; Bougouin et al., 2013; Flo- 047

rescu and Caragea, 2017; Wan and Xiao, 2008; 048

Jones, 2004; Robertson, 2004; Rose et al., 2010; 049

Campos et al., 2018) include methods from statis- 050

tics, information-theory and graph-based ranking. 051

The first statistical approach to rank keywords 052

based on the simple frequencies of words was pro- 053

posed by Luhn (Luhn, 1958). He used Zipf’s law 054

for selecting frequent content words as keyword 055

candidates (Luhn, 1958). The best known and 056

widely used statistical approach is perhaps TF-IDF 057

scoring function (Jones, 2004; Robertson, 2004; 058

Firoozeh et al., 2020). It is based on the assumption 059

that important words occur frequently in a given 060

document, and appear rarely in the rest documents 061

of a corpus. In graph-based methods (Mihalcea and 062

Tarau, 2004; Bougouin et al., 2013; Florescu and 063

Caragea, 2017; Wan and Xiao, 2008) text is repre- 064

sented as a graph where nodes are words and rela- 065

tions between words are expressed by edges. Better 066

connected nodes (as determined by PageRank al- 067

gorithm) relate to keywords (Brin and Page, 1998). 068

These methods mainly differ by the principles used 069

to generate edges between words (Bougouin et al., 070

2013). Graph-based methods need only document 071

information, and hence are corpus independent in 072

contrast to TF-IDF. Ref. (Ortuño et al., 2002) was 073

one of the first attempts to use spatial distribution 074

of words in detecting keywords. In (Ortuño et al., 075

2002), the variance of the spatial distribution is 076

used for ranking keywords. Later works (Herrera 077

and Pury, 2008; Carretero-Campos et al., 2013; 078

Mehri and Darooneh, 2011; Mehri et al., 2015; 079

Zhou and Slater, 2003) suggest several modifica- 080

tions which appears leading to improved results; 081

e.g. Ref. (Zhou and Slater, 2003) proposes an alter- 082
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native metric for keyword extraction.083

Here, we also use the spatial distribution084

of words for keyword detection. Our corpus-085

independent method is based on comparing this086

distribution before and after a random permutation087

of words. In this way we capture two different088

types of keywords: global and local. Global key-089

words are spread through the text and the variance090

of their spatial distribution decreases after a ran-091

dom permutation of words. In contrast, local key-092

words are localized in certain parts of the text, so093

that the variance increases after a random permu-094

tation. Analyzing several classical texts, we saw095

that this structural difference between the keywords096

indeed closely relates to the content of the text; e.g.097

global and local keywords refer to (resp.) main098

and secondary characters of the text. Thus, global099

keywords give the general idea of the document,100

whereas local keywords focus our attention to some101

part of the text.102

Our method provides significantly better effi-103

ciency of keyword extraction then several known104

methods including LUHN (Luhn, 1958) and YAKE105

(Campos et al., 2018). In contrast to LUHN and106

YAKE, it does have a well-working score for key-107

words which allows to uncover themes of the text.108

Our method applies to relatively short text (scien-109

tific papers) and is nearly language-independent,110

as verified using translations in three languages:111

English, Russian and French.112

The rest of the paper is organized as follows. In113

section 2, we introduce the main method analyzed114

in this work and apply it to a few long texts. Section115

3 studies shorter texts (scientific papers). Section 4116

is devoted to another keyword extraction method117

that employs the fact that a long text is divided over118

sufficiently many chapters. We summarize in the119

last section.120

2 Method121

2.1 Lemmatization of texts122

English texts were preprocessed using Word-123

NetLemmatizer imported from nltk.stem (nlt). This124

library looks for lemmas of words from the Word-125

Net Database. The lemmatization uses corpus for126

excluding stop words (functional words) and Word-127

Net corpus to produce lemmas. WordNetLem-128

matizer identifies the intended part of speech and129

meaning of a word in a sentence, as well as within130

the larger context surrounding that sentence, such131

as neighboring sentences or even an entire text. We132

applied this lemmatization algorithm on nouns, ad- 133

jectives, verbs and adverbs to get maximal clean up 134

of the text. Any stemming procedure will be inap- 135

propriate for our purposes of extracting keywords, 136

since stemming may mix different parts of speech. 137

For inflected languages (e.g. Russian), the 138

lemmatization rules are more complex. For French 139

and Russian texts we used lemmatizers LEFFF (fre) 140

and pymystem3 (rus), respectively. 141

2.2 Spatial distribution of words 142

Let w[1], ..., w[ℓ] denote all occurrences of a word 143

w along the text. Let ζi denotes the number of 144

words (different from w) between w[i] and w[i+1]; 145

i.e. ζ i + 1 ≥ 1 is the number of space symbols 146

between w[i] and w[i+1]. Define the average period 147

t(w) of this word w, and the the spatial frequency 148

τ(w) via (Yngve, 1956): 149

t(w) =
1

ℓ− 1

∑ℓ−1

i=1
(ζ i + 1), (1) 150

τ(w) ≡ 1/t(w). (2) 151

Eq. (1) is not defined for ℓ = 1, i.e. for words that 152

occur only once; hence such words are to be ex- 153

cluded from consideration. Note that (ℓ−1)(t(w)− 154

1) equals to the number of words that differ from w 155

and occur between w[1] and w[ℓ]. Hence t(w) will 156

stay intact under redistributing w[2], ..., w[ℓ−1] for 157

fixed w[1] and w[ℓ]. Hence a random permutation 158

of all words in the text will leave t(w) nearly in- 159

tact for frequent words, and will increase it for not 160

frequent words; see Figs. 1(a) and 1(b). (Random 161

permutations were generated via Python’s numpy 162

library (per).) Here f(w) = Nw/N is the (ordi- 163

nary) frequency of w, where Nw is the number of 164

times w appeared in the text, while N is the full 165

number of words in the text. Appendix A explains 166

an interesting relation τ(w) > f(w) that holds for 167

the majority of words. 168

Given the average (1), let us define also the vari- 169

ance of the spatial period for word w (Herrera and 170

Pury, 2008; Carretero-Campos et al., 2013; Mehri 171

and Darooneh, 2011; Mehri et al., 2015; Zhou and 172

Slater, 2003; Ortuño et al., 2002; Yngve, 1956; 173

Carpena et al., 2009; Montemurro and Zanette, 174

2010): 175

var(w) = −t2(w) +
1

ℓ− 1

∑ℓ−1

i=1
(ζ i + 1)2. (3) 176

This quantity is already not invariant with respect 177

to word permutations. Using (3), we define 178

A(w) =
varperm(w)

var(w)
, (4) 179
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(a)

(b)

Figure 1: For two texts – Anna Karenina by L. Tol-
stoy (Tolstoy, 2013) (a) and Adventures of Huckle-
berry Finn by M. Twain (b) – we presented space fre-
quency τ(w) = 1/t(w) and the inverse space variance
1/var(w) versus word rank for all distinct words w of
each text; cf. (1, 3). Ranking of distinct words was done
via their frequencies, i.e. the most frequent word got
rank 1 etc. We also show τ(w) = 1/t(w) and 1/var(w)
after a random permutation of the words. It is seen
that the random permutation leaves τ(w) = 1/t(w) un-
altered for frequent words. In contrast, 1/var(w) is
seriously changed by the random permutation.

where varperm(w) is calculated via (3) but after a180

random permutation of all words of the text.181

When checking the values of A(w) for all dis-182

tinct words of several texts, we concluded that suffi-183

ciently small and sufficiently large values of A(w),184

A(w) ≤ 1

5
, (5)185

A(w) ≥ 5, (6)186

can be employed for deducing certain keywords 187

of the text. Eq. (5) uncovers global keywords of 188

the text, i.e. keywords that go through the whole 189

text. Taking a smaller value 1
5 ≤ A(w) ≤ 1

3 in 190

(5) leads to selecting a group of lower frequency 191

global keywords. This effect is shown in Figs. 1(a) 192

and 1(b) for two classic texts: Anna Karenina by L. 193

Tolstoy (Tolstoy, 2013) and Adventures of Huckle- 194

berry Finn by M. Twain (Twain, 2003). When the 195

words are arranged with respect to decreasing fre- 196

quency, global keywords appear as local minima of 197

1/var(w); cf. (3). These local minima do not sur- 198

vive a random permutation leading to a small value 199

of A(w) in (5); see Figs. 1(a) and 1(b). Likewise, 200

(6) refers to local keywords, i.e. those that appear 201

in specific places of the text. In Figs. 1(a) and 1(b) 202

they are seen as local maxima of 1/var(w). In con- 203

trast to local minima, maxima are located in the 204

domain of infrequent words. Local maxima also 205

disappear after a random permutation. Hence A(w) 206

in (5) assumes a larger value. 207

These relations of (5) and (6) with (resp.) global 208

and local keywords make intuitive sense. As we 209

checked in detail, spaces between global keywords 210

assume a broad range of values. This distribution 211

becomes more uniform after the random permuta- 212

tion, hence the variance decreases; cf. (5). Local 213

keywords refer to infrequent words and are local- 214

ized in a limited range of a text. Hence a random 215

permutation obviously increases the dispersion, as 216

implied by (6). 217

As our method relies on random permutations, 218

our results are formally dependent on the realiza- 219

tion of these permutations. Such a dependence is 220

weak: we noted that only a few keywords change 221

from one realization to another. However, we can- 222

not avoid random permutations. In particular, we 223

cannot rely on theoretical models of a random text; 224

see e.g. (Herrera and Pury, 2008; Mehri and Da- 225

rooneh, 2011). In a long text, the distribution for 226

spaces ζ i [c.f. (1)] after a random permutation is 227

asymptotically geometrical. But for the majority 228

of keywords this asymptotic is not reached, since 229

their frequency is not big. 230

2.3 Keywords extracted from Anna Karenina 231

The evaluation of extracted keywords was done 232

within our expert knowledge of classic Rus- 233

sian literature and specifically works by Tolstoy 234

(Gustafson, 2014). We separated these keywords 235

into 9 thematic groups: proper names of major char- 236
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Table 1: Words of Anna Karenina extracted via our method. For global keywords strong and weak cases mean
(resp.) that the words w were chosen according to A(w) ≤ 1

5 and 1
5 ≤ A(w) ≤ 1

3 ; cf. (5). Local keywords were
chosen according to A(w) ≥ 5; see (6). Keyword classes are denoted by upper indices. (1) proper names of major
characters; (2) proper names of secondary characters; (3) animals; (4) trains and railway; (5) hunting; (6) rural life
and agriculture; (7) local government (zemstvo); (8) nobility life and habits; (9) religion. The last group (10) denotes
words that were identified as keywords, but did not belong to any of the above groups. For each of 3 cases more
frequent words appear first. It is seen that more frequent words are more likely to be keywords.

Global keywords strong cases Global keywords weak cases Local keywords
levin(1), anna(1), vronsky(1),
kitty(1), alexey(1), stepan(1),
alexandrovitch(1),
arkadyevitch(1), dolly(1),
sergey(1), ivanovitch(1),
peasant, darya(1),
alexandrovna(1), varenka(1),
lidia(1), death, ivanovna(1),
laborer(6), mow(6), district(7),
stahl(1), bailiff(5), gun(5),
snipe(5), plough(6), rain,
lesson(10), lord(9), acre(6),
platform(4), natalia(1), built,
rich, overlook, river, crime(10),
rail(6), relate, throb, contrast,
puzzle, cheat(10), oppress,
irrational(10)

love, princess(8), brother,
carriage(4), horse(8), prince(8),
doctor(8), countess(8),
madame(8), sviazhsky(1),
land(6), seryozha(1),
konstantin(1), picture,
oblonsky(1), nikolay(1),
agafea(2), katavasov(2), grass(6),
yashvin(1), shoot(5),
mihalovna(2), officer(8), box,
marshal(7), mare(6), priest(9),
tree(6), forest(6), laska(3),
law(10), landowner(6), realize,
scythe(6), telegram(8),
meadow(6), bedroom(8),
argument, sledge, nobleman(8),
paint, article(8), professor(8),
scream, sky, trap, birch(6),
cow(6), debt(10), rent, punish,
sow(6), annushka(2), lightly,
sportsman(8), myakaya(2),
invalid, smart, parent, vividly,
maman(8), institution(7), stable,
distance, salary(10), educate,
firm, skirt, mahotin(2),
reconciliation, yellow, plump,
childrens, tatar(2), outer,
steward(8), cousin, loathsome,
sharp, splash, armchair(8),
understands, coarse, quicken,
grace, delicious, director(8),
unseen, selfpossession, cheese,
rate, physically, timidity,
tucked, reassure, sunday,
compartment, frost, minister(8),
won, king, repent, clock, wage,
shock, uncertain, deliver, cream,
silently, monday, captain(8),
shaft(6), matrona(8), strictly,
original

vassenka(2), golenishtchev(2),
election(7), skate(10), varvara(2),
pyotr(2), lizaveta(2), landau(2),
petrovna(2), gladiator(3),
metrov(2), tit(2), vote(7),
froufrou(3), ryabinin(2),
volunteer(8), nevyedovsky(2),
duel(8), scandal(8), tribe(10),
snetkov(2), lukitch(2),
mower(6), deacon(9), native,
korsunsky(2), hospital, remote,
mazurka(8), pilate(10),
sappho(10), villa(8), rival,
reed(6), bridegroom(8), krak(3),
merkalova(2), vorkuev(2),
photograph(8), yegor(2),
mitya(2), kapitonitch(2),
architect(8), intensely, elect(7),
golenishtchevs(2), pa(8),
birthday, trousseau(8),
transition, chalk, potato(6),
kritsky(2), ergushovo(6),
katya(2), weep, sympathetic,
repair, mais(8), seryozhas(2),
ballroom(8), classical,
vozdvizhenskoe(6), technique,
bedchamber(8), opium(8),
penetrate, tchirikov(2), rider,
palazzo(8), crown(8), remove,
miracle, intolerable, turk(2),
ballot(7), custom, nevsky(8),
adultery(8), ditch, musical
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acters; proper names of secondary characters; ani-237

mal names; trains and railway; hunting; rural life238

and agriculture; local governance; nobility life and239

habits; religion; see Table 1. Recall that this classic240

novel with more than 800 pages features more than241

a dozen major characters and many lesser charac-242

ters. The names of these characters are certainly243

keywords, because they inform us about charac-244

ter’s gender (’anna’ vs. ’vronsky’), age (’alexan-245

drovitch’ vs. ’seryozha’) and the social strata; e.g.246

’tit’ vs. ’levin’. Proper nouns provide additional247

information due to name symbolism employed by248

Tolstoy; e.g. ’anna’=’grace’; ’alexey’=’reflector’;249

’levin’=’leo’ is the alter ego of Tolstoy (Gustafson,250

2014).251

All the main character names came out from our252

method as strong global keywords holding condi-253

tion A(w) ≤ 1
5 in (5): ’levin’, ’anna’, ’vronsky’,254

’kitty’, ’alexey’, ’stepan’, ’dolly’, ’sergey’; see Ta-255

ble 1 for details. Many pertinent lesser characters256

came out as local keywords, as determined via con-257

dition (6); e.g. ’vassenka’, ’golenishtchev’, ’var-258

vara’; see Table 1. Important characters that are not259

the main actors came out as weak global keywords,260

e.g. ’seryozha’, ’yashvin’, ’sviazhsky’.261

The novel is also known for its animal charac-262

ters that play an important role in Tolstoy’s sym-263

bolism (Gustafson, 2014). Our method extracted264

as local keywords the four main animal characters:265

’froufrou’, ’gladiator’ ’laska’, ’krak’. Trains are266

a motif throughout the novel (they symbolize the267

modernization of Russia), with several major plot268

points taking place either on passenger trains or at269

stations in Russia (Tolstoy, 2013; Gustafson, 2014).270

Our method extracted among the global keywords271

’carriage’, ’platform’ and ’rail’. Hunting scenes272

are important in the novel depicting the life of Rus-273

sian nobility. Accordingly, our method uncovered274

keywords related to that activity: ’snipe’, ’gun’,275

’shoot’. Two major social themes considered in the276

novel are local democratic governance (Zemstvo)277

and the agricultural life of by then mostly rural Rus-278

sia. For the first we extracted keywords: ’district’,279

’bailiff’, ’election’ etc. And for the second: ’mow’,280

’lord’, ’acre’, etc. A large set of keywords are pro-281

vided by Russian nobility’s living and manners,282

including their titles, professions and habits; see283

Table 1. Religion and Christian faith is an impor-284

tant subject of the novel. In this context, we noted285

keyword ’Lord’, ’priest’, ’deacon’; see Table 1. Fi-286

nally, a few words stayed out of these thematic287

groups but was identified as keywords: ’lesson’, 288

’crime’, ’cheat’, ’salary’, ’irrational’, ’law’, ’skate’, 289

’tribe’. 290

2.4 Comparison with known methods of 291

keyword extraction and language 292

dependence 293

Using Anna Karenina (Tolstoy, 2013), we com- 294

pared our approach with two well known methods 295

that also apply to a single text (i.e. do not require 296

corpus): LUHN (Luhn, 1958) and YAKE (Cam- 297

pos et al., 2018); see also (yak) that discusses ad- 298

vantages of YAKE with respect to several other 299

methods. 300

– 282 words were extracted via each method. 301

Then keywords were identified using our general 302

expertise on classic Russian literature. Table shows 303

that for three languages (English, Russian, French) 304

our method is better in terms of the percentage of 305

extracted keywords. The relatively poor perfor- 306

mance of YAKE and LUHN can be explained via 307

the fact they focus on relatively short content words 308

that are not likely to be keywords. We quantified 309

this by calculating the mean number of letter in 310

each set of 282 words. For our method, LUHN 311

and YAKE the mean is (resp.) 6.95, 5.43 and 5.5; 312

cf. the fact that the average number of letters in 313

English content word is 6.47 (for stop word it is 314

3.13) (Miller et al., 1958). 315

– The three methods have scores for words. In 316

LUHN and our method the score coincides with the 317

word frequency. However, for LUHN and YAKE 318

the score did not correlate with the feature of be- 319

ing keyword. For our method it certainly did, i.e. 320

by selecting only high-score words we can signif- 321

icantly enlarge the percentage of keywords com- 322

pared to what is seen in Table 2. These two facts 323

(low density of keywords plus no correlation with 324

their score) make impossible to extract thematic 325

groups of keywords via LUHN and YAKE; cf. the 326

discussion after (6). 327

– Another comparison criteria between the three 328

methods is the amount of nouns in words that were 329

not identified as keywords. This criterion is a proxy 330

for the difficulty of identifying keywords, which are 331

known to be mostly nouns. Our method again fares 332

better than both LUHN and YAKE; see Table 2. 333

Table 2 also addresses the language dependence 334

of the three methods that was studied in three ver- 335

sions (English, Russian and French) of Anna Karen- 336

ina. It is seen that our method performs compa- 337
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rably for English and Russian, which are morpho-338

logically quite distinct languages. For French the339

performance is worse, but overall still comparable340

with English and Russian. Altogether, our method341

is language-independent.342

3 Shorter texts: scientific papers343

Our main example is a well-known paper writ-344

ten by Jaynes (Jaynes, 1957) in the cross-link of345

statistical physics (that studies features of many-346

particle systems in terms of entropy, energy and347

temperature) and probabilistic inference, which348

deals with random events, (subjective) probability349

events, estimation etc. These two different fields be-350

came mutually beneficial after Ref. (Jaynes, 1957)351

proposed the maximum-entropy method (Jaynes,352

1982). Hence we expect two different sets of key-353

words.354

It turns out that a relatively short length of355

Ref. (Jaynes, 1957) prevents the direct applicabil-356

ity of (5, 6). Instead, we followed the logic of357

Figs. 1(a) and 1(b): we ranked all distinct words358

of Ref. (Jaynes, 1957) with their frequencies, and359

then looked within this sequence for local mini-360

mas of A(w); cf. (4). In a very few cases, where361

the local maxima was quasi-degenerate, i.e. two362

nearby words have close values of A(w), we took363

the word that also provided a local maxima for364

A4(w) that is defined analogously to A(w) in365

(4), but with the four-order variance var4(w) =366
1

ℓ−1

∑ℓ−1
i=1 (ζ i+1−t(w))4 instead of the usual vari-367

ance in (3). Words from the first column of Table 3368

came out in this way (we mention only the first369

such 15 words, and the number in brackets is the370

frequency rank for each word). It is seen that not371

much keywords related to statistical physics came372

out. Looking at local maxima of A(w) among the373

ranked words produced the the second column of374

Table 3. This set provides more non-keywords375

than in the first column. Still the majority are key-376

words, and some of them are highly-relevant, e.g.377

’maximum-entropy’.378

The method is limited (as compared e.g. to the379

analysis of Anna Karenina), since Ref. (Jaynes,380

1957) is a relatively short text. Hence we tried the381

following extension of the method: we repeated the382

text two times, then applied a random permutation383

to the whole (twice longer) text and implemented384

(4). A new set of keywords came out via selecting385

local minimas of A(w); see the third column of386

Table 3. It is seen that most keywords now relate to387

statistical physics. Combining the three columns of 388

Table 3 together we get a set of keywords that does 389

reflect the interdisciplinary character of (Jaynes, 390

1957). A peculiar point of scientific papers is that 391

the first 5-10 most probable words do likely con- 392

tain keywords. However, many keywords are not 393

among the most-probable words. Our method was 394

able to find them, as seen in Table 3. We should 395

mention that some obvious keywords of (Jaynes, 396

1957) were not detected via our method. 397

4 Keyword extraction and distribution of 398

words over chapters 399

Long texts are frequently divided into sufficiently 400

many chapters. It is an interesting question whether 401

this fact can be employed as an independent crite- 402

rion for extracting keywords. To search for such 403

criteria, let us introduce the following basic quanti- 404

ties. Given a word w and chapters c = 1, .., Nchap 405

we define mw(c) ≥ 0 as the number of times w ap- 406

peared in chapter c. Likewise, let Vw(s) be the 407

number of chapters, where w appeared s ≥ 0 408

times; i.e.
∑

s≥s0
Vw(s) is the number of chap- 409

ters, where w appears at least s0 times. We have 410∑Nchap

c=1 mw(c) = Nw, and 411∑
s≥0

sVw(s) = Nw, (7) 412

where Nw is the number of times w appears in 413

the text. Hence, mw(c)/Nw is the probability that 414

taking w randomly will end up in chapter number 415

c. sVw(s)/Nw is the probability that taking w ran- 416

domly will end up in a chapter, where w appear s 417

times. 418

It appears that quantities deduced from 419

mw(c)/Nw do not lead to useful predictions con- 420

cerning keywords. In particular, this concerns 421

the entropy −
∑Nchap

c=1
mw(c)
Nw

ln mw(c)
Nw

and correla- 422

tion function
∑Nchap

c1,c2=1 |c1− c2|mw(c1)mw(c2) to- 423

gether with its generalizations. In contrast, the 424

following mean 425∑
s≥0

s2Vw(s)

Nw
, (8) 426

related to sVw(s)/Nw predicts sufficiently many 427

global keywords; see Table 4. Similar 428

results are found upon using the entropy 429

−
∑

s≥0
sVw(s)
Nw

ln sVw(s)
Nw

instead of (8). Eq. (8) is 430

calculated for each word and then words with 431

largest value of (8) are selected. For Anna Karen- 432

ina, at least the first 35-36 words selected in this 433
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Table 2: Comparison of 3 different keyword extraction methods for English, Russian and French version of Anna
Karenina. Here “nouns” means the percentage of nouns in non-keywords. For all cases our method fares better than
LUHN and YAKE, whose performances are comparable.

Method English
keywords

English
nouns

Russian
keywords

Russian
nouns

French
keywords

French
nouns

LUHN 15.6 % 54 % 14.1% 51.1% 19.2% 62.3 %
YAKE 15.6 % 55 % 14.8% 49.2% 18% 60 %
Our method 55.6 % 82 % 55% 86.2% 50.7% 77.3%

Table 3: Keywords of Ref. (Jaynes, 1957) extracted via various means. We shadowed non-keywords and underlined
keywords related to statistical physics. Other words are keywords related to probabilistic inference. Square brackets
indicate the rank of the word (ranked according to the frequency).

Local minima of A(w) defned
via (4)

Local maxima of A(w) Local minima of A(w) for the
text repeated two times

probability [1], distribution [4],
function [7], prediction [12],
temperature [14], fact [24],
subjective [26], argument [29],
event [34], uncertainty [36],
mathematical [42], form [47],
method [50], equal [54],
expectation [58],

statistical [1], theory [5],
problem [9], case [11],

maximum-entropy [13],
inference [15], type [20], value

[24], macroscopic [27], point
[32], knowledge [40], photon
[44], objective [48], average

[53], question [57], total [62],
maximum [66]

probability [1], entropy [6],
energy [8], prediction [12],

temperature [14], estimate [18],
condition [20], reason [25],

argument [29], event [32], noise
[36], total [56], heat [62],

definite [78], particle [94]

Table 4: First column: 36 words from Anna Karenina that have the highest score of YAKE (Campos et al., 2018).
Keywords are indicated by the number of their group; see Table 1. Among 36 words there are 25 non-keywords.
Keywords refer mostly to group (1).
Second column: 36 words of Anna Karenina extracted via looking at distribution of words over chapters, i.e. at the
largest value of (8). Only 2 words out of 36 are not keywords. Several keyword groups are represented.

36 words having largest score of YAKE 36 words having largest values of (8)
levin(1), anna(1), vronsky(1), alexey(1), kitty(1),
stepan(1), hand, alexandrovitch(1), smile, thought,
arkadyevitch(1), time, love, face, eye, felt, man,
feel, talk, life, answer, day, wife, begin, long,
knew, turn, child, sergey(1), husband, work,
princess(8), room, ivanovitch(1), people, woman

levin(1), alexey(1), alexandrovitch(1), varenka(2),
vronsky(1), kitty(1), doctor(8), stepan(1),

scythe(6), anna(1), arkadyevitch(1), marsh(6),
countess(8), katavasov(2), priest(9), darya(1),
veslovsky(2), alexandrovna(1), seryozha(1),
mare(6), sviazhsky(2), mihailov(2), brother,

dolly(1), grass(6), sergey(1), princess(8), mow(6),
marshal(7), konstantin(2), ivanovitch(2),

peasant(6), lidia(1), sick, petritsky(2)
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way are keywords. Minor exclusions are seen in434

Table 4, which also shows that this method is much435

better than YAKE both in quantity and quality of436

keyword extraction. The advantage of this chapter-437

based method is that it does not depend on random438

permutations. The drawbacks are seen above: it439

depends on the existence of sufficiently many chap-440

ters (hence it certainly does not apply to texts with441

a few or no chapters), and it addresses only some442

of keywords.443

Vw(s) effectively appears in scientometry: the444

word w, chapters of the text, and Vw(s) can be445

mapped to (resp.) a scientist, papers he/she pro-446

duced, and the number of citations each paper got447

(Sidiropoulos et al., 2007). Using this analogy, one448

can define for a word w its h-index hw: w appears449

hw times in at most hw chapters (Sidiropoulos et al.,450

2007). A bigger hw means that w appears more451

in a larger number of chapters. However, when it452

comes to uncovering keywords, hw is less useful453

than (8).454

5 Conclusion455

We proposed a method for extracting keywords456

from a single text. The method employs spatial457

inhomogeneties in word distribution and motivates458

the introduction of two types of keywords, local459

and global. For long texts our analysis confirms460

that such a separation is semantically meaningful.461

The method was illustrated on several classic litera-462

ture texts and scientific papers. Our main examples463

are Refs. (Tolstoy, 2013) and (Jaynes, 1957). In464

both situations we relied on expert evaluation of465

keywords and were able to extract thematic groups466

of keywords. The semantic difference between467

local and global keywords is blurred for short texts.468

The method outperforms several existing meth-469

ods for keyword extraction, such as LUHN (Luhn,470

1958) and YAKE (Campos et al., 2018). The ad-471

vantage of our method is not occasional, since472

we confirm that it generally extracts more nouns473

and longer content words than YAKE and LUHN.474

There is generally a correlation between both of475

these features and being a keyword. Our method is476

also language-independent, to the extent we were477

able to check with several translations of the same478

text. It shares this advantage with LUHN and479

YAKE.480

We also worked out a method of keyword ex-481

traction that uses the fact that a text has sufficiently482

many chapters. This method is working better than483

LUHN and YAKE, but it is inferior to the previous 484

one. However, it does have interesting similarities 485

with metrics that are proposed to evaluate the pro- 486

ductivity of scientists. We believe this method does 487

have a potential for further development. 488

Our future work will be adding some function- 489

ality for n-grams analyses, so that we can extract 490

from a text not only single words but also phrases 491

of length 2 and bigger. Yet another feature we are 492

going to implement is to modify the spatial mean 493

and variance of the word [see (1, 4)] such that they 494

reflect the local frequency of the word. 495
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A Spatial frequency versus ordinary643

frequency644

Here we discuss two features of space-frequency645

τ(w) of a word w [see (1)], and the ordinary fre-646

quency f(w).647

1. If a word w is distributed homogeneously,648

then τ(w) defined via (1) is expressed via the ordi-649

nary frequency f(w). If in addition, this is a suffi-650

ciently frequent word, then τ(w) ≈ f(w) = ℓ/N ,651

where we assume that N ≫ 1 and ℓ ≫ 1. In-652

deed, for the homogeneous distribution of w within653

the text all ζi are equal: ζi = ζ, where ζ is de-654

fined from placing the word w among N words655

(placing Nf(w) times with equal intervals). Hence656

Nf(w)+(Nf(w)+1)ζ = N and τ(w) = 1
ζ+1 =657

1
N
+f(w)
1
N
+1

. Whenever f(w) ≫ 1
N (and naturally658

1 ≫ 1
N ) we get τ(w) = f(w), i.e. the space fre-659

quency coincides with the ordinary one. It is seen660

that the largest value τ(w) = 1 is achieved for661

ζ i = 0 when all appearances of the word w come662

after each other without any other word in between.663

The smallest value of τ(w) = 1
N−1 is achieved for664

ζ1 = N − 2 with just two appearances of w that665

come as the first and last words of the text.666

2. In all texts we studied we noted the following667

relation668

τ(w) > f(w), (9)669

that holds ∼ 80 % of text words w. This set in-670

cludes frequent words. We validated the follow-671

ing explanation for (9). After (1) we indicated672

that τ(w) stays invariant with respect to a cer-673

tain class of permutations of words in the text.674

Hence, aiming to calculate τ(w) for a given fre-675

quent word w we can employ the Bernoulli process676

of text generation, assuming that each word is gen-677

erated independently from others, and equals w678

not (w) with probability f(w) (1 − f(w)). For679

spatial intervals s between the occurrences of w680

the Bernoulli process produces the geometric dis- 681

tribution p(s) = (1− f)sf . Now the mean of this 682

distribution is f
∑∞

s=0s(1 − f)s = (1−f)
f , whose 683

inverse τ(w) ≃ f(w)/(1− f(w)) holds (9). 684
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