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Abstract
Deep neural networks (DNNs) are vulnerable to
adversarial noise. Denoising model-based defense
is a major protection strategy. However, denois-
ing models may fail and induce negative effects
in fully white-box scenarios. In this work, we
start from the latent inherent properties of adver-
sarial samples to break the limitations. Unlike
solely learning a mapping from adversarial sam-
ples to natural samples, we aim to achieve denois-
ing by destroying the spatial characteristics of
adversarial noise and preserving the robust fea-
tures of natural information. Motivated by this,
we propose a defense based on information dis-
card and robust representation restoration. Our
method utilize complementary masks to disrupt
adversarial noise and guided denoising models
to restore robust-predictive representations from
masked samples. Experimental results show that
our method has competitive performance against
white-box attacks and effectively reverses the neg-
ative effect of denoising models.

1. Introduction
Deep neural networks (DNNs) have achieved great success
in many fields, such as computer vision (He et al., 2016;
Dosovitskiy et al., 2020) and speech recognition (Wang
et al., 2017). However, DNNs were found to be vulnerable
to adversarial samples which were crafted by adding imper-
ceptible but adversarial noise on natural samples (Szegedy
et al., 2014; Goodfellow et al., 2015). This vulnerability
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raised security concerns about the reliability of DNNs in
decision-critical deep learning applications.

A major class of adversarial defense pre-processes input
samples to alleviate the interference of adversarial noise
In particular, the denoising model-based defense strategy
exploited DNNs to remove adversarial noise and restore
natural information of original natural samples (Liao et al.,
2018; Jin et al., 2019; Naseer et al., 2020). In addition,
this strategy was typically scalable, i.e., the defense can
be deployed to different tasks without retraining the target
model (Naseer et al., 2020). Thus, defensive denoising
model have shown great potential to safeguard target models
from adversarial attacks.

However, experienced attackers usually considered the pos-
sibility that defenses being used (Athalye & Carlini, 2018)
and deployed powerful attacks to disrupt defenses. Recent
researches (Carlini & Wagner, 2017a; Tramer et al., 2020)
showed that the protection for general target models by
defensive denoising models was significantly weaker in a
fully white-box scenario (i.e., the attacker had access to all
information about the defense and target models). In addi-
tion, the studies in Zhou et al. (2021) revealed a robustness
degradation effect. That is, for adversarially trained tar-
get models, applying a defensive denoising model reduced
rather than improved the robust accuracy against white-box
attacks. The white-box attacks here aimed at disrupting the
overall model (i.e., the ensemble of the denoising model and
target model). Moreover, simply incorporating defensive
denoising models into adversarial training cannot effectively
handle this negative effect (Zhou et al., 2021).

To solve above problems, we sought breakthroughs from
the latent inherent properties of adversarial samples. On the
one hand, considering the perturbations carefully crafted
by adversarial attacks had spatial characteristics (Qian &
Tolkova; Tsipras et al., 2018; Aydin et al., 2021; Wang et al.,
2022), adversarial noise might lose its destructiveness when
it was spatially corrupted. We conducted a proof-of-concept
experiment in Section. 3.2 and its result showed that the
interference of adversarial noise was effectively suppressed
via spatial information discard. On the other hand, adver-
sarial samples retained a lot of natural information from
original natural samples (called retained natural informa-
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Figure 1. Difference between the proposed denoising model and
general denoising model. Instead of directly bring the restored
representations close to the natural samples, the proposed approach
was dedicated to disrupting adversarial noise via complementary
masks, and guiding the restored representations to sufficiently
capture robust and predictive features in natural information.

tion). This retained information naturally had non-robust
and robust features from the natural samples (Ilyas et al.,
2019). Non-robust features were susceptible to perturba-
tions and led to wrong predictions while robust features
were the opposite (Ilyas et al., 2019; Kim et al., 2021). The
representations restored by denoising models were usually
guided to be consistent with natural samples. They thus
had non-robust features and were vulnerable to adversar-
ial perturbations (like natural samples). Fortunately, the
retained natural information contained non-robust features.
If we can emphatically restore robust representations from
latent robust features of retained natural information in the
denoising process, the target model will hardly be misled by
the perturbations on restored representations, i.e., achieving
reliable representation restoration. This will be beneficial to
enhance the effectiveness of denoising models.

Motivated by above inspirations, we proposed a defen-
sive denoising model based on information discarding and
robust representation restoration (DIR). As shown in Fig-
ure. 1, instead of directly learning the mapping from ad-
versarial samples to natural samples, our method aimed to
actively suppress the destruction of adversarial noise and
restore robust and predictive representations.

Specifically, we first performed information discard on ad-
versarial samples by constructing complementary masks
with fixed spatial ratios. Based on the spatial redundancy
of images (Bastani et al., 2010; Hu et al., 2020; He et al.,
2022) and the retained natural information in adversarial
samples, we leveraged a masking-related generative net-
work (He et al., 2022) as the denoising model to restore
missing natural representation from preserved neighboring

pixels. However, the restored representation might contain
many non-robust features. For this reason, a game-based
mechanism was designed to promote the robustness of the
representations. We crafted specific perturbations against
the representations by mining and exploiting their residual
non-robust features. The distance between the original and
perturbed representations in the high-level decision space
was measured. By minimizing this distance, the denoising
model was guided to restore robust representations from
latent robust features in masked samples. Moreover, adver-
sarial training on the denoising model was performed as a
basis for achieving robustness in white-box scenarios. The
adversarial samples were crafted against the overall model.

The main contributions in this paper are as follows:

• Starting from inherent properties of adversarial sam-
ples, we aimed to protect target models by destroying
spatial characteristics of adversarial noise and emphat-
ically preserving latent robust features of retained nat-
ural information during the denoising process.

• We proposed a defense method based on informa-
tion discard and robust representation restoring. Our
method utilized complementary masks to disrupt ad-
versarial noise, and guided denoising models to restore
robust-predictive representations from masked samples
by designing specific noise against denoised samples.

• Quantitative experiments on white-box and adaptive
attacks were performed. The results showed that the
proposed method effectively defended against adversar-
ial noise and handled the robustness degradation effect.
Multiple ablation studies were conducted to compre-
hensively demonstrate the effectiveness of information
discard and robust representation restoration.

2. Related works
Adversarial attacks. Adversarial samples were pioneer-
ingly proposed by Szegedy et al. (2014), they were crafted
by adding imperceptible but adversarial noise on natural
samples. Many works generated adversarial noise along the
directions of gradients which maximized loss functions. For
example, the one-step fast gradient sign method (FGSM)
(Goodfellow et al., 2015) method, the multiple-step pro-
jected gradient descent (PGD) method (Madry et al., 2018)
(the strongest first-order attack) and the autoattack (AA)
method (Croce & Hein, 2020b) which formed a parameter-
free, computationally affordable and user-independent en-
semble of attacks. In addition some optimization-based
methods (Carlini & Wagner, 2017b; Rony et al., 2019; Croce
& Hein, 2020a) minimized the size of adversarial noise
while ensuring that target models were misleading. In this
work, The adversarial attacks in white-box scenarios aimed
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to disrupt the defensive denoising model while perturbing
the target model.

Adversarial defenses. To mitigate the threat posed by ad-
versarial noise, the researches on adversarial defenses have
drawn increasing attention. Adversarial training (AT) was
proposed as a typical adversarial defense strategy, which fo-
cuses on exploiting adversarial samples to help train the tar-
get model and has shown remarkable effectiveness (Madry
et al., 2018; Zhang et al., 2019; Wang et al., 2019; Wu et al.,
2020a;b). Another major class of adversarial defense is pre-
processing strategy, which typically has higher scalability
than AT (Naseer et al., 2020) Among pre-processing de-
fenses, compared with feature squeezing (Guo et al., 2018;
Xu et al., 2017) and adversarial detection (Ma et al., 2018;
Qin et al., 2019), denoising models (Liao et al., 2018; Hill
et al., 2021) can remove adversarial noise and effectively
retain the original information of natural samples.

Denoising model-based methods usually exploit DNNs to
learn a mapping from adversarial samples to natural sam-
ples. However, experienced attackers may have access to
defenses through model stealing or other malicious behav-
iors. The studies in Zhou et al. (2021) have shown that
some defensive denoising models were broken by white-box
attacks and even provided negative defense for adversari-
ally trained target models, such as APE-GAN (Jin et al.,
2019), high-level representation guided denoiser (HGD)
(Liao et al., 2018) and neural representation purifier (NRP)
(Naseer et al., 2020). In this work, we are committed to
improving the effects of defensive denoising model in the
white-box scenario. We achieve effective denoising by dis-
carding spatial information of adversarial noise and restor-
ing robust representation from retained natural information.
Moreover, some works (Xia et al., 2019; Wu et al., 2021;
Xia et al., 2022; Li et al., 2022) inferred natural data by
learning a transition relationship between adversarial data
and natural data. In future work, our method was expected
to combine with this mechanism to explore more effective
denoising-based defenses.

Randomized smoothing. Randomized smoothing samples
K Gaussian noises for one input sample, and our method
samples K masks for one input sample. Both our method and
randomized smoothing use the sampling operation. How-
ever, our method also has some differences from random-
ized smoothing. On the one hand, our approach aims to
improve the robustness of the target model by removing the
adversarial noise through denoising the model. Random-
ized smoothing aims to use samples with Gaussian noise
to train a smoothed classifier. The optimization object of
our method is not the same as that of randomized smooth-
ing. On the other hand, the proposed method samples the
mask but random smoothing samples the Gaussian noise.
We use the mask to discard part of the adversarial noise in

adversarial samples to destroy its structure while preserving
sufficient useful information for sample restoration. This is
different from random smoothing that adds Gaussian noise
to the original natural samples.

3. Methodology
3.1. Notation

The random variables and their specific realization were de-
noted by capital letters and lower-case letters, respectively.
Let X , Y represent the variables for natural samples and
corresponding labels, and X ′, Y ′ represent the variables
for adversarial samples and corresponding adversarial la-
bels. Variables (X,Y ) constituted a data distribution, where
(X,Y ) ∈ X ×{1, 2, . . . , C}, X was the feature space of X
and C was the number of label categories. A set of natural
examples {(xi, yi)}Ni=1 was sampled from (X,Y ), where
n was the number of examples. We defined a classifica-
tion function as f : X → {1, 2, . . . , C} and a denoising
function as g : X ′ → X , where X ′ denoted the feature
space of the variable for adversarial samples. The classifica-
tion and denoising functions can be parameterized via deep
neural networks (DNNs). We used hθ and gω as the clas-
sification model (i.e., the target model) and the denoising
model respectively, where θ and ω are the model parameters.
Given the classification model hθ, denoising model hω and
a natural example (x, y), the adversarial sample x′ in the
white-box scenario was formulated as follows:

softmax(hθ(gω(x
′))) ̸= y s.t. ∥x− x′∥ ≤ ϵ, (1)

where y denoted the label y in the one-hot vector form and
∥ · ∥ denoted the norm (e.g., L∞-norm: ∥ · ∥∞).

3.2. Motivation

DNNs are facing threats from widespread adversarial at-
tacks. As protectors, adversarial defenses need to take into
account worst-case scenarios, such as white-box scenarios
where both target models and defense models are leaked to
the attackers). The protections provided by the defensive
denoising models for the naturally trained target models can
be significantly broken by the white-box attacks (Carlini
& Wagner, 2017a; Tramer et al., 2020). Even, for robust
target models (trained by standard AT (Madry et al., 2018),
TRADES (Ding et al., 2019) or MART (Wang et al., 2019)),
deploying a denoising model can be counterproductive, lead-
ing to a decrease in robust accuracy (Zhou et al., 2021). This
may be due to the fact that the denoising model suffers from
the corruption of white-box attacks and generates apparently
anomalous textures (Kos et al., 2018; Ru et al., 2019; Sun
et al., 2020).

A straightforward solution was to construct adversarial sam-
ples against the overall model and used them to train the
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denoising model. Unfortunately, although the adversarially
trained denoising model can alleviate the apparently anoma-
lous textures, the generated representations still contained
residual noise. This approach improved the adversarial ac-
curacy, but it still lagged behind the performance of a single
adversarially trained target model (see the experiment in
Section. 4.3). To enhance the abilities of denoising models,
we explored the potential inherent properties of adversar-
ial samples from the perspectives of adversarial noise and
retained natural information to handle above issues.

(I) Spatial characteristics of adversarial noise. Previous
studies showed that carefully crafted adversarial noise often
exhibited potential spatial characteristics (even if adversarial
attacks do not involve spatially specialized designs) (Tsipras
et al., 2018; Aydin et al., 2021). For the spatial semantics of
the objective, the adversarial noise usually had correspond-
ing perturbations in the global structure (Yang et al., 2019;
Wang et al., 2022). Given that denoising models had the
ability to learn spatial information (e.g., preserving the spa-
tial semantics of objectives from input samples), the spatial
characteristics of adversarial noise might be carried over
into the residual noise.

If the adversarial noise in input samples was corrupted in
pixel space, the spatial characteristics of residual noise in re-
stored representations will be affected, and the interference
to target models will be reduced as a result. We conducted
a proof-of-concept experiment to validate this hypothesis.
More details were presented in Appendix. A. As shown in
Figure. 2, we removed the adversarial noise at different spa-
tial rates and calculated attack success rates against naturally
and adversarially trained models. The evaluations on sev-
eral different attack algorithms showed that the interference
of adversarial noise was significantly reduced when it was
spatially removed by more than 50%.

(II) Latent features of retained natural information. For
adversarial samples, they were similar to natural samples
in terms of human vision and can be correctly classified by
humans. This indicated that adversarial samples retained
a lot of information from natural samples (called natural
information). The studies in Ilyas et al. (2019) had indicated
that natural samples had latent non-robust features, which
were easily disturbed by small perturbations to affect the
prediction of models (Ilyas et al., 2019; Kim et al., 2021).
Denoising models usually guided the restored representa-
tions to be consistent with natural samples for obtaining
correct predictions. However, the reliability of restored rep-
resentations had not been well considered. In the absence of
specific constraints, the restored representations were prone
to preserve non-robust features from retained natural infor-
mation due to their close resemblance to natural samples.
The residual noise can exploit the latent non-robust features
in the restored representations to mislead target models.
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Figure 2. The impact of spatial disruption on adversarial noise and
natural information. We randomly discarded pixels with different
spatial ratios (horizontal coordinate) and then calculated the robust
accuracy of the naturally trained target model (solid line) and the
target model trained by standard AT (Madry et al., 2018) (dotted
line). The results reflected that the destructiveness of adversarial
noise (crafted by PGD and MIFGSM (Dong et al., 2018)) was
significantly weakened when it was discarded by more than 50%.

Fortunately, in addition to non-robust features, natural sam-
ples also contained latent robust features and the retained
natural information naturally had sufficient robust features.
These features were predictive and can guide target models
to correctly classify objectives in noisy environments (Ilyas
et al., 2019). In the denoising process, if robust features can
be maintained while non-robust features were marginalized,
the restored representations were expected to be robust to
target models, i.e., perturbations on restored representations
will not break target models. This was beneficial to improve
the protection ability of denoising models.

3.3. The proposed defense

Motivated by above inspirations, we proposed a denoising
model-based defense based on two main modules: infor-
mation discard and robust representation restoration. The
schematic diagram of our method was shown in Figure. 3.

Information discard. Our method destroyed the spatial
characteristics of adversarial noise by discarding the spa-
tial information of adversarial samples. We randomly con-
structed complementary masks {m}K1 (K is the number of
masks) at a fixed ratio, and respectively overlaid them on the
input adversarial sample x′ to achieve the information dis-
card. Of course, part of the natural information retained in
the adversarial sample was also lost, which may lead to the
failure of classification. Fortunately, in view of the spatial
redundancy of images, the missing spatial semantics can be
recovered and denoised by the global position of each patch
in the complete image using a deep neural network with
the pixel information of the patch itself., e.g., the masked
autoencoder (He et al., 2022).

Based on this, we leveraged a masking-related generative
network as the backbone of the denoising model gω. To
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Figure 3. The schematic diagram of the proposed method. Our method constructed a defensive denoising model based on information
discarding and robust representation restoration (DIR). The information discard was performed to destroy the spatial characteristics
of adversarial noise by introducing random and complementary masks on adversarial samples. To restore robust representations from
the latent robust features of natural information, a game-based mechanism was designed. We crafted specific perturbations on restored
representations to maximize the distance (e.g., KL divergence) between original representations and perturbed representations in the
decision space (see blue box at the bottom). Adversarially, the denoising model was optimized to minimize the distance by minimizing
Lrep. In addition, we performed adversarial training on the denoising model by minimizing Ladv . The adversarial samples used are
crafted against the ensemble of the denoising model and target model.

drive the denoising model to achieve the basic representa-
tion restoration and denoising, we pre-trained the denoising
model according to the following optimization objective:

min
ω

N∑
i=1

K∑
k=1

∥∥gω (
x′
i ×mk

i

)
− xi

∥∥2
2

, (2)

where mk
i denoted the k− th constructed mask for x′

i. Note
that the denoising model was not adversarially trained here,
and the used adversarial samples x′ are only crafted against
the target model hθ. The purpose of pre-training was only to
facilitate the ability of the denoising model to extract the ef-
fective objective semantics from the remaining neighboring
pixels (as was done in (He et al., 2022)).

Robust representation restoring. For a denoising model,
robust restored representations was defined to satisfy the
following condition:

hθ(x̃+ δ) = hθ(x̃), (3)

where x̃ = gω(x
′ × m) and δ denoted the perturbation

crafted against the target model. That is, perturbations de-
ployed on the robust restored representations did not manip-
ulate the predictions of the target model. However, when

the restored representations were closely aligned with the
natural samples, the non-robust features from the retained
natural information were easily be exploited to induce ad-
versarial perturbations. We aimed to guide the denoising
model to reduce the involvement of non-robust features
and focus on restoring representations from potential robust
features. Unfortunately, the distance between the restored
representations and the latent robust features of natural infor-
mation cannot be measured directly. We therefore designed
a game-based mechanism to indirectly guide the restoration
of robust representations.

Based on the definition of robust restored representations,
we naturally constructed specific perturbations on the re-
stored representations according to the following objective:

max
δ

KL(hθ(x̃+ δ), hθ(x̃)), (4)

where KL(·, ·) denoted Kullback-Leibler Divergence. The
perturbations mined the residual non-robust features in the
restored representations and exploited them to maximize
the anomalies in the high-level feature space of the target
model. Conversely, the denoising needed to block the ag-
gressive behavior of specific perturbations. It thus worked to
minimize the distance between the original representations

5



Eliminating Adversarial Noise via Information Discard and Robust Representation Restoration

Algorithm 1 Defensive denoising model based on
information discarding and robust representation restora-
tion (DIR).
Input: Target model h with adversarially trained param-

eters θ, denoising model g parameterized by ω, batch
size n, epoch number E, training dataset D and pertur-
bation budget ϵ.

1: Pre-train gω by using natural samples and adversarial
samples crafted against hθ according to Eq. 2;

2: for e = 1 to E do
3: Read mini-batch B = {xi}ni=1 from training set D;
4: Randomly construct a group of complementary

masks {mk
i }Kk=1 for each sample xi in B;

5: Craft white-box adversarial samples {x′
i}ni=1 against

the ensemble of gω and hθ at the given perturbation
budget ϵ for each sample xi in B;

6: for i = 1 to n (in parallel) do
7: Forward-pass {x′

i×mk
i }Kk=1 through gω and obtain

restored representation x̃i;
8: Craft specific perturbation δi on x̃i via Eq. 4;
9: end for

10: Calculate Lrep, Ladv and Lden using Eq. 5, Eq. 6
and Eq. 7, respectively;

11: Back-pass and update ω;
12: end for.

and perturbed representations in the feature space. The loss
function for the denoising model is shown as follows:

Lrep(x
′,m;ω) =

N∑
i=1

KL (hθ (x̃i + δi) , hθ (x̃i)) ,

x̃i =
1

K

K∑
k=1

gω
(
x′
i ×mk

i

)
,

(5)

where δi denoted the specific perturbation on x̃i. The re-
stored representation was obtained by fusing the representa-
tions generated for the different masks and averaging them.
By alternatively gaming, the denoising model was expected
to focus on preserving potential robust features of retained
natural information and have the ability to restoring robust
representations.

Adversarial training on denoising model. In addition to
the information discard and robust representation restora-
tion, as a basis, we performed adversarial training on the
denoising model. The adversarial training data x′ was gen-
erated via PGD attack against the ensemble of the denoising
model gω and the target model hθ. The adversarial loss for
the denoising model was formulated as:

Ladv(x
′,m;ω) =

N∑
i=1

C∑
c=1

yci log (p
c (x̃i)) , (6)

where pc(·) denoted the operation to obtain the predicted
probability corresponding class c. The overall loss function
used to optimize the denoising model was formulated as:

Lden = Ladv + α · Lrep, (7)

where α was the trade-off hyperparameters. Detailed set-
tings were presented in Section. 4.1 and the algorithm of
our method was shown in Algorithm. 1. The code can be
found in https://github.com/chenyyyykun/DIR.

4. Experiments
4.1. Experiment settings

Target models. In this work, we conducted experiments on
the SVHN (Netzer et al., 2011) and CIFAR-10 (Krizhevsky
et al., 2009) datasets. For both datasets, a ResNet-18 net-
work (He et al., 2016) was utilized as the backbone of the
target model. We used standard AT strategy to train the
target model and utilized this target model to participate
in the training of the denoising model. The perturbation
budget is 8 / 255, the step number is 5 and the step size is 2 /
255. In addition, we used TRADES (Ding et al., 2019) and
MART (Wang et al., 2019) strategies to train target models
respectively and employed them to evaluate the defenses.

Defense models. Considering that our method contained
an information discard module, we needed a mask-related
generative network for denoising and representation restora-
tion. Referring to the works in Dosovitskiy et al. (2020), we
adopted a vision transformer block-based network (Vaswani
et al., 2017) as the backbone of the denoising model. Mean-
while, according to the conclusions in simMIM (Xie et al.,
2022), we choose a spatial ratio of 50% to construct masks,
i.e., K = 2. We used four denoising model-based methods
as the baselines. They were APE-GAN (Jin et al., 2019),
high-level representation guided denoiser (HGD) (Liao et al.,
2018), neural representation purifier (NRP) (Naseer et al.,
2020) and joint adversarial training based pre-processing
(JATP) (Zhou et al., 2021). The denoising models of these
methods were trained by using adversarial samples against
the adversarially trained target model (trained by standard
AT). The other settings of baselines were consistent with
those on CIFAR-10 in their original papers. For our method,
the denoising model was trained using SGD (Andrew &
Gao, 2007) with momentum 0.9, weight decay 2 × 10−4.
The learning rate was initially set to 10−2, which is divided
by 10 at the 75 − th and 90 − th epoch. The epoch for
the pre-processing process was 20. Referring to the early
stopping strategy (Rice et al., 2020), the epoch number was
set to 90 and the hyperparameter α is set to 2.0. The attack
used in all methods was PGD attack (Madry et al., 2018)
with a perturbation budget of 8 / 255, a step number of 5
(for faster training), and a step size of 2 / 255.
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Figure 4. The examples of restored representations. The images from top to bottom are natural samples or white-box adversarial samples
against our model, representations restored by a baseline (e.g., HGD) and representations restored by our method. More details are
presented in Appendix. B (e.g., white-box adversarial samples against the model of HGD and restored representations of natural samples).
It can be seen that our method effectively reduces the apparent anomalies in the restored representations.

4.2. Evaluations of defense effectiveness

Robust accuracy against white-box attacks. We first
used white-box adversarial samples to evaluate the denois-
ing model-based defenses. The adversarial samples were
crafted against the ensemble of the denoising model and
target model. Four strong adversarial attack algorithms were
deployed, they were PGD, AA, MIFGSM (MI) (Dong et al.,
2018) and VNIFGSM (VNI) (Wang & He, 2021). The main
parameters of PGD, MI and VNI were set as follows: a
L∞-norm, a perturbation budget of 8 / 255, a step number
of 20 and a step size of 2 / 255.

The restored representations are shown in Figure. 3.3. Our
method effectively reduces the apparent anomalies in the
restored representations, which indicates the higher relia-
bility of our denoising model. Of course, there are local
differences in our restored representations from the original
natural samples. The color textures in many patches are
altered. This may be because these information contains
more non-robust features (Ilyas et al., 2019) and is therefore
more likely to be perturbed by residual noise to mislead the
target model. Our denoising model is guided to focus on
latent robust features and may thus modify these informa-
tion to restore robust representations. Quantitative results
in Table. 1 also verify the effectiveness of our method. It
can be seen that our method achieved better performances
on both CIFAR-10 and SVHN. As shown in the results of
the third, fourth, fifth and sixth rows in the table, the robust
degradation effect is induced in such white-box scenario,
i.e., their robust accuracy is lower than that of a single adver-
sarially trained target model (the results in the None row).
Our method reverses this negative effect and achieves higher
robust accuracy. In addition, we observe the separation be-
tween different classes of restored representations under the
white-box PGD attack via UMAP (McInnes et al., 2018). As
shown in Figure. 5, our method presents a clearer separation

Table 1. The robust accuracy (percentage) against white-box at-
tacks on CIFAR-10 and SVHN. We showed the best result with
bold. None denoted the target model without defensive denoising
model, and it was adversarially trained by standard AT.

Dataset Defense Natural PGD AA MI VNI

CIFAR

None 85.20 45.72 42.26 47.43 47.39
APE-GAN 84.79 28.65 12.91 30.02 29.96
HGD 84.36 18.07 13.85 19.67 19.63
NRP 84.53 21.90 15.32 22.43 22.37
JATP 85.04 44.16 40.27 44.60 44.56
DIR(Our) 85.11 54.27 51.34 55.62 55.57

SVHN

None 91.27 50.83 45.16 51.90 51.85
APE-GAN 90.76 33.14 17.89 35.07 34.98
HGD 90.64 27.49 20.37 28.83 28.76
NRP 90.71 34.73 21.84 36.29 36.21
JATP 90.82 47.72 43.87 49.34 49.27
DIR(Our) 90.79 55.30 51.61 56.70 56.64

compared to the HGD defense. Moreover, we evaluated the
cross-model defense effectiveness of our method by transfer-
ring the well-trained denoising model (for the target model
adversarially trained by standard AT) to the target models
adversarially trained by TRADES and MART, the results
were shown in Table. 2.

Robust accuracy against adaptive attacks. Considering
that masking, pre-processing and randomness are involved
in our method, we utilized three adaptive attacks for further
evaluation. We first designed a masking-related adaptive
attack based on the following rule:

x∗
t+1 = Πx+S (x∗

t + τ sign (∇x∗ℓ(hθ(gω(x
∗
t )), y))) , (8)

where x∗ = x×m, S denoted a set of allowed perturbations
and τ denoted the step size. This adaptive attack had access
to the masks used in our defense and crafted targeted adver-
sarial noise for each mask. The adversarial accuracy of our
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Table 2. The robust accuracy (percentage) against white-box at-
tacks on CIFAR-10. We transferred the denoising model to other
adversarially trained target models.

Target model Defense Natural PGD AA

Trained by TRADES

None 82.67 49.59 46.63
APE-GAN 82.14 31.70 13.59
HGD 82.37 23.49 14.63
NRP 82.23 27.65 14.90
JATP 82.61 48.13 44.46
DIR(Our) 82.53 55.43 51.72

Trained by MART

None 81.93 50.65 48.12
APE-GAN 81.69 33.67 14.24
HGD 81.64 25.01 15.17
NRP 81.70 29.34 16.91
JATP 81.85 48.30 45.16
DIR(Our) 81.76 56.04 52.23

OurHGD

Figure 5. The separation between different classes of restored rep-
resentations under the white-box PGD attack. Compared with the
left panel, the points with the same color (i.e., samples from the
same category) were more aggregated in the right panel, and the
points with different colors (i.e., samples from different categories)
were more clearly separated. This indicated that our method pre-
sented a better denoising effect for classification.

method against this adaptive attack (with a step number of
40 and a step size of 2 / 255) is 53.68% on CIFAR-10.

We then combined the backward pass differentiable ap-
proximation (BPDA) strategy (Athalye et al., 2018a) and
PGD (with a step size of 40) to construct an adaptive at-
tack. BPDA found a differentiable approximation such as
g∗(x) ≈ g(x) and computed the gradient by replacing g(x)
with g∗(x) on the backward pass. The BPDA strategy can
be used on an arbitrary network, even if it is already differ-
entiable, to obtain a more useful gradient (Athalye et al.,
2018a). In addition, we leveraged the expectation over time
(Athalye et al., 2018b) strategy to further target the ran-
domness used in defenses. We toke two related defenses
for comparison. ME-Net (Yang et al., 2019) did not have
a DNN-based denoising model, but it utilized a random
masking strategy. Similar to ME-Net, the work in Hill et al.
(2021) constructed a energy-based model for adversarial pu-
rification and introduced random variation. The adversarial
accuracy against adaptive attacks were shown in Table. 3.

Table 3. The robust accuracy (percentage) against adaptive attacks
on CIFAR-10. Two defenses in Yang et al. (2019) were evaluated,
one is naturally trained (ME-Net) and the other is adversarial
trained (ME-Net-A). We called the defense in Hill et al. (2021) as
EBM. The adversarial algorithm is PGD with a step number of 40.

Attack ME-Net ME-Net-A EBM Ours
BPDA+EOT 15.26 32.10 51.43 52.09

Table 4. Robust accuracy (percentage) of naturally trained target
model and the time cost (millisecond) of the training process in
one epoch on CIFAR-10. We compared the results with HGD and
JATP on the same dataset.

Method HGD JATP Ours
Accuracy 20.57 27.06 39.12
Time 291k 349k 527k

Our method maintained the defense effectiveness against
masking-related adaptive attacks and presented better per-
formances against BPDA and EOT adaptive attacks.

Moreover, we performed attacks against the target model on
restored representations to verify the robustness of restored
representations:

x◦
t+1 = Πx̃+S (x◦

t + τ sign (∇x̃ℓ(hθ(x
◦
t ), y))) , (9)

where x◦ denoted the perturbation on restored representa-
tion. The robust accuracy of JATP and our method against
this attack (20 steps) was 26.79% and 42.16%. Our restored
representations exhibited relatively better robustness.

Robust accuracy based natural model. For a naturally
trained target model (i.e., a simple undefended target model),
as shown in the result of Table. 4, our method still shows
good robust accuracy.

However, our method requires more time cost which re-
sults are shown in Table. 4, this is due to the use of vision
transformer and the introduction of an additional adversar-
ial learning process in the robust representation restoration
module. The additional time cost is a limitation of our
method. Considering the significant gain in robust accuracy
resulting from the proposed method, the cost is relatively
worthwhile.

4.3. Ablation studies

Information discard. We explored the influence of masks
with three different spatial ratios (i.e., 30%, 50%, and 70%)
on our denoising model. Corresponding to the three ratios,
the natural and adversarial accuracies were 87.34%, 85.11%,
77.68% and 49.63%, 54.27%, 50.16%, respectively. Our
model exhibited the optimal comprehensive performance
when the spatial ratio was 50%, which was similar to the
finding in Xie et al. (2022).
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Robust representation restoration. We evaluated the in-
fluence of the robust representation restoration by varying
the hyperparameter α in the range [0.0, 5.0]. As shown in
Figure. 6(a), we found the module of robust representation
restoration can significantly improve the adversarial accu-
racy compared to adversarial training alone (i.e., α = 0). We
observed that our model performed relatively well in both
adversarial accuracy and natural accuracy when α = 2.0,
and we thus set α to 2.0 by default.

Excluding the influence of adversarial training on the
proposed denoising model. To more clearly present the
role of information discard and robust representation restora-
tion, we performed adversarial training on the denoising
models of baselines and compared our model with them.
The results in Figure. 6(b) showed that our method still
presented better performances.

The pre-training procedure. We canceled the pre-training
procedure and introduce the mean square error between
restored representations and natural samples into Lden. The
adversarial accuracy was reduced from 54.27% to 47.21%
and more time consumption (about 1.1 times) was requested.

Depth of the denoising model. We found that the number
of encoder and decoder layers had less impact on the natural
accuracy. When the number of encoder layers was less than
8 or the number of decoder layers was less than 2, the robust
accuracy decreased significantly. Considering that more
layers required more hardware and time consumption, we
chose an encoder of 8 layers and a decoder of 2 layers. The
results were presented in Appendix. C.

5. Conclusion
Denoising model-based defenses aim to remove adversarial
noise from input adversarial samples. They have shown
strong potential in defending against adversarial attacks.
However, defensive denoising models are easily broken and
even cause negative effects on adversarially trained target
models in white-box adversarial environments. To handle
this issue, we destroy the spatial characteristics of adversar-
ial noise and focus on restoring the latent robust features
from natural information retained in adversarial samples
during the denoising process. We proposed a method based
on information discard and robust representation restora-
tion. These two modules were implemented by introducing
complementary masks on input samples and by perform-
ing a perturbation-related game against the target model
on restored representations, respectively. Empirical results
demonstrated the effectiveness of the proposed method. The
limitations of this work are the additional time consump-
tion required due to the introduced game and the lack of
evaluation on larger datasets. We will address these issues
in future work, such as using fast adversarial training (An-
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(b) Robust accuracy of adversarially trained defenses

Figure 6. Ablation studies on CIFAR-10. The adversarial samples
were crafted by PGD with a step number of 20. None denoted the
robust accuracy of the target model trained by standard AT.

driushchenko & Flammarion, 2020). Overall, our work aims
to explore and improve the performance of defensive denois-
ing models in worst-case scenarios to help counter complex
potential threats in the real world.
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A. Proof-of-concept experiment in Section. 3.2.
To perform information discard, we randomly constructed masks with different spatial ratios. That is, we replace the masked
regions in the adversarial noise or natural samples with zero-valued pixels. For adversarial noise crafted by PGD with a step
number of 20 and a step size of 2 / 255, we added masked noise to the original natural samples and calculated the robust
accuracy. For natural samples, we directly discarded pixels and calculated the natural accuracy. The used target model is
adversarially trained by standard AT.

B. Examples of restored representations
We presented some representations restored by our method and a baseline (e.g., HGD) in Figure. 7. Our method had less
apparent anomalies compared with HGD and its adversarially trained vision. This indicated the higher reliability of our
denoising model. In addition, we found that there were local differences in our restored representations from the original
natural samples. The color textures in many patches were altered. This might be because these information contains more
non-robust features and was therefore more likely to be perturbed by residual noise to mislead the target model. Our
denoising model was guided to focus on latent robust features and might thus modify these information to restore robust
representations. Of course, we noted that the representations restored by our method had raster-like textures, which we
would further address in future work. However, this issue did not seem to significantly affect the classification of the restored
representations by the target model. Objectives in these representations were usually classified normally in human vision.
Quantitative results also verified the effectiveness of our method.

C. Depth of the denoising model
We explored the influence of the depth of the denoising model on adversarial accuracy. We found that the number of encoder
and decoder layers in a suitable range had less impact on the natural accuracy. When the number of encoder layers was less
than 8 or the number of decoder layers was less than 2, the robust accuracy decreased significantly. Considering that more
layers required more hardware and time consumption, we chose an encoder of 8 layers and a decoder of 2 layers to construct
the denoising model in this work. The results were presented in Table. 5.

Table 5. The influence of the depth of the denoising model on CIFAR-10. We compute the natural accuracy and the adversarial accuracy
against adversarial samples crafted by PGD.

Encoder layer Decoder layer Natural accuracy Adversarial accuracy
4 1 84.20 48.23
4 2 84.21 49.97
6 1 84.25 52.01
6 2 84.27 52.63
8 2 85.11 54.27
12 4 85.37 54.32
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Figure 7. The examples of restored representations. The images from top to bottom are natural samples or white-box adversarial samples
against our model, representations restored by our method, natural samples or white-box adversarial samples against a baseline (e.g.,
HGD), representations restored by HGD and representations restored by the adversarially trained vision of HGD. It can be seen that our
method effectively reduces the apparent anomalies in the restored representations.
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