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Abstract

This paper introduces MovieCORE, a novel video question answering (VQA)
dataset designed to probe deeper cognitive understanding of movie content. Unlike
existing datasets that focus on surface-level comprehension, MovieCORE empha-
sizes thought-provoking questions that engage System 2 thinking while remaining
specific to the video material. We present an innovative agentic brainstorming
approach, utilizing multiple large language models (LLMs) as thought agents to
generate and refine high-quality question-answer pairs. To evaluate dataset quality,
we develop a set of cognitive tests assessing depth, thought-provocation potential,
and syntactic complexity. We also propose a comprehensive evaluation scheme
for assessing VQA model performance on deeper cognitive tasks. Our work con-
tributes to advancing movie understanding in AI systems and provides valuable
insights into the capabilities and limitations of current VQA models when faced
with more challenging, nuanced questions about cinematic content. We will make
our agentic annotation system, the dataset and its metadata publicly available.

1 Introduction

Movie audiences consciously or subconsciously absorb information about actors’ states of mind,
body language, and expressions to infer their moods and empathize with their situations. Most people
would agree that such inferences are crucial to truly understanding a movie. Despite the significance
of this deeper level of understanding in cinematic experiences, existing movie-based video question
answering (VQA) datasets have yet to fully explore this aspect of film comprehension.

Recent movie-based VQA datasets [14, 13, 12] primarily focus on surface-level understanding,
neglecting the challenge of comprehending movies at a deeper cognitive level. They predominantly
address the “what” by posing questions such as “What is the relationship between the actors?”
or “What time does the video take place?”, and largely overlook the “how,” “why,” and “why
not” questions crucial for achieving a profound understanding of movies. While EgoSchema [11]
attempted to delve beyond the obvious, its more profound questions often remain general and could
apply to virtually any video.

This paper presents MovieCORE, a VQA dataset that emphasizes questions and answers with the
potential to engage our System 2 thinking – the slow, deliberate, and logical cognitive processes
– while remaining specific to the video in question. We acknowledge the inherent subjectivity in
responses to “why” or “why not” questions, but argue that this subjective element is precisely what
makes the task both challenging and significant. To address the challenge of obtaining comprehensive
and faithful question-answer pairs, we implement an agentic brainstorming approach. This method
utilizes multiple large language models (LLMs) as thought agents to achieve superior question-
answer (QA) refinements through continuous discussions. We then rigorously review a subset of the
generated QA pairs to ensure high quality. Furthermore, we employ a set of cognitive tests to assess

∗Corresponding Author.

38th Conference on Neural Information Processing Systems (NeurIPS 2024).



our dataset’s depth and syntactic complexity. Lastly, we evaluate existing VQA models on our dataset
to gauge their performance on these more challenging cognitive tasks.

Our key contributions can be summarized as follows:

• We introduce MovieCORE, a VQA dataset focused on deep, thought-provoking questions
and answers specific to movie content.

• We develop an agentic brainstorming approach using multiple LLMs as thought agents to
generate and refine high-quality QA pairs.

• We implement a set of cognitive tests to evaluate the depth, thought-provocation, and
syntactic complexity of VQA datasets.

• We design a comprehensive evaluation scheme to assess the accuracy, comprehensiveness,
depth, and coherence of answers from existing VQA models.

• We evaluate several VQA models on our dataset in both zero-shot and fully-supervised
settings, offering insights into their performance on deeper cognitive tasks.

2 Dataset Creation and Curation

To address the challenge of obtaining question-answer pairs that delve into deeper levels of movie
understanding, we introduce an agentic annotation workflow. This approach leverages the deliber-
ative capabilities of multiple Large Language Models (LLMs) acting as specialized agents, each
contributing unique perspectives to the annotation process. We start with video context extraction to
make sure our text-only annotation agents have enough information about the video.

2.1 Video Context Extraction

The videos for our dataset are sourced from MovieChat-1k [13], a collection of 1,000 movie clips
averaging 10 minutes each. We use 986 of these clips, as 14 were either unavailable or lacked
necessary annotations. MovieChat-1k, being a VQA dataset, already provides high-level information
for each video, such as temporal setting (e.g., ancient or modern) and metadata like the movie’s
genre. Although some videos in the original dataset include dense captions, we observe inaccuracies
and imbalanced scene descriptions. As a result, we exclude these captions, focusing instead on the
existing QA pairs and movie metadata.

To provide video context, we utilize MiniCPM-v2.6 [17], an open-source model with visual capa-
bilities comparable to GPT-4V. We prompt it with a carefully curated set of eight questions (shown
in Figure 2) designed to extract a multi-dimensional understanding of the video. These questions
address narrative structure, thematic focus, emotional tone, key events, character dynamics, genre,
and target audience. The extracted information serves as Data Info priors for our annotation agents.

2.2 Agentic Annotation Workflow
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Figure 1: The Critic Agent, acting as the master of cere-
monies (MC), orchestrates interactions among specialized
agents using video context and task instructions.

Our workflow, illustrated in Figure 1,
employs a multi-agent system orches-
trated by a central Critic Agent act-
ing as the master of ceremonies (MC).
Using the Agentic AI framework au-
togen [15], we deploy instances of
GPT4-o for the VQA Expert and Meta
Reviewer roles, with GPT4-o-mini
powering the other expert agents. The
process begins as the Critic Agent re-
ceives task instructions and video con-
text (Data Info) extracted as described
in Section 2.1. The System II VQA
Expert initiates the process by gener-
ating deep, thought-provoking ques-
tions that engage system 2 thinking.
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Table 1: Syntactic Complexity and
Cognitive Demand Comparison: Parse
Tree Depth (PTD), Flesch-Kincaid Grade
(FKG), average Bloom’s Taxonomy Level
(BTL), and percentage of higher-order
QAs (HO-QA) across various VQA
datasets. Best results are in bold, second-
best are underlined.

Dataset PTD FKG BTL HO-QA

MovieChat-1k [13] 2.45 1.4 1.8 0.0
ActivityNetQA [2] 2.26 1.84 1.9 0.2
MVBench [9] 2.84 3.11 2.2 3.4
EgoSchema [11] 5.47 8.30 3.1 33.1

MovieCORE (Ours) 5.88 14.03 4.9 99.2

Table 2: Performance Comparison of Video
Question-Answering Models. We evaluate various
models on five criteria: Accuracy (Acc), Compre-
hensiveness (Comp), Depth, Evidence (Evid), and
Coherence (Coh).

Model Acc Comp Depth Evid Coh Avg

Zero-shot Results
MA-LMM [7] 1.06 0.65 0.90 0.50 0.64 0.75
HERMES [6] 1.40 0.84 1.00 0.76 0.97 0.99
MovieChat [13] 2.90 2.29 2.14 2.30 2.23 2.37
Goldfish [1] 3.43 3.15 3.20 3.00 3.20 3.20
Fine-tuned Results
InstructBLIP [4] 4.13 3.85 1.18 2.03 3.60 2.96
MA-LMM [7] 3.78 3.20 3.09 3.36 3.32 3.35
HERMES [6] 3.80 3.29 3.16 3.39 3.36 3.40

These initial QA pairs are then scrutinized by the Skeptical Researcher, who evaluates their contextual
relevance and accuracy, often challenging the VQA Expert to provide more concrete evidence. The
Detective agent follows, suggesting additional questions to uncover underlying motivations, biases,
and character development. The Meta Reviewer synthesizes these insights, proposing enhancements
to the initial VQAs. The Critic Agent then consolidates this feedback for the VQA Expert to refine
the questions and answers. The process concludes with human expert evaluation of a subset of the
refined VQAs, assessing their clarity, depth, relevance, and answerability. This agentic annotation
workflow mimics collaborative human expert discussions, leveraging diverse LLM perspectives to
produce nuanced, critical, and comprehensive VQAs that probe deeper aspects of movie understand-
ing. By employing multiple specialized agents in a structured, iterative process, we harness collective
intelligence and mitigate potential biases of any single LLM. The final human validation ensures
that the resulting VQAs meet the highest standards of quality and depth, representing a significant
advancement over traditional LLM-assisted annotation methods.

3 Experiments

To evaluate the effectiveness of our dataset in engaging System 2 thinking and promoting deeper
cognitive processing, we conduct a series of tests designed to assess the complexity, readability, and
cognitive demand of our questions and answers. These tests include well-established metrics such as
parse tree depth, Flesch-Kincaid grade score, and Bloom’s taxonomy classification. Each provides
unique insights into different aspects of our dataset’s ability to stimulate higher-order thinking. Table
1 presents a comparative analysis of our MovieCOREagainst other VQA data sets on these metrics.

3.1 Parse Tree Depth (PTD)

Parse tree depth measures the syntactic complexity of sentences by analyzing their hierarchical
structure. We utilize this metric to assess the structural intricacy of our questions and answers. We
employ the spaCy library to generate parse trees for each question and answer in our dataset. The
depth of these trees is then calculated and averaged across the dataset. A greater parse tree depth often
correlates with more complex sentence structures, which typically require more cognitive resources to
process. By measuring this, we aim to quantify the linguistic sophistication of our VQAs as compared
to existing datasets’, hypothesizing that questions and answers with higher parse tree depths are more
likely to engage System 2 thinking. Table 1 shows that MovieCORE has the highest average parse
tree depth (PTD) compared to the other VQA datasets.

3.2 Flesch-Kincaid Grade Score (FKG)

The Flesch-Kincaid Grade Score is a readability measure that indicates the U.S. grade level needed to
understand a text. We calculate this score for both questions and answers in our dataset using the
standard Flesch-Kincaid formula, which considers factors such as word length and sentence length.
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FK Grade Score = 0.39

(
Total Words

Total Sentences

)
+ 11.8

(
Total Syllables

Total Words

)
− 15.59 (1)

While our goal is not to make the content unnecessarily difficult, a moderately high Flesch-Kincaid
score indicates that the VQAs require a more advanced level of comprehension and thinking.
MovieCORE substantially outperforms other datasets with an average grade score of 14.03, suggest-
ing that its QAs demand college-level reasoning.

3.3 Bloom’s Taxonomy Level (BTL)

Bloom’s Taxonomy is a hierarchical model used to classify educational learning objectives into
levels of complexity and specificity. We prompt GPT-4o-mini with a comprehensive breakdown of
the Bloom’s Taxonomy and ask it to classify each question and answer into one of six cognitive
levels: Remember (1), Understand (2), Apply (3), Analyze (4), Evaluate (5), and Create (6). Such
classification helps us assess the cognitive demand of the QAs. Questions falling into higher levels of
Bloom’s Taxonomy (Analyze, Evaluate, Create) require deeper analysis and critical thinking skills
susceptible to trigger System 2 thinking. MovieCORE achieves the highest average Bloom Taxonomy
Level (BTL) of 4.9, indicating that our questions and answers predominantly engage higher-order
cognitive skills, significantly surpassing the other data sets. Additionally, we report the percentage
of higher-order questions and answers (HO-QA), representig the proportion of both questions and
answers that fall into the upper levels of Bloom’s Taxonomy (levels 4-6). MovieCORE excels in this
metric with 99.2% of its questions and answers classified as higher-order, far surpassing the next best
dataset.

4 Evaluation Metrics and Assessment of Existing VQA models

VQA datasets usually use top-1 accuracy as metrics, but a valid match has to be a perfect match. For
instance, there can be one strict answer to the question "Does sea appear in the video?", which is
"Yes" or "No". However, in the age of LLMs and especially for zero-shot evaluation settings, we
might get answers such as "it does" or "no sea appears in the video". In such cases the accuracy would
be 0. Recently LLM-assisted evaluation schemes such as the one introduced by [10], attempt to solve
this issue by considering synonyms or paraphrases as valid matches. This works for shallow QA
datasets where there is a perfect answer, and would not work in our case, especially since accuracy
for a system 2 answer is not binary but exists in a spectrum. Furthermore, we posit that accuracy
alone is not sufficient, therefore we design four other LLM-assisted metrics: depth to assess the depth
of reasoning in the answers, comprehensiveness to assess how fully the answer covers all key points
and relevant details, coherence and clarity, and evidence to evaluate the quality and relevance of the
evidence provided in the answers. For all of these metrics, we assign a score of 0 to 5 for each answer
and report the average.

Table 2 presents a comparative performance evaluation of video question-answering models across five
key criteria: Accuracy (Acc), Comprehensiveness (Comp), Depth, Evidence (Evid), and Coherence
(Coh). Results are provided for both zero-shot and fine-tuned scenarios, highlighting the best scores
in each category. The zero-shot results highlight a significant underperformance across all metrics,
with only one of the models achieving satisfactory scores, reinforcing the challenge posed by deeper
cognitive tasks in the absence of fine-tuning. These findings underscore the need for targeted datasets,
like MovieCORE, that focus on deeper, System 2 reasoning to enhance model performance on
complex video content.

5 Conclusion

We introduce MovieCORE, a novel VQA dataset that fills a critical gap in existing movie-based VQA
datasets by emphasizing thought-provoking questions designed to engage System 2 thinking. Our
agentic workflow, which leverages brainstorming agents with feedback loops, enables the generation
and refinement of high-quality question-answer pairs. To measure the cognitive depth of VQA
datasets, we devise a set of tests that demonstrate the superiority of MovieCORE over existing
datasets. Additionally, we propose a comprehensive evaluation framework to assess the performance
of VQA models on this challenging dataset.
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A Appendix

1. Explain what happens in the video step-by-step.
2. What is the main subject or focus of this video?
3. What is the overall mood or atmosphere of the video?
4. What are the significant events or actions that occur in the video?
5. Who are the main characters or entities in the video?
6. What are the settings and locations of the video?
7. What is the genre or category of the video?
8. Who is the intended audience or target demographic for the video?

1. The video starts with..., then transitions to...
2. The main focus of this video is on various...
3. The video has a dynamic and energetic atmosphere...
4. Significant events include..., and..., culminating with...
5. ...individuals interacting within a..., police officers...
6. The video shows a rural roadside...
7. ...belongs to a thriller or drama genre...
8. The video appears to be aimed at an adult audience...

Questions used to prompt MiniCPM Continuations of sample answers

Figure 2: Extracting Detailed Context from Videos: We input each video to MiniCPM-v2.6,
prompting it with a series of carefully crafted questions (left). The model’s responses (right) provide
rich, multi-faceted details about the video, including narrative flow, character information, setting,
mood, and target audience. This extracted information serves as Data Info priors to inform our
annotation agents, ensuring a comprehensive understanding of the video content before the VQA
generation process.

A.1 Related Works

Video Question-Answering Datasets. Several datasets have been developed to address various
aspects of video question-answering. [8, 16, 18] introduced datasets focusing on general video
content, asking questions about events and characters. In the domain of movies and dramatic scenes,
[14, 13, 12] created datasets that require models to comprehend dialogues and scene interactions. [11]
moved towards deeper reasoning with more complex questions. Recently, [9, 19] explored challenges
in cross-modal and causal reasoning.

Video Question-Answering Reasoning. While text-based datasets like DROP [5] and GSM8K
[3] have promoted complex reasoning, similar advancements in video datasets are still emerging
with substantial room for improvement in this area. Our work builds upon these foundations by
introducing a dataset that emphasizes System-2 reasoning, focusing on intricate logical reasoning
and abstract thinking in the context of movie content.

A.2 Dataset Card: MovieCORE

A.2.1 Dataset Overview

MovieCORE is a video question-answering (VQA) dataset designed to probe deeper cognitive
understanding of movie content. It consists of annotated videos paired with corresponding questions
and answers that emphasize System 2 thinking.

A.2.2 Statistics

• Total Videos: 986

• Total QA Pairs: 4,930

• Human-Verified:

– 30 videos
– 150 QA pairs

A.2.3 Human Verification

To ensure the quality of a subset of the dataset, we employed 7 human verifiers with at least a
Bachelor’s degree to validate 30 videos, and 150 QA pairs.
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Table 3: Sample Question-Answer Pairs from MovieCORE
Question Answer
In what ways do the characters’ key actions re-
veal their motivations, and how do these actions
develop throughout the narrative?

The characters’ key actions, such as the police officer’s search
efforts and the woman’s protective measures, reveal their motiva-
tions rooted in duty and safety. The police officer’s persistence
and visible distress indicate a deeply personal or professional
investment in resolving the situation. Meanwhile, the woman’s
continuous vigilance and actions to protect her home suggest
her motivation to keep her loved ones safe. These motivations
evolve as the narrative progresses, with each character becoming
more desperate and determined in their respective quests.

What deeper meanings can be inferred from the
juxtaposition of a barren landscape with a single
leaf, and how do these visuals contribute to the
narrative?

The barren landscape with a single leaf represents the profound
themes of desolation and resilience. It contrasts the current
state of environmental decay with the potential for regeneration,
emphasizing hope amidst seemingly insurmountable challenges.
This visual metaphor enriches the narrative by suggesting that
even in the bleakest circumstances, there exists a spark of life
and renewal.

How does the video illustrate the duality of natu-
ral beauty through serene and chaotic moments,
and what are the broader themes about nature
that emerge from this contrast?

The video begins with the peaceful image of baboons grooming
by a tranquil riverbank at sunset, embodying serene natural
beauty. This is juxtaposed with chaotic scenes like the black dog
aggressively leaping through water in pursuit of prey and hyenas
engaging in rough play. These contrasting moments reveal the
dual nature of the wilderness, where tranquility coexists with
survival-driven chaos. Broader themes that emerge include the
resilience of wildlife, the balance between life and death, and
the inherent beauty in both the peaceful and volatile aspects of
nature. This duality enriches the viewer’s appreciation for the
complexity and resilience of natural ecosystems.

A.2.4 Applications

MovieCORE is tailored for evaluating VQA models on deeper cognitive tasks. The inclusion of chal-
lenging, thought-provoking questions makes it ideal for advancing research in movie understanding
and System 2 reasoning in AI systems.

A.2.5 Availability

We will release the dataset, along with a customizable agentic annotation pipeline and an evaluation
scheme, to facilitate further research.

A.3 Limitations

While MovieCORE offers a significant advancement in video question-answering (VQA) by targeting
deeper cognitive understanding, it is not without limitations. Although we incorporate human
verification for a subset of the dataset, only 30 videos, and 150 QA pairs were manually verified. While
this enhances quality control for a portion of the data, the majority of the dataset relies on automated
processes. Furthermore, the dataset’s reliance on the MovieChat-1k dataset may limit its genre
diversity and focus. Certain movie genres or narrative styles might dominate, potentially making the
dataset less representative of all types of cinematic content. This could restrict the generalizability of
the dataset to broader contexts or other forms of video media. Despite these limitations, MovieCORE
represents a critical step towards enhancing the depth and cognitive challenge of VQA tasks, and we
believe it will drive further research and refinement in this area.
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