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Abstract

Speech-to-Speech Translation (S2ST) converts
speech from one language to speech in a differ-
ent language. While various S2ST models exist,
none adequately support Indic languages, pri-
marily due to the lack of a suitable dataset. We
fill this gap by introducing Indic-S2ST, a mul-
tilingual and multimodal many-to-many S2ST
data of approximately 600 hours in 14 Indic
languages, including Indian-accented English.
To the best of our knowledge, this is the largest
data for the S2ST task with parallel speech
and text in 14 scheduled Indic languages. Our
data also supports Automatic Speech Recog-
nition (ASR), Text-to-Speech (TTS) synthesis,
Speech-to-Text translation (ST), and Machine
Translation (MT) due to parallel speech and
text alignment. Thus, our data may be useful
to train a model like Meta’s SeamlessM4T for
Indic languages. We also pretrain Indic-S2UT,
a discrete unit-based S2ST model for Indic lan-
guages. To showcase the utility of the data, we
present baseline results on the Indic-S2ST data
using the Indic-S2UT. The dataset and codes
are available at https://anonymous.4open.
science/r/Indic-S2ST-2129/README . md.

1 Introduction

As of September 2024, India’s population stands
at 142.42 crores, with Indic languages spoken by
17.78% of the world’s population !, underscoring
their global significance. This highlights the need
to build a linguistic bridge to overcome communi-
cation barriers among speakers of Indic languages.
Currently, many rely on foreign languages like
English to communicate across language bound-
aries. Therefore, a system capable of translat-
ing speech between Indic languages is warranted.
Several S2ST datasets such as CVSS (Jia et al.,
2022b), MaSS (Boito et al., 2019), SpeechMatrix
(Duquenne et al., 2022), STC (Shimizu et al., 2014),

1h'ctps ://www.worldometers.info/
world-population/%20india-population/

DS SS TS Hours Lang Indic
Fisher Rd Syn 127 1 X
STC Ip RI 31 1 X
MaSS Sp RI 20 8 X
CVSS Rd Syn 181 21 X
LibriS2S Rd Rl 52 1 X
Speech-

Matrix Sp RI 1537 17 X
Fleurs Rd Rl 12 102 4
Indic-

S2ST Rd Rl 42 14 v

Table 1: Statistics of existing datasets for S2ST. (Ds:
Datasets, SS: Speech Synthesis, TS: Type of Speech,
Rd: Read speech, Ip: Interpretation speech, Sp: Spon-
taneous speech, Syn: Synthetic speech, and Rl: Real
speech). The details are sourced from the respective
publications.

Fleurs (Conneau et al., 2023), and Fisher (Post
et al., 2013) are available, detailed in Table 1 (more
details in (Gupta et al., 2024)). However, none of
these datasets include Indic languages, except for
Fleurs, which contains only 12 hours (as claimed by
the authors) of read speech. Moreover, the data in
Fleurs is neither validated nor fully aligned, and the
authors (Conneau et al., 2023) acknowledge that
some speech samples are missing (see sec. 2.8).
However, there exist many speech datasets for var-
ious tasks such as ASR (IndicVoices (Javed et al.,
2024)), TTS (IndicVoices-R (Sankar et al., 2024)),
MT (Samanantar (Ramesh et al., 2022)), and ST
(Indic-ST (Sethiya et al., 2025)), to name a few. As
we know, to get better performance from models
like large language models (LLMs), we need larger
amounts of high-quality data.

To solve the above problem, we introduce the
Indic-S2ST dataset that is larger than Fleurs and
manually validated, thus ensuring high quality.
Indic-S2ST data contains Assamese (as), Ben-
gali (bn), Gujarati (gu), Hindi (hi), Kannada (kn),
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Malayalam (ml), Manipuri (mni), Marathi (mr),
Oriya (or), Punjabi (pa), Tamil (ta), Telugu (te),
Urdu (ur), and Indian-accented English (en). The
dataset is many-to-many (n-way parallel) as all the
speech data is dubbed in all 14 languages. Through-
out the paper, these languages are referred to by
their respective ISO codes. Our contributions are
as follows:

* Indic-S2ST, a multilingual, multimodal many-
to-many S2ST data of approximately 600
hours, dubbed in 14 Indic languages is cu-
rated.

* Indic-S2ST has aligned speech-text pairs for
all 14 languages (making it a total of 196 lan-
guage pairs for the S2ST task), making it use-
ful for various tasks such as ASR, MT, TTS,
ST, and language identification (LID).

* To show the utility of the proposed dataset,
Indic-S2UT, a discrete unit-based speech-
to-speech translation model is trained, and
a baseline is presented for both S2ST task
(Indic—English) and ST task (English—Indic,
as unit-based vocoder is unavailable for Indic
languages).’

e We also present comparative results for
both the S2ST (Indic—English) and ST
(English—Indic) tasks on SeamlessM4T
model to act as a baseline.

1.1 Task Definition

S2ST tasks can be approached in two ways: End-
to-End (E2E) or cascaded S2ST. In E2E S2ST,
no intermediate output is generated between the
encoder and the decoder and and no intermedi-
ate steps are required between the encoder and
decoder. Cascaded S2ST, on the other hand, is
implemented using a combination of ASR, MT,
and TTS or through ST followed by TTS. The
formal definition of the E2E S2ST task is as fol-
lows: Given the dataset D = {(S,T)}!_,, where
S = {s1, s2, .., S } is the source language speech
feature vector and T = {t1, 2, .., t, } is the target
language speech feature vector. The x and y are the
lengths of the source and target speech in frames,
respectively. The model is optimized wrt the neg-
ative log-likelihood >~ — log p(T;|S;; #) where
the conditional probability is defined as:

*Note: we do not present results of other possible tasks

likely due to other datasets available for the same and space
available here.
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Figure 1: The flow diagram above illustrates the method-
ology used to curate the Indic-S2ST dataset, outlining
all the processes involved. Indic Langs represents all
the Indic languages included in the dataset, with each
language following the same process in parallel.
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In the above equation, 6 denotes the model param-
eters.

2 Dataset Curation Methodology

This section contains the methodology used to cu-
rate the dataset for S2ST for Indic languages, in-
cluding source details, preprocessing, alignment,
and statistics, as depicted in Figure 1.

2.1 Data Source

We use the initiative by the Government of India,
Mann Ki Baat 3 as a source to collect the data.*.
In this program, the Prime Minister of India ad-
dresses countrymen monthly, which is broadcast
across the nation in multiple languages after dub-
bing by professional translators. The broadcast is

3https://www.narendramodi . in/mann-ki-baat,
https://soundcloud.com/narendramodi/sets,
https://www.narendramodi.in/mann-ki-baat

*All the permissions required to use the data have been
obtained.
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accompanied by human-generated transcripts. We
collect 90 talks starting from Oct 2014 in 14 differ-
ent languages, including Indian-accented English.
Each talk typically lasts around 30 minutes.

2.2 Scraping

The speech recordings and corresponding tran-
scripts needed for the dataset are available across
various sources. We employ different web scraping
techniques, including Selenium °, BeautifulSoup
6. and Soundfile 7, to extract the data from these
sources.

2.3 Preprocessing

The raw data contains noise and is not directly
consumable by models. Hence, we apply data pre-
processing techniques to clean the raw data.

Speech Preprocessing: The speech data ex-
tracted from the source is in raw audio format. The
audio files are converted to WAV format at a sam-
pling rate of 256kbps and a frequency of 16kHz.
Additionally, speaker diarization is applied using
Pyannote 3.0 ® to remove unwanted background hu-
man noise (e.g., murmuring) and improve the clar-
ity of the speech. We manually verified the speech
quality for all the data across all 14 languages after
diarization and confirmed that no information was
lost (see 2.5 for detailed validation process).

Text Preprocessing: Inconsistent quotation
marks are removed to standardize the transcripts
into the texts. As the data is sourced from a highly
reliable source, there are not many foreign lan-
guage characters in the texts. In non-English texts,
there are only English characters as noise in the
text, and in English texts, there are some Hindi
characters as noise. Hence, we remove the un-
wanted English and Hindi characters from the text
9. Patterns like date, and header/footer are elimi-
nated to ensure data cleanliness. Blank lines and
lines corresponding to audio files durations shorter
than 0.025 seconds, which offer minimal usable
information, are also removed. We independently
segment texts sentence-wise for all languages us-
ing the Indic-NLP library. We then align sentences
from specific languages to English using BertAl-

5https://www.selenium.dev/

6https://beautiful—soup—4.readthedocs.io/en/
latest/

7https://pypi.org/project/soundfile/

8https://huggingface.co/pyannote/
speaker-diarization-3.0

9https://github.com/anoopkunchukuttan/indic_
nlp_library

ign, with English serving as the anchor language
for alignment.

2.4 Alignment

Alignment is the process of finding the relation-
ship between words in two different languages or
modalities. The raw data is aligned at two levels:
(a) aligning texts in two different languages, and
(b) aligning speech and text of the same language.

Cross-Lingual Text Alignment: It aligns texts
from two different languages based on semantic
or contextual similarities, resulting in a sentence-
by-sentence correspondence between text files of
two different languages. Various techniques are
available for cross-lingual text alignment, such as
Bleualign '°, Hunalign (Varga et al., 2008), Ve-
calign (Thompson and Koehn, 2019), etc. Bertalign
(Liu and Zhu, 2023) is the most suitable method,
as it identifies the top-k most semantically sim-
ilar target sentences. Hence, we use BertAlign
to align texts across various Indic languages. By
leveraging top-k similar sentences, BertAlign pri-
oritizes semantically closest matches rather than
exact translations, making it effective even when
perfect translations are unavailable. Based on a
manual evaluation of aligners, BertAlign consis-
tently provides the most accurate alignments. We
use English as the anchor language to align all the
Indic languages.

Speech-Text Alignment: It aligns speech
frames with the corresponding words of the text
of the same language, a technique also known as
Forced Alignment. While several forced align-
ers, such as MFA (McAuliffe et al., 2017) and
Prosodylab-Aligner (Gorman et al., 2011), are
available, they do not produce satisfactory results
for Indic languages on manual validation. To over-
come this, we use different aligners for different
languages: Gentle '! for English, Aeneas '% for Bn,
Gu, Hi, Kn, Ml, Mr, Or, Pa, Ta, Te, and Ur, and
MMS (Pratap et al., 2024) for As and Mni. Using
the forced aligners, we segment the WAV files for
all languages based on sentence-level timestamps
on text files obtained after cross-lingual text align-
ment.

For all 14 Indic languages, we compile the text
files (denoted as .lang, where lang is the ISO
code). A TSV and YAML file is then generated
for all languages, mapping each sentence in the

10https://github.com/rsennrich/Bleualign
11https://github.com/lowerquality/gentle
2https://github.com/readbeyond/aeneas
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Langs Audio Speech  Audio file duration Sent Tokens Utter Sent Length

files hours Max Min Avg Max  Avg
As 17,297 37.78  239.44 0.04 7.63 17,297 250,930 46,536 268 15.04
Bn 17,297 4345 105124 0.16 8.70 17,297 256,890 43,444 287 15.37
En 17,297 37.22 25258 0.03 7.60 17,297 327,743 41,956 315 18.45
Gu 17,297 4294 43824 0.24 856 17,297 285,796 44942 310 17.03
Hi 17,297 46.34 55240 0.04 9.28 17,297 344,078 31,598 372 20.31
Kn 17,297 4591 694.72 0.04 9.14 17,297 210,226 59,498 202 12.82
Ml 17,297 4090 789.72 0.04 8.13 17,297 199,224 65,123 199 12.21
Mni 17,297 37.65 1899.08 0.04 8.14 17,297 323,312 38,733 258 19.32
Mr 17,297 46.72  958.64 0.08 9.29 17,297 250,445 52,459 266 15.05
Or 17,297 40.52  109.16 0.04 8.12 17,297 278,479 34,551 276 16.65
Pa 17,297 43.63  306.60 0.12 8.69 17,297 354,034 30,391 393 20.77
Ta 17,297 48.63 40448 0.16 9.64 17,297 219,570 60,555 210 13.38
Te 17,297 42.06 191.68 0.04 8.38 17,297 217,382 56,715 193 13.23
Ur 17,297 40.13  251.80 0.04 8.09 17,297 352,247 29,876 393 2091
Total 242,158 598.88 1899.08 0.03 8.53 242158 3,870,356 636,377 393 16.46

Table 2: Statistics of IndicS2ST dataset. All the languages are denoted by their ISO codes. Audio file durations are

in ms and sentence length is in the number of tokens.

text file to its corresponding segmented WAV file.
The details of human validation and taxonomy of
the dataset are given in Appendix 2.5 and A, re-
spectively. The combined processed data of all
languages, thus curated is dubbed as Indic-S2ST.

2.5 Human Validation

To ensure the validity of the Indic-S2ST dataset, we
employ human evaluators for all language pairs af-
ter each data processing step: speech preprocessing,
text preprocessing, cross-lingual text alignment,
and speech-text alignment. A total of 26 under-
graduate and postgraduate students, both male and
female, aged 18 to 35, participated in the validation
process. For each language pair, we assign two ex-
perts per pair, proficient in both script and speech,
with fluency in English and the respective Indic
language. We employed a human validation pro-
cess using a 5-point scale, where each speech-text
pair was evaluated by 28 annotators. The scoring
criteria are defined as follows: 0: completely noisy,
1: either speech or text not clear, 2: marginal noise
in the data, 3: acceptable quality with minimal er-
rors, 4: data with minimal misalignments, and 5:
perfect quality data. We retained only speech-text
pairs that received a score of > 3, based on the fol-
lowing rationale: scores of 3 or higher consistently
reflected audible speech and well aligned text qual-
ity, while lower scores indicated major errors in
the data. Audio clips and sentences with alignment

scores of 1 or 2 are discarded. Additionally, we
checked the scores with both the human evaluators
employed for the specific language pair. The entire
dataset (both speech and text) is validated manually.
Instances receiving a score of 3 undergo further re-
view before a final decision is made on retention or
removal. This process ensures consistency across
all language pairs, maintaining the dataset’s n-way
parallel structure.

2.6 Data Statistics

Table 2 provides statistics of the Indic-S2ST dataset
curated in the previous section. The data for each
language spans 90 Mann Ki Baat talks with nearly
17,297 segmented audio files with parallel sen-
tences/texts. The table presents key statistics for
both speech and text. For speech, statistics for
each language include the number of audio files,
the speech hours, the number of utterances, and
audio file duration (max, min, and avg). For text,
the statistics include the number of sentences, the
number of tokens, and the sentence length(max
and avg). As the dataset is many-to-many, the data
distribution across all the languages is the same in
terms of the number of audio files and the number
of sentences.

2.7 Data utility

Since the Indic-S2ST data has parallel speech-text
pairs for all languages, a variety of tasks can be



Langs Speech Hours No. of Sentences
Indic-S2ST Fleurs Indic-S2ST Fleurs
As 37.78 6.25 17,297 1961
Bn 43.45 6.01 17,297 1981
En 37.22 4.64 17,297 1938
Gu 42.94 4.86 17,297 1996
Hi 46.34 4.82 17,297 1702
Kn 4591 5.41 17,297 1798
Ml 40.90 5.67 17,297 1955
Mni 37.65 - 17,297 -
Mr 46.72 6.21 17,297 1992
Or 40.52 3.30 17,297 1327
Pa 43.63 5.13 17,297 1588
Ta 48.63 5.88 17,297 1886
Te 42.06 5.83 17,297 1757
Ur 40.13 4.64 17,297 1588

Table 3: Comparison of speech hours and number of
sentences of Indic-S2ST and Fleurs. Fleurs does not sup-
port the Manipuri language. An equal no. of sentences
of Indic-S2ST represents an n-way parallel (many-to-
many) dataset, which Fleurs lack.

performed on the data. For example, ASR (Javed
et al., 2024) (Chadha et al., 2022), MT (Bala Das
et al., 2024) (Dixit et al., 2023), TTS (Sankar et al.,
2024) (Prakash and Murthy, 2022), and LID (Javed
et al., 2023) models for Indic languages can be
trained/fine-tuned. Besides that, ST (Sethiya et al.,
2024) (Khurana et al., 2024) and S2ST (Jia et al.,
2022a) models can be developed. Also, linguistic
and morphological analyses can be done on Indic
languages using Indic-S2ST. In this work, we show-
case the utility of the Indic-S2ST data on the S2ST
task, which is the most difficult among all of these
tasks (due to cross-lingual, multimodality, acoustic
ambiguity, etc.), in the next section.

2.8 Data comparison: Indic-S2ST & Fleurs

Table 3 presents the total speech hours and number
of sentences in Indic-S2ST and FLEURS (as of
10 February 2025) '3 to highlight the necessity of
Indic-S2ST. The table reveals that the number of
sentences in FLEURS is not n-way parallel, vary-
ing across languages, despite claims to the con-
trary by the authors (Conneau et al., 2023). Addi-
tionally, the dataset lacks cleanliness and manual
validation, making it challenging to train models
and achieve comparable results. In contrast, Indic-
S2ST provides n-way parallel data across all lan-
guages, undergoes manual validation, and facili-

13https ://huggingface.co/datasets/google/
fleurs/tree/main/data

tates model training. Also, Fleurs have American-
accent English and Pakistani-accent Urdu, while
Indic-S2ST have Indian-accent English and Indian-
accent Urdu.

3 Experiments & Results

3.1 Model

We adopt an end-to-end (E2E) speech-to-speech
translation (S2ST) approach to evaluate the Indic-
S2ST dataset, motivated by the reduced error prop-
agation typically associated with E2E systems
compared to cascaded architectures (Gupta et al.,
2024). Specifically, we leverage the state-of-the-
art S2UT model (Lee et al., 2021), a sequence-to-
sequence framework that operates on discrete units
for speech modeling.

The S2UT architecture comprises a transformer-
based speech encoder and a decoder that predicts
sequences of discrete acoustic units. The encoder
is enhanced with auxiliary learning objectives to
improve representation learning, and employs con-
nectionist temporal classification (CTC) decoding
to align input speech with target unit sequences.
For waveform reconstruction, a pre-trained vocoder
is used to synthesize speech from the predicted dis-
crete units.

Discrete units are extracted using the HuBERT
base model (Hsu et al., 2021), where representa-
tions from the 6th transformer layer are clustered
using k-means (Lakhotia et al., 2021) to obtain
100 quantized units. This discretization process
enables the model to learn unit-level representa-
tions of speech. For textual targets, CTC decoding
with subword tokenization is employed to manage
sequence length effectively.

To generate natural-sounding speech, we utilize
a pre-trained unit-based HiFi-GAN vocoder (Kong
et al., 2020), which incorporates duration predic-
tion to improve alignment and rhythmicity of the
synthesized output. For Indic language speech,
discrete units are extracted using the multilingual
and robust MR-HuBERT model (Shi et al., 2023),
which provides better coverage across diverse lin-
guistic features. This model is trained with the
translation direction from the Indic speech to En-
glish speech. The S2UT model is implemented
using the fairseq toolkit (Wang et al., 2020), with
model configurations defined through YAML files
that are publicly released alongside the Indic-S2ST
dataset.

As a unit-based HiFi-GAN vocoder is currently
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Langs Indic-S2UT SeamlessM4T Langs Indic-S2UT SeamlessM4T
Indic-S2ST Fleurs En—As 14.91 6.83
As—En 2199 1849 15.74 En—Bn 18.35 14.04
Bn—En 23.04 19.46 15.72 En—Gu 22.73 16.64
Hi—En 26.08 24.87 23.55 EnsKn 1761 1136
Kn—En 2026  21.05 17.66 EnSMI 1835 587
MI—En 1885 1821 15.66 -
M En 877 - 59 En—Mni 12.94 1.09
Mr—En 1529 1398 14.42 En—Mr 18.27 13.23
Or—En 855 401 0.08 En—Or 18.24 12.52
Pa_—En 1935 29.18 2474 En—Pa 20.47 21.92
Ta—En 21.56  13.07 9.81 En—Ta 24.45 11.14
Te—En 2024 1779 15.97 En—Te 17.60 15.74
Ur—En 452 921 7.42 En—Ur 17.52 21.04

Table 4: S2ST task performance evaluation of Indic-
S2UT pre-trained on the Indic-S2ST and Fleurs dataset
and SeamlessM4T results with translation direction
from Indic speech — English speech. We report the
normalized BLEU score here. The test set is the same
for all the models. Best BLEU scores are highlighted
for the language pair.

unavailable for Indic languages, and decoding inter-
mediate discrete units is necessary for output gen-
eration, we adopt a unit-based text decoder based
on the SpeechUT model (Zhang et al., 2022). This
allows us to demonstrate the usability of the Indic-
S2ST dataset for Indic speech through the ST task.
This decoder model adopts the transformer archi-
tecture (Vaswani, 2017), consisting of a text embed-
ding layer, multiple stacked transformer decoder
layers, and a final output projection layer. It autore-
gressively generates the target text sequence from
left to right, conditioned on the discrete unit repre-
sentations produced by the unit encoder. We train
this ST model to translate from English speech to
text in Indic languages.

Training Details: We split the dataset in a ratio
of 70:20:10 for train/test/dev sets. The model is op-
timized with the label smoothing loss. We train the
models for 400k steps using the Adam optimizer
with a learning rate of 0.0005 and a dropout rate
of 0.1. We apply an inverse square root learning
rate decay schedule, and each training step pro-
cesses up to 20,000 tokens per batch. We trained
the Indic-S2UT model on the Indic-S2ST dataset
and the Fleurs dataset for a better comparison.

All the pre-processing and curation tasks for
the Indic-S2ST dataset and the training and infer-
ence of the S2ST and ST tasks on the Indic-S2UT

Table 5: ST task performance evaluation of Indic-S2UT
pre-trained on the Indic-S2ST dataset and SeamlessM4T
model with translation direction from English speech
— Indic text. We report the normalized BLEU score
here. The test set is the same for all the models. Best
BLEU scores are highlighted for the language pair.

model are executed on NVIDIA A100-SXM4 with
a VRAM of 40GB.

SeamlessM4T: The SeamlessM4T architecture
(Barrault et al., 2023) builds on the UnitY frame-
work (Inaguma et al., 2022), enabling joint opti-
mization across modalities. Its text encoder and
decoder are initialized from the NLLB translation
model (Team et al., 2022), while speech inputs
are processed using an enhanced Wav2Vec-BERT
2.0 encoder (Chung et al., 2021) with additional
codebooks. A modality adapter (Zhao et al., 2022)
aligns speech with text representations, and a text-
to-unit (T2U) module generates discrete speech
units, which are converted to audio using a HiFi-
GAN vocoder (Kong et al., 2020).

Evaluation Details: For inference on the Indic-
S2ST and FLEURS datasets using the Indic-S2UT
model for the S2ST task, we first generate unit se-
quences using beam search with a beam width of
10. These unit sequences are then converted into
speech using a pre-trained unit-based HiFi-GAN
vocoder. As no standardized metric directly evalu-
ates S2ST outputs, we assess translation quality by
transcribing the generated speech and comparing it
to the reference text.

Specifically, we employ a wav2vec 2.0 ASR
model (Vaessen and Van Leeuwen, 2022), which
achieves a word error rate of 1.9% on the Lib-



riSpeech dataset (Panayotov et al., 2015), to tran-
scribe the synthesized speech into text. BLEU
scores (Papineni et al., 2002) are then computed be-
tween the ASR outputs and the ground-truth trans-
lations. To ensure a fair comparison, we follow
the same evaluation protocol for the SeamlessM4T
model by transcribing its generated speech using
the same ASR system, and also the test set remains
the same for generating all the results. Given the
unavailability of a unit-based HiFi-GAN vocoder
for Indic languages, we additionally evaluate the
utility of the parallel Indic speech data through
the ST task with the reverse direction, i.e., from
English speech to Indic text translations. Here,
the intermediate units are decoded into text using
the SpeechUT decoder, and performance is again
measured via BLEU scores. SeamlessM4T, a state-
of-the-art LLM-based model for S2ST, is used as a
baseline for both S2ST and ST evaluations.

3.2 Results

Table 4 presents the benchmark results of the Indic-
S2UT model on the Indic-S2ST and Fleurs dataset
for the S2ST task on all Indic language pairs from
Indic to English speech. Also, the table presents the
baseline results for the task on the SeamlessM4T
model. The highest BLEU score is observed for
Hindi, likely due to the substantial amount of Hindi
data used in pre-training the HuBERT Base model,
whereas other Indic languages have comparatively
less representation. Notably, the Indic-S2UT model
outperforms the SeamlessM4T baseline for nearly
all languages evaluated. The model achieves com-
petitive BLEU scores across most languages, ex-
cept for Urdu and Punjabi, where performance is
relatively lower. This drop may be attributed to
differences in the acoustic characteristics of the
speech in these languages. Another reason for this
drop could be the amount of data or the quality
of speech data that is used for training the Hubert
model for the respective Indic speech. Furthermore,
when comparing the performance of Indic-S2UT
on the Indic-S2ST and FLEURS datasets, the re-
sults on Indic-S2ST demonstrate a clear advantage,
underscoring the effectiveness and suitability of the
dataset for the S2ST task.

Table 5 presents the benchmark results of the
Indic-S2UT model on the Indic-S2ST dataset for
the ST task from English speech to Indic text,
alongside baseline results from the SeamlessM4T
model. As shown, Indic-S2UT consistently outper-
forms SeamlessM4T on this task, demonstrating its

superior effectiveness on the Indic-S2ST dataset.

4 Conclusion and Future Works

In the present paper, Indic-S2ST, a multimodal mul-
tilingual many-to-many Indic S2ST dataset is pro-
posed. The dataset contains parallel speech and
text for 14 Indic languages. We also present Indic-
S2UT model pretrained for the S2ST task on the
Indic-S2ST for the Indic—English speech pairs
and for the ST task for the English—Indic speech-
text pairs. We also present baseline results on the
SeamlessM4T model for both the S2ST and ST
tasks on respective language pairs. Though initial
results are plausible, there is still room for improve-
ment. In the future, we plan to provide n-way
speech-to-speech translation results for all the In-
dic languages present in the Indic-S2ST dataset.
Further, the present work might open opportunities
for researchers to work on Indic speech-to-speech
translation.

5 Ethics

We do not foresee any ethical risks as the data is
already used for many research purposes and is pub-
licly available. We recognize the responsibility of
releasing a dataset that holds great significance for
Indic language speakers. While we have carefully
processed and curated the dataset, the content ob-
tained from the original source remains unchanged.
The ideas and opinions reflected in the data are
entirely those of the source, and we do not assume
responsibility for any inaccuracies. The authors
also do not endorse any form of bias related to gen-
der, religion, caste, faith, or actions that could harm
the sentiments of any living being. The dataset will
be released under the CC-BY-4.0 license.

Limitations & Ethics

While Indic-S2ST includes a handful number of
Indic languages, several important languages are
still missing from the dataset and should be incor-
porated. The dataset features real human voices,
which is crucial, but each language is represented
by a limited number of speakers. Additionally,
the number of hours of speech data is limited and
should be expanded to achieve better results. While
this paper presents results of only 13 language pairs
for speech to speech translation, 183 language pairs
still remain to be benchmarked on the Indic-S2ST
dataset.
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Figure 2: Taxonomy of Indic-S2ST dataset.

A Taxonomy

Figure 2 illustrates the file structure of the Indic-
S2ST dataset, which follows a uniform hierarchy
across all 14 languages. Each language directory
consists of three folders and three TSV files corre-
sponding to the development (dev), test, and train-
ing (train) splits. The folders contain WAV files
with language-specific speech, while the TSV files
provide entries for all WAV files along with their

respective transcripts.
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