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Figure 1: (a) We introduce Blank Canvas Diffusion, a carefully curated text-to-image model trained
only on photographs, serving as the pretraining foundation for our model. Our study explores whether
a model with no prior exposure to paintings can learn artistic styles using (b) a LoRA Art Adapter
trained on a small opt-in sample of an artist’s work. (c) We find that it is possible to adapt a model
that is trained without paintings to generalize an artistic style, given only few examples.

Abstract

We explore whether pre-training on datasets with paintings is necessary for a
model to learn an artistic style with only a few examples. To investigate this, we
train a text-to-image model exclusively on photographs, without access to any
painting-related content. We show that it is possible to adapt a model that is trained
without paintings to an artistic style, given only few examples. User studies and
automatic evaluations confirm that our model (post-adaptation) performs on par
with state-of-the-art models trained on massive datasets that contain artistic content
like paintings, drawings or illustrations. Finally, using data attribution techniques,
we analyze how both artistic and non-artistic datasets contribute to generating
artistic-style images. Surprisingly, our findings suggest that high-quality artistic
outputs can be achieved without prior exposure to artistic data, indicating that
artistic style generation can occur in a controlled, opt-in manner using only a
limited, carefully selected set of training examples.
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1 Introduction
In this work, we aim to disentangle a generative model’s ability to create artistic imagery from
its reliance on prior exposure to human-created paintings, drawings, or illustrations. The recent
success of generative models, particularly denoising diffusion models (Ho et al., 2020), introduces
yet another tool for artistic expression. Unlike traditional artistic tools such as cameras or animation
software, which are rarely questioned in terms of their creative agency, generative modeling challenges
conventional notions of authorship and artistic ownership. The ability of these models to generate
images in the style of specific artists (Gandikota et al., 2023a) raises pressing questions: Who holds
the rights to AI-generated images—the original artist, the model’s developer, or the user providing
the prompt (Epstein et al., 2023; Whiddington, 2024)? Furthermore, how much of the artistic output
is a genuine act of creation versus a statistical mimicry of preexisting styles (Epstein et al., 2023;
Somepalli et al., 2023, 2024)? Unlike traditional artistic tools, generative models learn from large
datasets of human-created art, enabling them to replicate styles with high fidelity (Simonite, 2022).
This blurs the line between inspiration and imitation, raising concerns about creative displacement
and style homogenization (Epstein et al., 2023), and highlights the need to examine their dependence
on existing artworks.

Existing models are trained on massive datasets like LAION-5B (Schuhmann et al., 2022), but it
remains unclear whether their artistic ability stems from direct exposure to art or general visual
learning. To probe this, we train Blank Canvas Diffusion exclusively on photographs, using the
Blank Canvas Dataset, a rigorously filtered collection free of paintings, drawings, and illustrations.
We then apply the Art Style Adapter, a fine-tuning framework that enables the model to learn artistic
styles from just a few examples in a controlled, Opt-In Art setup. We evaluate via painting similarity,
crowd-sourced style judgments, and data attribution. Despite no prior exposure to art, our model
effectively replicates artistic styles, performing comparably to models trained on art-rich datasets.

These findings suggest that generative models need not rely on large-scale artistic datasets to learn an
artistic style. Even without prior exposure to paintings or illustrations, a model can learn to generate
art through minimal fine-tuning on a few examples. This offers a pathway to creative AI systems that
respect artistic consent. However, our results also complicate the opt-in model debate: if only a few
reference images suffice for style replication, restricting training data may be insufficient to protect
artistic styles. This raises concerns about the limits of current copyright protections (Lu et al., 2024),
as artists may still have little control over the use of their style. Future regulatory discussions may
need to go beyond data restrictions to address attribution, consent, and fair use.

2 Related work
#sample paintings stamp sculptures digital art logo artwork sketch advertisement drawing illustration installation art mosaic art tapestry baroque art art noveau pop art total

SA-1B 10,000 36 71 120 14 36 0 0 2 8 4 12 1 3 6 1 2 315 ( 3.15%)
Blank Canvas Dataset 10,000 0 0 38 1 12 0 0 2 3 0 12 2 1 0 0 0 71 ( 0.71%)

Table 1: Statistics of artistic images found during manual inspection of the SA-1B and Blank Canvas
datasets before and after the art filter.

Removed Not removed

a) b) c) d)

Figure 2: Examples of images included and
excluded from the Blank Canvas dataset. The
dataset is curated to remove paintings as well
as artistic categories related to paintings, such
as drawings and fine art. Examples of images
that are close to the removal threshold are
shown in b) and c).

Diffusion models memorize more training data com-
pared to GANs and VAEs, raising ethical con-
cerns (Somepalli et al., 2023, 2024; Carlini et al.,
2023). Several mitigation strategies have been
proposed: concept erasure methods (Gandikota
et al., 2023a,b; Kumari et al., 2023a), opt-out ini-
tiatives (Spawning AI Team, 2023), watermarking
approaches (Zhao et al., 2023; Min et al., 2024), and
training with corrupted data to avoid exact replication
(Somepalli et al., 2024). Perhaps the most straight-
forward approach is curating copyright-free training
datasets. Gokaslan et al.(Gokaslan et al., 2024) train
a model on Creative Commons images, but still in-
clude artistic content. We extend this by training
with minimal exposure to paintings, drawings, and
artistic media, creating a diffusion model largely de-
void of non-photographic art (Fig. 2). We investigate
how few artistic images are required post-training to
learn specific styles. To adapt our art-agnostic model,
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we use our Art Style Adapter based on LoRA fine-
tuning (Hu et al., 2021) and Textual Inversion (Gal
et al., 2022). Prior work shows methods like Textual Inversion and Dreambooth (Ruiz et al., 2023)
can personalize diffusion models using few user images. Our novel finding is that these adaptation
methods work even when the base model has never been trained on the target image type.
3 Blank Canvas Diffusion

Blank Canvas dataset. Most diffusion models are trained on large-scale datasets that include
paintings, drawings, and digital art. Our goal is to create a large-scale dataset composed exclusively of
photographs. To this end, we curate the Blank Canvas dataset from the SAM-LLaVA-Captions10M
dataset (Chen et al., 2023), derived from SA-1B (Kirillov et al., 2023), a dataset of natural, camera-
captured images with captions generated by a vision-language model (LLaVA).

Despite its photographic intent, the dataset contains incidental artwork e.g., photos of tapestries,
logos, or sculptures. We therefore design a two-stage filtering pipeline to minimize art content. We
exclude images via caption-based keyword filtering, then we compute CLIP-based cosine similarity
scores to art-related terms and remove high-scoring images. Thresholds are determined by manual
inspection. After filtering, the dataset retains 9.11M image-text pairs (4.7% removed via text, 16.7%
via image filtering). Manual inspection confirms a reduction in art content: in SA-1B, 315 of 10k
images originally contained artwork, versus 72 post-filtering. Similar evaluation on COCO shows a
drop from 1.06% to 0.12%. We also estimate that 32.9% of images in LAION-Aesthetic v2 5+ (used
to train Stable Diffusion 1.4) contain artwork, suggesting over 191M art images in its training set.

Our Blank Canvas Diffusion model uses a latent diffusion architecture (Rombach et al., 2022) with
three modules: a VAE, a U-Net, and a Text Encoder. To ensure no exposure to artistic content,
we train both the VAE and U-Net from scratch on our filtered dataset. Unlike prior models that
use CLIP (Radford et al., 2021), which may encode visual artistic concepts, we use a BERT-based
language, only encoder (Devlin et al., 2019). While BERT may contain textual knowledge of art, it
has no visual grounding, ensuring that the model is free from any pixel-level artistic priors.
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Figure 3: The generated image should match the style of a small exemplar dataset when
prompted with a caption C∗, which includes a style prefix V ∗. For example, if C∗ =
People walking along a riverside path with colorful trees in the style of V ∗, the image should reflect
both the scene (content) and the specified artistic style. Content loss ensures that the visual elements of
the prompt C = People walking along a riverside path with colorful trees are accurate, while style
loss maintains the style associated with V ∗.

4 Opt In: Artistic Style Adapter

To opt-in to an art style, we train a LoRA Art-Style Adapter by collecting a few examples of paintings
in that style X0 ∈ A and caption the content of the artwork. Captioning can be done automatically
or manually. To connect the newly learned style information with specific tokens in the prompt, we
append “in the style of V* art" to the content prompt. We use C∗ for the final prompt (after our
addition). To enable the model to learn this new artistic style, we fine-tune the U-Net module using
LoRA (Hu et al., 2021). For a given target artistic image, we define the following loss:

LS(θ
′) = ‖εθ∪θ′(Xt, C

∗, t)− ε|‖2 , (1)

where εθ∪θ′ is the U-Net module with the LoRA updating weights, t is the denoising time step, Xt is
the input image at time t, and ε is target noise. We refer to this loss as style loss, as it helps the model
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implicitly learn the artistic style and link it to the style modification in the prompt. The content loss is
defined as follows:

LC(θ
′) = ∥ϵθ∪θ′(Xt, C, t)− ϵθ(Xt, C, t)|∥2 . (2)

This loss helps maintain the prompt’s content even when the style identifier is omitted from the text.
Our final loss is L = LS + w · LC, where w is the hyper-parameter for the content loss. We combine
style and content losses to prevent the model from overfitting to artistic features, allowing it to learn
style as a distinct component separate from content. This approach encourages the model to capture
the underlying style patterns without embedding them too deeply into the content, enabling it to
generate natural images when no specific style is specified. By disentangling style from content
in this way, the model learns to apply styles more flexibly while preserving the core content. At
inference, we control style by adjusting when art information is introduced. Injecting style earlier
makes the image more stylized, later injection preserves natural details with subtle artistic elements.

5 Experiments

Blank Canvas Diffusion Our Blank Canvas Diffusion follows Stable Diffusion v1.4 architecture
(Rombach et al., 2022). We train VAE from scratch, then U-Net on Blank Canvas dataset with
frozen VAE, using pre-trained BERT (Devlin et al., 2019). We compare against CommonCanvas-SC
(Gokaslan et al., 2024) (30M CC images) and Stable Diffusion v1-4 (600M images), in terms of data,
compute time, image quality (FID score) and text and image alignment (CLIP score). Compared to
existing models, Blank Canvas Diffusion is trained with significantly fewer resources. It uses only 9
mln image-text pairs and 11,432 A100 GPU hours. In contrast, CommonCanvas-SC is trained on 30
mln images with 73,800 A100 hours, and Stable Diffusion v1.4 (SD1-4) is trained on 600M images
using 150,000 A100 hours. Despite this large gap in data and compute, our model achieves a CLIP
score of 0.26 and FID of 12.12 on the Blank Canvas test set, competitive with CommonCanvas-SC
(0.27 / 13.66) and SD1-4 (0.28 / 17.74). On the COCO-2017 test set, where our model faces a domain
mismatch, it obtains 0.23 CLIP and 23.60 FID, while CommonCanvas-SC and SD1-4 perform better
(0.27 / 8.23 and 0.27 / 12.54, respectively). These results underscore the competitiveness of our
model despite operating at a fraction of the data and compute budget.

Art Style Adaptation We adapt styles using our Art Adapter with content loss weight w = 50. From
WikiArt, we select 17 artists with distinct styles and manually curate 9–50 paintings per artist (avg.
21.88), ensuring stylistic consistency in color, brushwork, and content. We evaluate style similarity
using the Contrastive Style Descriptor (CSD) (Somepalli et al., 2024). For each generated image, we
compute its mean CSD score against the corresponding artist set. Content preservation is assessed
via cosine similarity in ViT-based content features (ViTc), and CLIP score measures text-image
alignment.
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Figure 4: Comparison of Blank Canvas Diffusion art generation (top row) with Stable Diffusion 1.4
generated images (bottom row).

We sample 500 prompts and images from the LAION Pop dataset (Schuhmann and Bevan, 2023),
evaluating across 17 artist style sets with results averaged per style. To validate performance, we
conduct a user study via Amazon Mechanical Turk, comparing outputs from our Art Adapter and
baseline methods on two tasks: Image Stylization and Artistic Style Generation. Participants are
shown three reference images from a given artist and asked to select which of two outputs best matches
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the style. We also include comparisons with real paintings. To mitigate bias toward photographic
realism (Wang et al., 2023b), we include reliability checks, yielding 2,242 responses from 42 users
after filtering.

Figure 5: (Left) Results of the Perceptual User Study; Blank Canvas Diffusion with Adapter method
(green bar) is preferred over image editing baselines, is on par with Adapter using an SD1.4 backbone
and is favored less than StyleAligned (SD1.4). The margin of preference is narrow between the
baselines. (Right) Quantitative evaluation; Blank Canvas Diffusion with the Art Adapter achieves a
good trade-off between the style and content.
Image stylization. We evaluate our method on image stylization using the LAION Pop dataset,
aiming to transfer artistic style while preserving image content. Baselines include: SD1.4 (Adapter)
using a learned style adapter and new token, SD1.4 (Text) using only the artist’s name, and SD1.4
(Adapter + Text) combining both. For all SD1.4 variants, LoRAs are applied across all blocks
for optimal performance. Stylization is performed via DDIM inversion to step 800, followed by
denoising with a modified prompt and adapter. We also compare to Plug and Play (Tumanyan
et al., 2023), InstructPix2Pix (Brooks et al., 2023), and StyleAligned (Hertz et al., 2024), as well
as CycleGAN (Zhu et al., 2017) for Monet and Van Gogh. Qualitative results for imitating Van
Gogh’s style are shown in SM.E. Our method matches or outperforms all baselines in both human and
automatic evaluations. In user studies (Fig. 5), participants consistently preferred our outputs over
Plug and Play, InstructPix2Pix, and StyleAligned on Blank Canvas Diffusion. While StyleAligned
on SD1.4 showed slightly higher preference, it relies on extensive art-pretraining, unlike our model.
Automatic metrics support these findings: our method balances style (CSD) and content (ViTc)
fidelity, whereas baselines often favor one at the expense of the other (Tab. 5 (Right)).

Artistic Style Generation We address the task of Artistic Style Generation, focusing on creating
images in a specific artistic style. Stable Diffusion, known for its ability to replicate styles by
simply prompting with artist names, serves as a baseline due to its extensive training on artworks
Heikkilä (2022). Additionally, we compare with transferring a style into generated images with the
StyleAligned method on both Stable Diffusion and Blank Canvas Diffusion backbones. Qualitative
examples presented in Fig. 4. Blank Canvas Diffusion (Adapter) outperforms SD1-4 (Text) in style
(CSD 0.34 vs. 0.22) but slightly lags in content preservation (0.21 vs. 0.26). StyleAligned scores 0.47
on Stable Diffusion but drops to 0.22 on Blank Canvas Diffusion, highlighting the need for an artistic
backbone. Our perceptual study confirms these trends: 76.2% of participants preferred our method
over SD1-4 (Text) for style. Against StyleAligned with SD1-4, our model was chosen 31.5% of the
time, reinforcing SD1-4’s strong artistic capacity from extensive pretraining. When asked to identify
images closest to real artworks, participants selected our method 17.5% of the time and SD1.4 (Text)
11.1%, suggesting our approach better mimics authentic artistic styles.

Data Attribution We find that our Art Adapter generalizes well from a small art-style training
set, generating novel images consistent with the target style. To understand which training images
influenced these generations—and to check whether art content may have inadvertently remained in
the training set—we apply the data attribution method from Wang et al. (2023a). Results are shown
in Fig. 6, where we retrieve the top five attributed images from both the Blank Canvas Dataset and
the Art-Style examples for each output. While stylistic features often dominate, real-world influences
from the Blank Canvas Dataset remain significant. In the Picasso-style example, the output reflects
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Figure 6: Data attribution experiments on stylized images reveals that while the generated images
reflect the distinct artistic styles of each artist, the training images that contributed the most came
from both the Blank Canvas dataset and the Art-Style examples.

cubist elements, and attribution reveals all top five matches from the Art-Style dataset. In contrast,
for Matisse and Lichtenstein styles, the top attributed images come from the Blank Canvas Dataset.
The Matisse-style image shows vivid colors and organic shapes, yet attribution reveals underlying
real-world scenes. Similarly, in the Lichtenstein example, the bold comic style overlays content
clearly traced back to non-artistic pretraining images.

6 Discussion and Limitations

Blank Canvas Diffusion explores whether generative models can learn to imitate artistic style with
minimal exposure to traditional artworks. Using a simple Art Style Adapter, we show that models
trained on largely art-free data can still generate stylistically rich images. Attribution analysis suggests
that patterns in natural imagery may already carry the foundations of visual style, offering insight
into how generative models internalize and repurpose structure in the world around them. While we
took care to filter explicit artworks, we acknowledge that photography itself is not free of aesthetic
intent. Choices in composition, lighting, and framing can carry stylistic influence (Hertzmann, 2022),
and some images in our dataset may reflect these qualities. Although not central to our findings, this
nuance highlights the difficulty of fully disentangling artistic influence from visual data. Our results
suggest that generative models may not require direct exposure to traditional art to develop artistic
capabilities, complicating assumptions about what kinds of data drive creativity and raising broader
questions about influence, authorship, and control in generative systems.
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in diffusion models. arXiv preprint arXiv:2308.14761, 2023b.

Aaron Gokaslan, A Feder Cooper, Jasmine Collins, Landan Seguin, Austin Jacobson, Mihir Patel, Jonathan
Frankle, Cory Stephenson, and Volodymyr Kuleshov. Commoncanvas: Open diffusion models trained on
creative-commons images. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 8250–8260, 2024.

Melissa Heikkilä. This artist is dominating ai-generated art. and he’s not happy about it. MIT Technology Review,
125(6):9–10, 2022.

Amir Hertz, Andrey Voynov, Shlomi Fruchter, and Daniel Cohen-Or. Style aligned image generation via shared
attention. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages
4775–4785, 2024.

Aaron Hertzmann. The choices hidden in photography. Journal of Vision, 22(11):10–10, 2022.

Jonathan Ho and Tim Salimans. Classifier-free diffusion guidance, 2022.

Jonathan Ho, Ajay Jain, and Pieter Abbeel. Denoising diffusion probabilistic models, 2020.

Edward J. Hu, Yelong Shen, Phillip Wallis, Zeyuan Allen-Zhu, Yuanzhi Li, Shean Wang, Lu Wang, and Weizhu
Chen. Lora: Low-rank adaptation of large language models, 2021.

Jaeseok Jeong, Junho Kim, Yunjey Choi, Gayoung Lee, and Youngjung Uh. Visual style prompting with
swapping self-attention. arXiv preprint arXiv:2402.12974, 2024.

Alexander Kirillov, Eric Mintun, Nikhila Ravi, Hanzi Mao, Chloe Rolland, Laura Gustafson, Tete Xiao, Spencer
Whitehead, Alexander C. Berg, Wan-Yen Lo, Piotr Dollár, and Ross Girshick. Segment anything, 2023.

7



Nupur Kumari, Bingliang Zhang, Sheng-Yu Wang, Eli Shechtman, Richard Zhang, and Jun-Yan Zhu. Ablating
concepts in text-to-image diffusion models. In Proceedings of the IEEE/CVF International Conference on
Computer Vision, pages 22691–22702, 2023a.

Nupur Kumari, Bingliang Zhang, Richard Zhang, Eli Shechtman, and Jun-Yan Zhu. Multi-concept customization
of text-to-image diffusion, 2023b.

Yiwei Lu, Matthew YR Yang, Zuoqiu Liu, Gautam Kamath, and Yaoliang Yu. Disguised copyright infringement
of latent diffusion models. arXiv preprint arXiv:2404.06737, 2024.

Rui Min, Sen Li, Hongyang Chen, and Minhao Cheng. A watermark-conditioned diffusion model for ip
protection. arXiv preprint arXiv:2403.10893, 2024.

Minh Pham, Kelly O Marshall, Niv Cohen, Govind Mittal, and Chinmay Hegde. Circumventing concept
erasure methods for text-to-image generative models. In The Twelfth International Conference on Learning
Representations, 2023.

Tianhao Qi, Shancheng Fang, Yanze Wu, Hongtao Xie, Jiawei Liu, Lang Chen, Qian He, and Yongdong Zhang.
Deadiff: An efficient stylization diffusion model with disentangled representations. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 8693–8702, 2024.

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sastry,
Amanda Askell, Pamela Mishkin, Jack Clark, Gretchen Krueger, and Ilya Sutskever. Learning transferable
visual models from natural language supervision, 2021.

Robin Rombach, Andreas Blattmann, Dominik Lorenz, Patrick Esser, and Björn Ommer. High-resolution image
synthesis with latent diffusion models, 2022.

Nataniel Ruiz, Yuanzhen Li, Varun Jampani, Yael Pritch, Michael Rubinstein, and Kfir Aberman. Dreambooth:
Fine tuning text-to-image diffusion models for subject-driven generation, 2023.

Christoph Schuhmann and Peter Bevan. Laion pop: 600,000 high-resolution images with detailed descriptions,
2023.

Christoph Schuhmann, Romain Beaumont, Richard Vencu, Cade Gordon, Ross Wightman, Mehdi Cherti, Theo
Coombes, Aarush Katta, Clayton Mullis, Mitchell Wortsman, et al. Laion-5b: An open large-scale dataset
for training next generation image-text models. Advances in neural information processing systems, 35:
25278–25294, 2022.

Tom Simonite. This artist is dominating ai-generated art. and he’s not happy about it. MIT Technology Review,
2022.

Kihyuk Sohn, Nataniel Ruiz, Kimin Lee, Daniel Castro Chin, Irina Blok, Huiwen Chang, Jarred Barber, Lu
Jiang, Glenn Entis, Yuanzhen Li, et al. Styledrop: Text-to-image generation in any style. arXiv preprint
arXiv:2306.00983, 2023.

Gowthami Somepalli, Vasu Singla, Micah Goldblum, Jonas Geiping, and Tom Goldstein. Diffusion art or digital
forgery? investigating data replication in diffusion models. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pages 6048–6058, 2023.

Gowthami Somepalli, Anubhav Gupta, Kamal Gupta, Shramay Palta, Micah Goldblum, Jonas Geiping, Ab-
hinav Shrivastava, and Tom Goldstein. Measuring style similarity in diffusion models. arXiv preprint
arXiv:2404.01292, 2024.

Spawning AI Team. Spawning ai, 2023.

Narek Tumanyan, Michal Geyer, Shai Bagon, and Tali Dekel. Plug-and-play diffusion features for text-driven
image-to-image translation. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition (CVPR), pages 1921–1930, 2023.

Haofan Wang, Matteo Spinelli, Qixun Wang, Xu Bai, Zekui Qin, and Anthony Chen. Instantstyle: Free lunch
towards style-preserving in text-to-image generation. arXiv preprint arXiv:2404.02733, 2024.

Sheng-Yu Wang, Alexei A Efros, Jun-Yan Zhu, and Richard Zhang. Evaluating data attribution for text-to-image
models. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 7192–7203,
2023a.

Xi Wang, Zoya Bylinskii, Aaron Hertzmann, and Robert Pepperell. A computational approach to studying
aesthetic judgments of ambiguous artworks. Psychology of Aesthetics, Creativity, and the Arts, 2023b.

8



Richard Whiddington. Artists land a win in class action lawsuit against a.i. companies. Artnet News, 2024.

Yunqing Zhao, Tianyu Pang, Chao Du, Xiao Yang, Ngai-Man Cheung, and Min Lin. A recipe for watermarking
diffusion models. arXiv preprint arXiv:2303.10137, 2023.

Jun-Yan Zhu, Taesung Park, Phillip Isola, and Alexei A Efros. Unpaired image-to-image translation using
cycle-consistent adversarial networks. In Proceedings of the IEEE international conference on computer
vision, pages 2223–2232, 2017.

9



Supplementary Material

A Diffusion Model Background

Diffusion models Ho et al. (2020) represent a class of generative models capable of producing
high-quality images by modeling data distributions through successive denoising steps. In diffusion
modeling we define a forward process that incrementally introduces noise to the data distribution,
transforming it into a Gaussian distribution over time. At any given time step, the relationship
between the image and the noise can be expressed as:

Xt =
√
1− βt ·X0 + βt · ϵ, (3)

where Xt represents the image at time step t, X0 is the original image, ϵ denotes a Gaussian Random
Variable with zero mean and unit variance, and βt is the standard deviation of the added noise.
Diffusion models optimize for the score function, ∇ log pt(·), needed to reverse the corruption
process. The score can be learned with supervised learning using the Denoising Score Matching
objective defined as:

min
θ

E
[
∥ϵθ(Xt, C, t)− ϵ∥2

]
, (4)

where ϵθ is the model and C is the condition, in our case, the text prompt. For computational reasons,
the corruption process often occurs in low dimensional latent space Rombach et al. (2022).

B Artwork Filtering Methodology

Our artwork filtering process operates on both image and caption levels to ensure comprehensive
coverage. For image-level filtering, we define a set of concepts to be excluded:

painting, art, artwork, drawing, sketch, illustration, sculpture, stamp, advertisement,
logo, installation art, printmaking art, digital art, conceptual art, mosaic art, tapestry,
abstract art, realism art, surrealism art, impressionism art, expressionism art, cubism
art, minimalism art, baroque art, rococo art, pop art, art nouveau, art deco, futurism
art, dadaism art

Fig. 7 presents a histogram of CLIP scores for images associated with the word “painting”. This
distribution is derived from a subset of the SA-1B dataset, comprising 11,186 images (0.1% of the
complete SA-1B dataset).

CLIP filter keyword: painting

CLIP score

Fr
eq

ue
nc

y

Figure 7: Histogram of the CLIP score of images with the word “painting”. The distribution shown is
from a subset of the SA-1B dataset. The red line represents the filtering threshold (17) we selected.
Our strict threshold aims filters out all the art, even incidental art like a picture of a man painting.

For caption-level filtering, we exclude the following terms:
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painting, paintings, art, artwork, drawings, sketch, sketches, illustration, illustra-
tions, sculpture, sculptures, stamp, stamps, advertisement, advertisements, logo,
logos, installation, printmaking, digital art, conceptual art, mosaic, tapestry, ab-
stract, realism, surrealism, impressionism, expressionism, cubism, minimalism,
baroque, rococo, pop art, art nouveau, art deco, futurism, dadaism

C Manual Filtering

To inspect the quality of our dataset, one of the authors manually inspected a random sample of 10k
images. We did so by writing a simple javascript script that displayed individual images on a page,
by clicking the category a result was written in a text file (see Fig. 8 –9).

Figure 8: Manual inspection tool

Figure 9: In a random sample of 10000 images (total: 71), we found categories; advertisement (2),
digital art (1), drawing (3), installation art (12), logo (12), mosaic art (2), printmaking art (1), and
sculpture (38), from left to right, excluding sculpture and logo.

D Qualitative Results of Blank Canvas Diffusion

We demonstrate qualitative results of the Blank Canvas Diffusion in Fig.10, for comparison, we
also include images generated by StableDiffusion 1.4 and CommonCanvas-SC. Our model, despite
significantly smaller training set size generates high-quality images faithful to the text prompt.
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The image shows a large, old-fashioned hotel with a tall red brick 
building on a street corner, featuring a flag flying above it. The 
vintage, rustic appearance suggests it's an old or historical 
building, adding charm and architectural character likely to attract 
tourists and locals.

A group of people stands on a grassy hillside overlooking a majestic, 
wide waterfall with misty spray, set in a lush green forest. They 
likely enjoy the serene, natural beauty.

The image features a cityscape with tall buildings and a bridge 
against a cloudy sky, creating a moody and dramatic atmosphere.

Blank Canvas 
DiffusionCommonCanvas-SC SD1-4

The image depicts a picturesque small town by a river, featuring 
several docked boats. Surrounded by trees, the town is near a large 
body of water, highlighting its popularity for boating and water 
activities. The serene composition, with trees and boats, underscores 
the town's natural beauty and tranquil charm.

Figure 10: Qualitative comparison of images generated with Blank Canvas Diffusion, Stable Diffusion
1.4 and CommonCanvas-SC model.

12



E Qualitative Results of Image Stylization in style of Van Gogh

Real Image

A lemon tree 
with a large 
yellow lemon 
hanging from 
it.

A large, ornate 
building with a 
pagoda-like 
roof, painted in 
red and blue.

A breathtaking 
view of a 
waterfall 
cascading 
down a rocky 
cliff.

Blank Canvas 
Diffusion
(Adapter)

SD1-4 
(Text)

SD1-4 
(Text+Adapter)

SD1-4 
(Adapter)

CycleGANStyle-Aligned
SD1-4

Instruct Pix2PixPnP-Diffusers

Figure 11: Comparion of our method and other image stylization baselines for the artist Van Gogh.
All captions contain a suffix “in the style of Vincent van Gogh", Our model and SD1.4 + Art Adaptor
are prompted with suffix “in the style of V* art".

F Implementation Details

As detailed in Sec. 6.1, we train both the VAE and the U-Net from scratch, while utilizing a pre-trained
BERT text encoder. We train VAE with the mixture of Blank Canvas dataset (SAM) and (filtered)
MS-COCO to improve VAE reconstruction quality. While SAM prevents artistic bias, MS-COCO
adds non-artistic diverse images. We used 115,294 MS-COCO samples and 104,145 SAM samples.
We train the VAE with a batch size of 24, gradient accumulation of 2, and a 2e-4 learning rate for
15 epochs, taking 16 hours. We first train the U-Net under 256 resolution on 7 H100 GPUs, with
each GPU using a batch size of 300 and mixed precision of FP16. We apply gradient accumulation
of 8 and use a learning rate of 1e-4 with the AdamW optimizer on a 7 H100 GPUs by 41400 steps.
We fine-tune the model at a 512x512 resolution for a total of 156,700 steps, with learning rate of
5e-5 and batch size of 90, and apply 10% dropping rate with classifier-free guidance sampling (Ho
and Salimans, 2022). The architecture design choices are well motivated to prevent art knowledge
leakage from CLIP embedding, otherwise our architecture follows an established baseline SD1.4.

LoRA Implementation We found that incorporating low-rank Adapters into the attention, linear,
and convolution layers of the UNet’s up block reduces overfitting and improves generation quality,
as opposed to introducing LoRA across all UNet blocks. Motivated by the observation that early
layers handle global image aspects, which are less style-dependent, we found that injecting LoRA
layers only in the UNet’s up block reduces overfitting (Fig. 12). Quantitative evaluation shows this
approach achieves a higher style score across 17 artists (0.29 vs. 0.26) while preserving a comparable
content score (0.22 vs. 0.23). The learning rate was set to 2e-4 using the AdamW optimizer, and we
trained for 1,000 steps with a batch size of 5 and the DDIM noise scheduler. For data augmentation,
we resize images with a random scale of 0.9 to 1 and randomly crop with an aspect ratio of 3/4 to 4/3.
In the experiments, we use ‘sks’ as the V* token, which serves as a random new token for learning a
new art style concept.

Additionally, we conducted an analysis to determine the effect of LoRA rank on the art adapter’s
performance. Tab. 2 presents the results of our model with LoRA ranks 1 and 64. Our findings
indicate that LoRA rank does not significantly impact model performance. This experiment is done
on the image stylization task, the scores are average across 17 artists, with 1.0 LoRA scale.

In our quantitative evaluation, we use a 500-sample subset of the LAION Pop dataset, randomly
sampled while excluding images with keywords listed in B. For captions longer than a baseline’s
content length, we use only the first sentence.

Content Loss Strength We investigated the influence of the content loss weight (w) in the art adapter
across different models Tab. 3.

The content loss substantially enhances learning performance, with CSD increasing from 0.14 to
0.29 when w is set to 50. This demonstrates that the content loss effectively aids the model in
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The image features a small wooden boat out of water on a beach.

The image features a silver and black sports motorcycle parked near a building.

The image features two people posing together outside with their motorcycle.

Real Image LoRA
(All Layers)

LoRA
(Up Block Layers)

Figure 12: Comparison of LoRA applied to all layers vs. only the up block of the UNet. Limiting
LoRA to the up block reduces overfitting. Adapters train on a 10 images sample of Camille Pissaro’s
artwork.

LoRA Rank CSD↑ LPIPS↓ ViTc↑ CLIPc↑
1 0.29 0.62 0.28 0.22

64 0.21 0.59 0.32 0.25
Table 2: Rank analysis of LoRA on style transfer task. We find that a higher rank of LoRA does not
improve the model learning performance.

distinguishing between art images and natural images. The effect remains robust across different
weight values, with performance remaining nearly constant when w is set to 20 or 100 (up to 0.02
difference in CSD).

14



Content Loss scale CSD↑ LPIPS↓ ViTc↑ CLIPc↑
0 0.14 0.57 0.33 0.25

20 0.29 0.62 0.28 0.22
50 0.29 0.62 0.28 0.22
100 0.27 0.61 0.28 0.23

Table 3: Analysis of prior preservation loss weight (w) on our model. Experiments are conducted on
style transfer, with noise added at the 800th time step. The scores are averages across 17 artists on
image stylization task, with 1.0 LoRA scale.

G Art-Agnostic Model Verification

To verify the art-agnostic nature of our model, we conducted a textual inversion experiment as
suggested by Pham et al. (2023). In the experiment we use the same Art Dataset as for training the
Art Adapter for Vincent Van Gogh style. Fig. 13 illustrates that our model fails to produce the target
style using textual inversion, further confirming its lack of prior artistic knowledge.

Snow-covered mountain peak behind a 
field of leafless brown bushes.

Blank Canvas 
Diffusion SD1-4

Textual Inversion - van Gogh

Figure 13: Through textual inversion using paintings by van Gogh, we found that, unlike SD1-4, our
model cannot generate images in the corresponding style. This indicates that our model cannot be
inverted to generate artwork through prompt space searching, demonstrating it has no prior knowledge
of art.

H Model Editing and Controlling Ability

Despite being trained on a significantly smaller and less diverse dataset limited to natural images, our
art-agnostic model demonstrates comparable editing and control capabilities to competitive models.
This is evident in both single-image editing and customization experiments.

In Fig. 14, we qualitatively illustrate the single-image editing process using the Plug-and-Play
method (Tumanyan et al., 2023) applied to our model. We provide editing examples on both real and
generated images, demonstrating the model’s ability to replace a pyramid with a large mountain, both
with and without the artistic adapter (weight 1.5) of van Gogh.

Furthermore, we demonstrate our model’s customization abilities using the Dreambooth technique
(Ruiz et al., 2023). We learned the concept of a barn using 7 training images from the Custom-
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Input Real Image

A large mountain under 
a cloud blue sky

A large mountain under 
a cloud blue sky in the 
style of V* art

Input Generated Image

Figure 14: Plug-and-Play editing on our model. We provide both editing on real and generated image
examples. We replace a pyramid to a large mountain both without and with the artistic adaptor of van
Gogh.

Concept101 dataset (Kumari et al., 2023b). The model was trained to generate the barn in various
contexts, utilizing 200 prior samples from Stable Diffusion v1-4, with a prior preservation loss of 1.0,
a learning rate of 5e-6, and 250 training steps on 2 GPUs.

Target Images V* barn in fall season 
with leaves all around

V* barn at a beach 
with a view of the seashore

Photo of the V* barn with
the sun rising in the sky

Figure 15: Dreambooth editing on our model. We send 7 barn example images to the model and ask
it to generate the barn in various contexts.

I Effect of Applying the Adapter at various Time Steps

We analyzed the effect of the adapter time step on art generation results. Fig. 16 shows the art
generation outcomes with different adapter time steps. Intuitively, the model generates more style
information when the adapter starts earlier (left) and more content information when the adapter
starts later (right).
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A bustling 
market street 
with vendors 
and pedestrians 
under a cloudy 
sky

Park with 
cherry blossom 
trees, 
picnickers, and 
a clear blue 
pond

Natural Artistic

Figure 16: Art generation results using Art Adapter at different timesteps. From left to right: no
adapter (column 1), adapter introduced at timestep 800 (column 2), 600 (column 3), and 0 (column
4). This demonstrates how earlier adapter introduction increases artistic influence in the image.

J User Study

The user study was conducted on AWS with 42 participants. We disregarded the workers that took
less than 5 seconds to complete the assignment. To ensure reliability, we included a validation task
requiring participants to distinguish a non-artistic image from a painting, ensuring they focused on
stylistic qualities rather than content or quality of the images. Only those who passed this task were
included in the analysis. This process reduced the number of workers from an initial pool of 88 to
42. Additionally, we selected expert workers and randomized both the image order and methods to
minimize potential bias. The user study interface is shown in Fig. 17.

Figure 17: The interface for the user study we conducted, the participants were shown examples of
an art style and were asked to select an image that matched it better.
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K Introducing the Art Adapter to the Artist

To explore the artistic community’s reaction to AI-generated art, we conduct an interview with the
renowned artist Alan Kenny. Upon obtaining Alan’s permission, we train an Art Adapter on 11
artworks showing his distinctive style. We describe our work and present Kenny with the generated
images imitating his style. In the interview, the artist expresses a blend of astonishment and familiarity
when observing the AI-generated art, remarking, “I didn’t expect [this quality] if you were using a
base model of blank canvas... you probably achieved more than I would have expected for a base
model with no information.” He acknowledges that the AI has captured aspects of his distinct style to
the extent that, “if you were to post some of these images online, I would get people texting me, ‘I see
your images.’ They would spot it, and I spot it.” Despite noting that “compositionally, it is weak” and
contrasting this with his own “well thought and meticulous” compositions, he recognizes that “there
are some very positive things” in the AI’s work. The artist describes the experience as “terrifying and
a bit exciting at the same time,” specifically pointing out how the AI imitates his signature “gradation
of the landscape” and “gradation of the shapes.” Though he felt his style is largely captured, he
admits, “there is kind of originality to them... I see me in them, yes, very strongly... but there is an
originality to some of the images.”.

In Fig. 18, 19 we present qualitative examples of images generated in the style of Alan Kenny along
with the results of the data attribution technique. These examples reveal how natural images inspire
features in the generated art (e.g., a stage with musicians) while preserving the characteristics of the
artistic style like the use of colors, smooth boundaries and geometric shapes.

Art-Style 
Examples

!"
#$

%&
'$

$(

Guitarist adjusting strings on stage before a performance.

Generated Image Top Attributed Images from the Training Sets

Blank 
Canvas
Dataset

Figure 18: Generated artwork in the style of Alan Kenny (created and displayed with the artist’s
permission) showcases the top-5 influential images from the Blank Canvas and Art Datasets.

L Data Attribution

We present additional results of applying data attribution to the generated art images in Fig. 20.
These results illustrate how specific visual elements from the training data, including both natural
and small art images, influence the generated outputs. Despite the Art Adapters being trained on a
limited set of art images, and the base text-to-image model itself having minimal exposure to graphic
art, the attribution analysis points to similarities in the natural images that may enable the model to
effectively generalize from few examples.

The attribution method [47] is an established approach, with the similarity metric chosen to closely
approximate exact attribution. Although the method is an approximation, no current data attribution
method can pin-point training examples more precisely at the scale of training data we need to
analyze. We acknowledge this gap and will add the discussion to the main paper.

M Different Baselines

While many methods transfer style from a reference image to another, direct comparisons are often
infeasible due to differences in model architecture and dependencies. For instance, StyleDrop Sohn
et al. (2023) is designed specifically for the Muse architecture, making it difficult to separate the

18



Art Example Dataset

Alan Kenny

Artistic GenerationImage stylization

A group of 
children 

playing with 
fire hydrant in 
a city street.

Reference Image Stylized Image Variations Text-conditioned Generations

A beautiful 
beach scene with 
a sandy shore 

and a lush green 
area nearby.

Task: 

Text Prompt

A burnt-out car 
on a street at 

night.

Figure 19: Additional qualitative experiments of the art imitation of the interviewed artist Alan
Kenny.

contribution of the adaptation method from the pretrained model’s inherent stylization capabilities.
Similarly, Visual Style Prompting Jeong et al. (2024) and InstantStyle Wang et al. (2024) are designed
primarily for Stable Diffusion XL. Computational constraints prevent us from training a comparable
model with our Blank Canvas data, but we encourage others to explore similar experiments.

DeadDiff Qi et al. (2024), while offering advantages to text-to-image adapters, relies on a paired
dataset where the reference image and ground truth share style or semantics, which differs significantly
from our approach. Our primary goal is to demonstrate that effective style transfer is achievable with
a few examples, rather than competing with methods that leverage extensive pretrained knowledge of
graphic art.

To disentangle the adaptation method from the pretrained model’s capabilities, we applied another
baseline, StyleID Chung et al. (2024), to both our Blank Canvas Diffusion model and SD1.4. Similar
to StyleAligned, both training-free adaptation methods performed better on SD1.4, leveraging its
broad artistic knowledge, but struggled on Blank Canvas Diffusion, highlighting their reliance on
pretrained models rich in artistic priors. In contrast, our Art Adapter bridges this gap effectively,
demonstrating that focused adaptations within the Blank Canvas framework can achieve compelling
results without relying on inherited artistic biases.

While this comparison is not entirely equivalent—StyleAligned and StyleID use a single reference
image, whereas our Art Adapter employs multiple style references (in this experiment, we compare
five artists: Derain, Miró, Klimt, Picasso, and Lichtenstein, with an average training set of 15)—we
were unable to adapt these methods to support multiple references, as doing so falls outside the scope
of this work.

It is important to emphasize that our goal is not to compete with models and methods trained on
significantly larger graphic art datasets, as such comparisons would be inherently unfair. Instead, our
work focuses on a key question: how much graphic art data is truly needed to effectively replicate an
artistic style? Our analysis demonstrates that an artistic style can be successfully learned from just a
few examples.

N Additional Qualitative Results

Additional results of art generation (art generation and image stylization) and training images in
Figures 21 –37. We show our model’s ability to replicate diverse artistic styles: Impressionism
(Monet, van Gogh, Corot), Art Nouveau (Klimt), Fauvism (Derain), Abstract Expressionism (Matisse,
Pollock, Richter), Abstract Art (Kandinsky), Cubism (Picasso, Gleizes), Pop Art (Lichtenstein,
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Generated Image Top Attributed Images from the Training Sets

Art-Style 
Examples

Blank 
Canvas
Dataset

Art-Style 
Examples

Blank 
Canvas
Dataset

Art-Style 
Examples
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A group of children playing with a fire hydrant in a city street.

A man riding a horse, possibly a knight or a warrior.

A classic Mercedes Benz sports car parked on a street.

A group of women standing around a table filled with bananas and other 
fruits.

Blank 
Canvas
Dataset

Art-Style 
Examples

Blank 
Canvas
Dataset

Art-Style 
Examples

Blank 
Canvas
Dataset

Art-Style 
Examples

A group of young boys playing soccer on a city street at night.
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A group of people dressed in medieval armor, possibly participating in a 
reenactment or a costume party.

Blank 
Canvas
Dataset

Figure 20: Additional qualitative experiments showing diverse art generations and top five attributed
images from both the Blank Canvas dataset and and Art-Style example dataset.

20



Text-To-Image Model Adaptation Method CSD_mean↑ ViTc↑ CLIPc↑
Art-Adapter 0.35 0.27 0.23

Blank Canvas Diffusion StyleAligned 0.12 0.31 0.22
StyleID 0.11 0.63 0.22

Art-Adapter 0.21 0.27 0.26
SD1.4 StyleAligned 0.43 0.23 0.21

StyleID 0.29 0.40 0.23
Table 4: Comparing different art adaptation methods across our Blank Canvas Diffusion model and
Stable Diffusion 1.4. Training-free adaptation methods, StyleAligned and StyleID, perform better on
SD1.4, benefiting from the model’s broad artistic knowledge, but struggle on Blank Canvas Diffusion,
showing their reliance on pretrained models rich in artistic priors. In contrast, our Art Adapter
effectively bridges this gap, proving that focused adaptations within the Blank Canvas framework can
deliver compelling results without depending on inherited artistic biases.

Warhol), Ukiyo-e (Hokusai), Expressionism (Escher), and Postmodern and Geometric Abstraction
(Miró, Battiss). The captions and reference images are sampled from the LAION Pop dataset.

Art Example Dataset

Claude 
Monet

Artistic GenerationImage stylization

A bustling city 
street at night 
with a double-

decker bus 
driving down 
the road.

Reference Image Stylized Image Variations Text-conditioned Generations

A person 
walking down a 
dark alleyway 
with a tunnel-
like structure.

A woman in a red 
dress standing 
in a forest, 
surrounded by 

trees.

Task: 

Text Prompt

Figure 21: Additional qualitative experiments.
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Art Example Dataset

Vincent 
van Gogh

Artistic GenerationImage stylization

A group of 
young boys 

playing soccer 
on a city 
street at 
night.

Reference Image Stylized Image Variations Text-conditioned Generations

A black SUV 
driving down a 
highway with a 
scenic view of 
mountains and 
water in the 
background.

Task: 

Text Prompt

A beautiful 
beach scene at 
night with a 

group of people 
standing on the 
shore, watching 
a spectacular 

fireworks 
display.

Figure 22: Additional qualitative experiments.

Art Example Dataset

Camille 
Corot

Artistic GenerationImage stylization

A silver 
Mercedes Benz 

car parked in a 
large building.

Reference Image Stylized Image Variations Text-conditioned Generations

A person riding 
a red 

motorcycle on a 
city street.

A large white house 
with a black roof, 
surrounded by green 
bushes and trees.

Task: 

Text Prompt

Figure 23: Additional qualitative experiments.

Art Example Dataset

Gustav 
Klimt

Artistic GenerationImage stylization

A close-up view 
of a gold watch 
with a white 
face and a 

black 
background.

Reference Image Stylized Image Variations Text-conditioned Generations

A group of four 
children riding 

a roller 
coaster, 

enjoying the 
thrill of the 

ride.

A backyard with 
a wooden dining 
table surrounded 

by chairs.

Task: 

Text Prompt

Figure 24: Additional qualitative experiments.
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Art Example Dataset

Andre Derain

Artistic GenerationImage stylization

A black and 
white cat with 
green eyes, 
sitting on a 

white 
background.

Reference Image Stylized Image Variations Text-conditioned Generations

A backyard with 
a wooden dining 
table surrounded 

by chairs.

Task: 

Text Prompt

A blue bench 
situated in a 
park, by trees 
and leaves.

Figure 25: Additional qualitative experiments.

Art Example Dataset

Henri 
Matisse

Artistic GenerationImage stylization

A beautiful 
scene of two 

horses 
standing on a 
grassy hill.

Reference Image Stylized Image Variations Text-conditioned Generations

A group of 
people posing 
together in a 
field, with 
some of them 
holding up 

their hands.

A large, 
ornate castle 

with a 
massive 

staircase 
leading up to 

it.

Task: 

Text Prompt

Figure 26: Additional qualitative experiments.
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Art Example Dataset

Jackson 
Pollock

Artistic GenerationImage stylization

A blue and 
white trailer, 
which appears 
to be a small 
food truck, 
parked in a 
grassy area.

Reference Image Stylized Image Variations Text-conditioned Generations

A close-up of a 
white bowl 
filled with 

pasta and sauce.

Task: 

Text Prompt

A blue bench 
situated in a 

park, surrounded 
by trees and 

leaves.

Figure 27: Additional qualitative experiments.

Art Example Dataset

Gerhard 
Richter

Artistic GenerationImage stylization

A large hot air 
balloon 

floating in the 
sky above a 

city.

Reference Image Stylized Image Variations Text-conditioned Generations

A brown dog 
standing on a 
dirt road in a 

forest.

A silver trailer 
parked in a grassy 
area, surrounded by 
four colorful lawn 

chairs.

Task: 

Text Prompt

Figure 28: Additional qualitative experiments.
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Art Example Dataset

Wassily 
Kandinsky

Artistic GenerationImage stylization

A black and white 
city street at 
night, with a 

rain-soaked street 
reflecting the 
lights of the 
surrounding 
buildings.

Reference Image Stylized Image Variations Text-conditioned Generations

A backyard with 
a wooden dining 
table surrounded 

by chairs.

Task: 

Text Prompt

A white cat 
sitting on a 

table, looking 
to the left.

Figure 29: Additional qualitative experiments.

Art Example Dataset

Artistic GenerationImage stylization

Three scary 
looking 

characters, 
each with their 

own unique 
appearance.

Reference Image Stylized Image Variations Text-conditioned Generations

A tall building 
with a row of 
balconies on 
the side.

A beautiful 
beach scene at 
night with a 

group of people 
standing on the 
shore, watching 
a spectacular 

fireworks 
display.

Task: 

Text Prompt

Figure 30: Additional qualitative experiments.
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Art Example Dataset

Albert
Gleizes

Artistic GenerationImage stylization

A beautiful 
beach scene 
with a sandy 
shore and a 

lush green area 
nearby.

Reference Image Stylized Image Variations Text-conditioned Generations

A beautiful 
bouquet of 
flowers, 

including a 
variety of pink 

and white 
flowers, as well 

as a single 
yellow flower.

Task: 

Text Prompt

A futuristic 
cityscape at 

night, featuring 
a large building 

with many 
windows.

Figure 31: Additional qualitative experiments.

Art Example Dataset

Roy 
Lichtenstein

Artistic GenerationImage stylization

A large, modern 
house with a 
swimming pool 

in the 
backyard.

Reference Image Stylized Image Variations Text-conditioned Generations

A church with a 
tall steeple and 
a bell tower.

Task: 

Text Prompt

A city street at 
night with a 
long, empty 

road.

Figure 32: Additional qualitative experiments.
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Art Example Dataset

Andy 
Warhol

Artistic GenerationImage stylization

A close-up view 
of a bowl 

filled with a 
delicious meal, 
consisting of 

rice, 
vegetables, and 

meat.

Reference Image Stylized Image Variations Text-conditioned Generations

A blue SUV 
parked on a 

street, with a 
mountain 

visible in the 
background.

A bustling city 
street at night, 
with a double-

decker bus driving 
down the road.

Task: 

Text Prompt

Figure 33: Additional qualitative experiments.

Art Example Dataset

Hokusai

Artistic GenerationImage stylization

A green car 
parked on a 

brick street in 
front of a 
bakery.

Reference Image Stylized Image Variations Text-conditioned Generations

A close-up of 
the front of a 
vintage car, 
featuring a 
chrome grill 

and a 
headlight.

A long, dark 
tunnel with a 
cobblestone 

road.

Task: 

Text Prompt

Figure 34: Additional qualitative experiments.
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Art Example Dataset

M.C. Escher

Artistic GenerationImage stylization

A beautiful 
garden with a 
large pond.

Reference Image Stylized Image Variations Text-conditioned Generations

A backyard with 
a wooden dining 
table surrounded 

by chairs.

Task: 

Text Prompt

A wall of potted 
plants and 
flowers, 

creating a lush 
and vibrant 
atmosphere.

Figure 35: Additional qualitative experiments.

Art Example Dataset

Joan Miró

Artistic GenerationImage stylization

A dining table 
set for tea, 

with a variety 
of dishes and 

utensils 
arranged on it.

Reference Image Stylized Image Variations Text-conditioned Generations

A modern and 
luxurious living 

room with a 
curved 

staircase.

Task: 

Text Prompt

A person riding 
a red motorcycle 

on a city 
street.

Figure 36: Additional qualitative experiments.
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Art Example Dataset

Walter Battiss

Artistic GenerationImage stylization

A bustling city 
street at 

night, with a 
double-decker 
bus driving 

down the road.

Reference Image Stylized Image Variations Text-conditioned Generations

A blue pickup 
truck parked on 

a street.

Task: 

Text Prompt

A quaint 
European village 
situated next to 
a body of water.

Figure 37: Additional qualitative experiments.
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