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Abstract

Large Language Models (LLMs) are increasingly used to predict public opinion,1

but are typically evaluated on structured surveys, which strip away the rich social,2

cultural, and temporal context of real-world discourse. This misalignment creates a3

critical evaluation gap. To address this, we introduce MindVote, the first bench-4

mark for public opinion prediction grounded in authentic social media. MindVote5

consists of 3,918 naturalistic polls from Reddit and Weibo, spanning 23 topics and6

enriched with detailed contextual metadata. Our evaluation of 15 LLMs on Mind-7

Vote reveals that general-purpose models outperform the models that fine-tuned on8

survey, highlighting the importance of in-context reasoning. MindVote provides a9

robust evaluation framework towards developing more socially intelligent AI.10

1 Introduction11

A core application for Large Language Models (LLMs) is to predict public opinion distributions,12

serving as a scalable alternative to costly surveys [20, 2]. However, the prevailing evaluation13

paradigm relies on traditional structured surveys, a methodology misaligned with context-rich digital14

environments like social media where opinions are formed and expressed [17]. This reliance on15

survey-based evaluation creates critical gaps. Topic Imbalance: Existing benchmarks are skewed16

toward formal topics like politics, unlike real-world discourse where entertainment drives 70% of17

Weibo traffic and Reddit’s largest communities focus on gaming [4, 16]. Cultural Homogeneity:18

Benchmarks often use Western-centric questions, testing linguistic translation rather than genuine19

cultural understanding. Context Poverty: Surveys systematically remove platform norms, temporal20

events, and community discourse—critical signals that prime opinions on social media [6].21

To bridge these gaps (shown in Figure 1), we introduce MindVote, the first benchmark for public22

opinion prediction grounded in authentic social media discourse. We construct a dataset of 3,918 polls23

from Reddit and Weibo, enriched with social context annotations. Using MindVote, we benchmark24

15 leading LLMs and find that enhancing a model’s capacity for social-context reasoning is more25

effective than fine-tuning on context-stripped data.26

2 Related Work27

Previous benchmarks for opinion distribution prediction, such as the U.S.-focused OpinionQA28

[18] and SubPop [20], and cross-cultural efforts like GlobalOpinionQA [7] and WorldValuesBench29

[22], primarily rely on structured survey data. While valuable, these benchmarks are limited by30

demographic-value pairings and a Western-centric lens, abstracting away the naturalistic cultural and31

social contexts essential for authentic opinion prediction.32
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Figure 1: MindVote benchmark addresses three key limitations of previous survey-based approaches.
Our benchmark provides diverse topics, cultural integration, and rich contextual metadata, overcoming
the topic imbalance, cultural homogeneity, and context poverty of traditional survey datasets.

3 Benchmarking Setup33

3.1 Dataset Construction34

We constructed MindVote from 7,648 raw polls collected from Reddit and Weibo (2019-2025). A four-35

stage quality control pipeline involving preprocessing, content filtering for toxicity and duplicates,36

social relevance validation, and structural filtering yielded 1,959 high-quality core polls. We classified37

these polls into 5 major and 23 sub-topics and manually annotated them with rich social context38

(platform norms, topical discourse, and temporal events). Finally, a cross-cultural augmentation39

process involving machine translation and human validation resulted in our final dataset of 3,91840

polls. Detailed construction is in Appendix A.1.41

3.2 Experiment Design42

The task is to predict the opinion distribution for a given poll question and its associated social43

context. We evaluate 15 LLMs, including closed-source models (e.g., Claude-3.7-Sonnet [1], GPT-4o44

[13], Gemini-2.5-Pro [8]), open-source models (e.g., Deepseek-R1 [5], Llama-3-70B [21]), and two45

survey-specialized models from Suh et al. [20]. We use four primary metrics: 1-Wasserstein Distance46

(1-Wass.), 1-KL Divergence, Spearman’s Rank Correlation, and One-hot Accuracy. Details are in47

Appendix A.2.48

4 Results and Analysis49

4.1 Overall Performance and Specialization Pitfall50

Our evaluation, summarized in Table 1, shows that closed-source models like o3-medium achieve51

the highest performance, while Deepseek-R1 leads among open-source models. A critical finding is52

the survey-based specialization pitfall: models fine-tuned on structured survey data (e.g., SubPop-53

Llama-3-70B) consistently underperform their general-purpose, instruction-tuned counterparts. For54

instance, SubPop-Llama-2-13B’s 1-Wass. score drops by 3.3 percentage points compared to the base55

Llama-2-13B. This suggests that specializing on context-stripped data degrades a model’s ability to56

generalize to authentic, context-rich social discourse.57
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Model 1-Wass. 1-KL Div. Spearman. Acc.

Closed-source Models
o3-medium 0.892 0.859 0.756 0.581
Gemini-2.5-Pro 0.891 0.845 0.751 0.564
Claude-3.7-Sonnet 0.891 0.851 0.722 0.551
GPT-4o 0.880 0.836 0.691 0.515
GPT-4.1 0.874 0.845 0.688 0.524

Open-source Models
Deepseek-R1 0.876 0.831 0.739 0.558
Qwen2.5-32B 0.866 0.787 0.605 0.483
Llama-4-17B 0.820 0.731 0.659 0.429
Llama-3-70B 0.844 0.752 0.641 0.461
Llama-2-13B 0.807 0.718 0.592 0.369
Gemma-2-9B 0.802 0.705 0.575 0.362
Mistral-7B 0.808 0.719 0.597 0.365

Specialization Models
SubPop-Llama-3-70B 0.805 0.713 0.593 0.417
SubPop-Llama-2-13B 0.774 0.693 0.558 0.378
SubPop-Mistral-7B 0.782 0.695 0.546 0.370

Upper Bound 0.972 0.976 0.961 0.964
Lower Bound 0.701 0.663 0.000 0.307

Table 1: Opinion distribution prediction performance of LLMs on the MindVote Benchmark. Scores
are presented as Mean values, evaluated on four different metrics: 1-Wasserstein distance (1-Wass.),
1-KL Divergence (1-KL Div.), Spearman’s Rank Correlation (Spearman.), and One-hot Accuracy
(Acc.). All metrics are the higher the better.

4.2 The Importance of Social Context58

We investigate the specialization pitfall by analyzing the role of context. An ablation study confirms59

that social context is a critical signal; removing it degrades performance across all models, with60

specialized models suffering the most severe drops. Furthermore, as shown in Figure 2, performance61

negatively correlates with contextual complexity (e.g., context length, language informality), with62

specialized models again showing the most brittleness. This highlights their over-reliance on the63

simple, formal structures found in survey data. Finally, we find that zero-shot contextual priming64

consistently yields larger performance gains than few-shot learning, demonstrating that the ability65

to situate a problem in its social environment is more robust than pattern-matching from isolated66

examples (Figure 3).67
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3



Model w/o Plat. w/o Topic. w/o Temp. No Ctx.

Closed-source Models
o3-medium -3.03 -2.31 -1.02 -4.13
Gemini-2.5-Pro -2.37 -3.30 -0.98 -4.34
Claude-3.7-Sonnet -4.46 -3.91 -1.39 -5.53
GPT-4o -5.75 -3.39 -0.87 -4.92
GPT-4.1 -4.92 -3.36 -1.57 -5.30

Open-source Models
Deepseek-R1 -4.19 -3.55 -1.04 -5.98
Qwen2.5-32B -4.42 -3.81 -0.88 -6.24
Llama-3-70B -4.82 -4.78 -2.11 -5.19
Llama-4-17B -5.80 -5.33 -1.01 -6.08
Llama-2-13B -4.95 -5.26 -1.37 -5.92
Gemma-2-9B -5.37 -4.74 -1.26 -6.47
Mistral-7B -5.92 -4.84 -1.46 -6.55

Specialization Models
SubPop-Llama-3-70B -6.82 -6.68 -1.88 -6.95
SubPop-Llama-2-13B -6.94 -6.11 -2.10 -7.23
SubPop-Mistral-7B -6.89 -6.41 -2.96 -7.54

Average -5.12 -4.52 -1.46 -5.91
Table 2: Opinion distiribution prediction performance degradation from the full-context baseline.
All scores represent the drop in 1-Wasserstein Distance (%). Abbreviations: Plat. (Platform), Topic.
(topical), Temp. (Temporal), Ctx. (Context).

4.3 Error Analysis68

We consider the individual poll’s 1-Wass. < 0.8 as error. The prediction failures reveals three primary69

error categories: Platform Misadaptation (42.5%), where models misjudge platform-specific user70

norms (e.g., Reddit’s attitude toward monetization); Cultural Misalignment (36.6%), where models71

overlook culture-specific reasoning (e.g., pragmatic spending habits on Weibo); and Temporal72

Dislocation (20.0%), where models fail to account for the real-world pace of change (e.g., the slow73

adoption of the "X" branding over "Twitter") shown in Table 3.74

Error Type Case Study & Failed Reasoning

Platform Misadaptation Influencer Subscription Worth or Not (Reddit): Failing to recognize
Reddit attitude toward ad-centric monetization and user engagement
patterns.

Cultural Misalignment New phone Buy or Wait (Weibo): Assumed universal tech-enthusiasm
drives upgrades, overlooking Chinese market’s specific socio-economic
factors and consumer behavior patterns.

Temporal Dislocation Calling it "X" vs. "Twitter" (Reddit): Reasoning anchored to official
rebrand timeline, underestimating persistent colloquial usage and real-
world adoption resistance.

Table 3: Analysis of Claude 3.7 Sonnet prediction errors categorized by failure modes.

5 Conclusion75

We introduce MindVote, the first benchmark for public opinion distribution prediction in social76

media. Our comprehensive evaluation demonstrates the critical importance of assessing models in77

naturalistic, context-rich environments. We argue that the path to socially intelligent AI requires78

enhancing a model’s capacity for in-context reasoning. Our results demonstrate that models perform79

best when they can explicitly identify, weigh, and interpret the social cues present in the immediate80

context—a skill that requires flexible reasoning rather than memorized associations. MindVote81

provides the essential tool to guide and measure this necessary shift.82
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A Full Benchmark Setup186

A.1 Dataset Construction187

MindVote’s construction involved transforming 7,648 raw polls into 3,918 high-quality polls through188

strategic data sourcing, social context annotation, rigorous quality control, and the cross-cultural189

augmentation.190

Platform Selection Strategy. Our platform selection strategy is designed to evaluate distinct aspects191

of LLM opinion prediction capabilities. Reddit provides an anonymous environment where users192

express unfiltered, authentic opinions without identity-based social constraints, requiring models193

to interpret and predict genuine thoughts purely through content analysis without relying on user194

profiles or reputation cues. Weibo enables the evaluation of model performance in culture-specific195

contexts, testing models’ understanding of Chinese cultural contexts, social norms, and culture-laden196

discourse patterns.197

Multi-Platform Data Collection. We collected 7,648 polls across two platforms spanning 2019-2025.198

Weibo dataset contributed 3,757 polls (2,026 from existing datasets [10] from 2019 to 2021, 1,734199

newly crawled) and are anonymized for users’ personal identifiable information, capturing Chinese200

social media dynamics across pandemic and post-pandemic periods. Reddit provided 3,891 polls201

from diverse subreddits including r/poll during 2021-2025.202

Quality Control Pipeline. Our four-stage pipeline efficiently produced high-quality 1,959 core polls:203

1. Initial Preprocessing: This process included the removal of commercial votes, targeting204

promotional polling content that lacked authentic user engagement. Furthermore, format-205

corrupted poll data was identified and discarded through a systematic validation of structural206

integrity.207

2. Content Quality Filtering: This filtering begins with duplicate content removal using208

a MinHash algorithm to eliminate items with greater than 95% overlap [19], effectively209

targeting redundant trending topics, reposted polls, and cross-platform duplicates. Subse-210

quently, automated toxicity screening was conducted using the Google Perspective API,211

with polls retaining a toxicity score below 0.4 being retained to filter out hate speech and212

overly controversial subjects [9].213

3. Social Relevance Validation: Human verification of voting patterns (removing polls ≤ 100214

votes for social relevance) and verification of poll and vote existence in all three platforms215

to ensure authentic social engagement and meaningful community participation.216

4. Ordinal Structure Filtering: We performed systematic filtering to ensure all selected217

polls exhibit natural ordering relationships between options to ensure structural alignments218

with existing benchmarks [18]. We systematically excluded polls with purely categorical219

options (e.g., preference choices among unordered alternatives). This filtering employed220

LLM-as-a-judge (DeepSeek-R1 [5]), validated through human annotation achieving Fleiss’κ221

= 0.59 agreement.222

Topic Classification and Social Context Annotation. Unlike survey-based benchmarks that focus223

on pan-political and social topics, MindVote includes 5 major topics and 23 specific topics shown in224

Figure 4. We assigned topic labels through a classification process combining automated judgment225

and human validation. Initial classification used content-based detection employing LLM-as-a-judge226

(Deepseek-R1) to identify primary topic. Human validation was applied selectively to ambiguous227

cases where automated classification was uncertain or polls exhibited mixed topic characteristics228

[3]. Trained annotators using standardized topic definitions achieved inter-annotator agreement of229

Fleiss’κ = 0.55 for these edge cases, with expert consensus resolving conflicts and assigning polls230

spanning multiple topics to their primary thematic focus.231
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Figure 4: Distribution of topics in the MindVote dataset across five major topics and 23 subtopics.
Percentages indicate the relative frequency of each subtopic.

Poll: How threatened do you feel by AI replacing your job?
(Platform: Reddit, Date: April 14, 2025, Votes: 6,567)

Options
1. Not at all threatened

2. Slightly threatened

3. Moderately threatened

4. Very threatened

Platform Context Reddit user base: 58% US, 46% college-
educated, generally tech-oriented.

Topical Context Broad AI adoption. 78% of organizations
use AI; 55% of Americans use AI regularly.

Temporal Context AI-driven layoff spike fuels job insecurity.
Table 4: An example poll from our MindVote dataset, demonstrating the structure of the question,
options, and associated social context provided for model evaluation.

We manually annotate each poll includes rich metadata for social context enrichment: general232

platform context (e.g., user statistics and user behaviors), topical context (topic-specific discourse233

patterns), and temporal context for each poll (social events and backgrounds related to the poll when234

created).235

Cross-Cultural Augmentation. We created a parallel bilingual corpus for all three platforms through236

machine translation with rigorous quality control to demonstrate both linguistic and cultural effects:237

10% back-translation validation (BLEU > 35 [14]), 5% native speaker rewriting, and expert review238

(Fleiss’ κ = 0.51). The total number of polls becomes 3,918 after augmentation.239

Final Dataset Composition. The final MindVote dataset is composed of 3,918 polls, with 2,158240

sourced from Reddit and 1,760 from Weibo. Each poll is enriched with a comprehensive set of241

metadata, including its creation time, total vote count, and three layers of social context: general242

platform context, topical context within that platform, and the specific temporal context at the time243

the poll was created. To ensure broad accessibility and ease of use, the entire dataset is provided in244

both CSV and JSON formats. Table 4 shows an example with its simplified metadata keywords.245
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A.2 Experiment Design246

Pipeline. All primary evaluations use a greedy decoding strategy (temperature=0) with default247

hyperparameter settings under zero-shot with context annotation. For the specialization fine-tuned248

models, we adapt those models into our pipeline by first loading the respective pretrained base model249

and then applying the publicly available LoRA weight checkpoints provided by Suh et al. [20].250

Prompt. To ensure consistent and machine-readable outputs, we employ a structured prompting251

strategy where the model is given a JSON object containing the poll and its context. The template252

instructs the model to assume the role of a “opinion distribution prediction expert analyzing voting253

patterns and social dynamics." The prompt includes the poll question and is enriched with social254

context metadata, with instruction for step-by-step reasoning. The model’s task is to return a JSON255

object with a schema identical to the input, replacing placeholder fields with its numeric predictions256

for the voting distribution.257

Evaluation Metrics. We adopt four distinct metrics to provide a comprehensive evaluation. Our258

primary metric is 1 - Wasserstein Distance (1-Wass.) [18, 11, 20]. The Wasserstein Distance259

measures the minimum cost for transforming one distribution into another, crucially accounting260

for semantic similarity between answer choices by treating them as points in a metric space. To261

complement this, we also report Spearman’s Rank Correlation Coefficient (ρ) [23, 15], a non-262

parametric measure of how well the predicted ranking of options matches the true ranking of vote263

shares; 1 - KL Divergence [11, 12], which quantifies the information loss when using the model’s264

predicted distribution to approximate the ground truth; and One-hot Accuracy [23, 18, 20], which265

provides a strict measure of whether the single most likely predicted answer is correct.266

Evaluation Boundary. We include upper bounds and lower bounds for comparisons following267

[20]. The upper bound is established by sampling subsets of the original results, calculating the four268

metrics between subsampled and original distributions, and performing bootstrapping to obtain a269

robust estimate that captures the intrinsic variance arising from the respondent sampling process in270

opinion. The uniform distribution lower bound establishes a performance floor equivalent to random271

chance.272
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