Zero-Shot Object Manipulation with Semantic 3D Image Augmentation for Perceiver-Actor

Abstract—Recent advances in robot learning have shown promise in achieving multitask control and generalisation to novel scenarios—a feat previously difficult to achieve with hand-engineered solutions. However, these results are not as grandiose as those achieved by large models trained on internet-scale data; robot learning is still crucially limited by the bottleneck of real-world data collection. To breach this gap, we propose a data augmentation framework that utilises several large pretrained models to generate additional data from a limited set of human demonstrations. By combining pretrained image segmentation, image inpainting and depth estimation models, we can create new scenarios that are not seen in the dataset, but that are still consistent with the task setup. We demonstrate zero-shot capacity on a real robot, by training an agent on our augmented dataset to successfully manipulate objects that did not exist in the original collected data.

I. INTRODUCTION

The observed trend in machine learning research is that with more compute and data, generalisation and better performance follow [1]. For example, there have been recent advances in joint vision-language understanding by scaling models on large datasets [2], [3], [4], [5]. While this trend hasn’t dominated the field of robot learning, recent studies [6], [7] have shown similar performance gains can be achieved by scaling compute and data.

However, one downside of this approach—the reliance on large amounts of data—is a serious bottleneck for robotics. Unlike vision or language data, collecting data for robot learning is costly. And while the widely-used metric of data-efficiency does account for this somewhat, in robotics we also need to consider time-efficiency (in data collection) [8]. For example, RT-1 used 130,000 human teleoperated demonstrations, collected over the course of 17 months, with a fleet of 13 robots [6]. Even if significant generalisation required a single order of magnitude increase in data collection, this would be infeasible in any reasonable timeline.

However, large models pretrained on various modalities can be used to bootstrap robot learning. For example, the CLIP text-vision model [5] was combined with existing heuristic designs for robotics to create general controllers for manipulation [9], [10]. In another vein, works such as GenAug [11], CACTI [12] and ROSIE [13] have utilised similar large vision-language models, but for data augmentation. This line of work uses pretrained models to generate new scenes, alleviating the cost of collecting data.

Another line of work in robot learning has investigated using 3D representations for learning, which confers a useful inductive bias for spatial awareness [10], [14], [15]. These models can be very data-efficient, learning better policies with a magnitude less data than their 2D counterparts. However, the aforementioned data augmentation pipelines only augment 2D image data [12], [13], [11]. In this work, we extend data augmentation to 3D data by combining pretrained vision and vision-language models (Fig. 1). In particular, we make use of pretrained image segmentation [16], [17], image inpainting [3] and depth estimation [18] models, which we show can be used on real robotics data without requiring further fine-tuning. We test our data augmentation pipeline on a real robot controlled with Perceiver-Actor (PerAct) [10], a recent language-conditioned imitation learning model that uses voxel representations. We show that our pipeline improves performance on both tasks seen in the data, as well as tasks only seen in the synthetic, augmented data.
Fig. 2: Given a segmentation mask of an object, we can either change its appearance, or completely replace it with a different object. The text above each inpainted image denotes the segmentation and inpainting prompts, where we can use a composition of prompts.

II. BACKGROUND

In this work we use PerAct [10], a language-conditioned imitation learning model that takes voxels, robot proprioception values, and text that specifies the task to be executed, and outputs the desired gripper pose, gripper open/close status, and motion planner mode. This output fed in to a motion planner, which after execution queries the model for the next pose, in an open loop. The voxel inputs are constructed by taking RGBD images from a camera with known extrinsic parameters, forming a point cloud, and then creating a voxel grid from these with respect to the robot base.

The core of PerAct is the Perceiver IO architecture [19], which is used to mitigate the large memory requirement of processing voxels. All of its parameters are trained from scratch, apart from the language encoder, which uses a pretrained CLIP model [5]. PerAct is trained to predict the next action in a sequence of collected data, similar to behavioural cloning [20]. One key modification is that instead of predicting the next action at every step of the sequence, it instead predicts the next key action available in the episode, reducing the credit assignment problem[15].

III. METHOD

Augmenting PerAct’s training data requires adjusting the vision and depth information from collected data to construct novel scenarios, as well as changing the text prompt to match the augmentation. We do so by chaining together pretrained models with different purposes, creating different scene representations whilst preserving relevant task-specific information, such as the location of the robot and the predicted action.

Our pipeline first starts with using a text-conditioned image segmentation model [16], [17]. We use text prompts to specify parts of the RGB image we want to segment: the workspace, the object we wish to manipulate, non-target objects, goal markers, and finally the robot arm itself. With these segmentation masks available, we then prompt an image inpainting model [3] with a new object/texture, together with the mask corresponding to the part of image we want to inpaint, repeating this process for each part, and finally composing these together, in order. Finally, we run a depth estimation model [18] on the composed inpainted image, and replace the parts of the depth image that inpainting has modified. The entire process can be seen in Fig. 1.

Since each of the models in the pipeline are independent, they can be interchanged as needed. We tried several pretrained text-conditioned image segmentation models [16], as well as the Segment Anything Model (SAM) [17]. As the pretrained SAM models are not text-conditioned, we used the largest model to propose segmentation masks for the entire image, and then used CLIP’s image and text encoders [5] to match extracted objects to text queries. Given multiple masks, we used the Hungarian method to assign masks to our specified set of image segmentation labels. In our experiments we used both CLIPSeg [16] and SAM, as they each produced better masks for different tasks.

One of the strengths of the image segmentation + inpainting pipeline is the ability to change many aspects of the input (Fig. 2). Not only is it possible to change the objects that are manipulated, conferring “zero-shot” capabilities, but it is also possible to change the workspace, which can make the agent more robust to visual changes. We note that we keep the initial random seed of the inpainting model fixed across a trajectory, as it improves consistency of the inpainted objects.

The final part of our pipeline, depth estimation, does produce a consistent depth image, but it is often slightly misaligned with the original depth image. We correct for this by transforming the average estimated depth of the inpainted area to match the average real depth of the inpainted area. Finally, we re-paint parts of the image we do not wish to change as needed. This is task- and inpaint-dependent, but, for example, for most tasks we wish to keep the robot arm unaltered in the image.

IV. EXPERIMENTS

For our experiments we use a Franka Panda robot with its standard gripper, with an Intel D435i camera with resolution 720, 1280 to capture RGBD images. To integrate each modality we use ROS [21] and the MoveIt package [22] for motion planning, with the default RRT-Connect [23] set to Cartesian path planning. Demos were collected by specifying gripper positions for the motion planner with a handheld controller. The camera extrinsics parameters were calibrated using ArUco markers [24] and the default hand-eye calibration package from MoveIt.

All 3D information was processed with the robot in the center. Each sensory input was synchronised and sampled to 30Hz, and the data is collected under motion execution
and paused during human deciding the next end-effector goal position.

The original PerAct [10] model uses an heuristic algorithm to compute key points from the dataset, and uses the action from that data point as the learning target. This heuristic is ill-suited in the real-world data collection setting, when there’s noise inherent in every sensor input. Instead, we record key points while collecting the data with the handheld controller. The keypoints are recorded after each execution, and when we open/close the gripper. Comparing the keypoints generated this way to the heuristic algorithm, we could observe that the heuristic algorithm miss-classified certain data points as keypoints, compared to the hand-collected key points.

Due to hardware limitations for training PerAct, we changed some of the hyperparameters. We chose voxel grid size of $60^3$, with hidden size of 512, a latent size of 512 due to hardware limitation. The original PerAct uses $100^3$ [10] voxel grid size, but in the ablation, $64^3$ had a close performance. To compensate for the noisy sensory input inherent in the real-world application, we added two further regularisation methods to improve PerAct’s performance. Dropout on the point clouds at a rate of 30%, and additive noise on the robot joint positions ($\sim N(0,0.1)$) were added.

The task mimics that of the RLBench[25] push box to goal.

The environment for the collected data is as shown in the top left of Fig. 1: the robot is placed in front of a tabletop with 4 coloured markers and objects placed on the table. The goal of the task is to push a specified target object, to a given target goal marker, e.g., “push the black can to the green marker”. We conduct training and evaluation in the following setup: “black can”, “empty bottle” and a “white cup” are placed, and demonstration is collected for target object “black can”, and augment this training dataset, by augmenting the “black can” to a “coca cola can”, including its depth. We then evaluate two models, one trained with the original data only, and one with the additional augmented data.

We evaluate both models on the original setting, with the same objects. Then, we replace the target object with the unseen object, same prompt used for the data augmentation.

Both when collecting training data and evaluating the agent, the objects are randomly placed on the table such that the target object are not occluded, and not in the collision path with other objects to a given goal marker. Each setting were tested 20 times, 5 per target marker.

The result of the experiment is shown in table I. The model trained with the additional augmented data outperforms the original model in the zero-shot setting indicating that the additional augmented data does improve the models capacity, without lowering the performance on the original task.

<table>
<thead>
<tr>
<th>TABLE I: Success rate (%) of each experiment. Original target object is a PET bottle shaped, black (coffee) can. The novel target is a cola (red) can. Distractor object was kept the same (Empty plastic bottle and a white cup)</th>
<th>Peract</th>
<th>with Data Augmentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original target object</td>
<td>75%</td>
<td>80%</td>
</tr>
<tr>
<td>Novel target object (zeroshot)</td>
<td>25%</td>
<td>75%</td>
</tr>
</tbody>
</table>
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