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Abstract

The development and deployment of increasingly capable, general-purpose large
language models (LLMs) has led to a wide array of risks and harms from automation
that are correlated across sectors and use cases. Effective regulation and oversight
of general-purpose AI (GPAI) requires the ability to monitor, investigate, and
respond to risks and harms that appear across use cases, as well as hold upstream
developers accountable for downstream harms that result from their decisions and
practices. We argue that existing processes for sector-specific AI oversight in the
U.S. should be complemented by post-deployment oversight to address risks and
harms specifically from GPAI usage. We examine oversight processes implemented
by other federal agencies as precedents for the GPAI oversight activities that a
regulatory agency can conduct. The post-deployment oversight function of a
regulatory agency can complement other GPAI-related regulatory functions that
federal regulatory agencies may perform which are discussed elsewhere in the
literature, including pre-deployment licensing or model evaluations for LLMs.

1 Introduction

The development of increasingly capable large language models (LLMs) trained on general-domain
text corpora, which can be used or adapted for a wide array of tasks (48), has led to greater consoli-
dation in the artificial intelligence (AI) development and usage landscape (49). In particular, rather
than separate AI systems being developed for differing contexts without many shared components
(e.g. datasets), similar or identical LLMs are increasingly used across contexts, and different systems
often share components (24; 4; 5).

AI regulation in the U.S. often involves targeting particular applications through sector-specific
regulatory agencies, rather than regulating general-purpose systems or the AI development process
itself (23; 25). However, these recent trends in AI development have sparked significant regulatory
discussion about how to ensure that upstream development of general-purpose systems is conducted
responsibly (37); that users across applications are prepared to appropriately integrate general-purpose
models (27); and that a unified, cross-sectoral approach to addressing the impacts of advanced AI is
developed (38).

Experts tend to agree that regulation of general-purpose systems should include regulations on AI
development and release as well as oversight of deployed systems in particular contexts (34). Some
proposals for regulating development involve measures such as licensing model development and
deployment (2), or conducting pre-deployment audits and evaluations (35). Conversely, proposals for
oversight of deployed systems tend to rely more heavily on empowering sector-specific regulators to
implement use case regulations (14).

This workshop paper argues that a federal regulatory agency should perform post-deployment
oversight functions to address risks from general-purpose AI, in close collaboration with sector-
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specific regulators. Risks and harms discovered in particular applications may stem from aspects of
the upstream development process, which suggests these failures would be correlated across usage
contexts (3). Identifying these correlations would result in a more widespread and comprehensive
understanding of GPAI-induced risks and harms. Furthermore, such an understanding would enable
holding upstream developers of general-purpose models—who are usually well-resourced, private
technology companies (1)—accountable for harms downstream of their development practices (36).

2 Proposal

We argue that a regulatory agency with the authority to address risks and harms from general-
purpose LLM development and deployment could effectively carry out post-deployment monitoring
and oversight of GPAI in coordination with sector-specific regulators. Some post-deployment
responsibilities of an agency may include:

1. Monitoring risks and harms: Aggregating evidence of GPAI-related risks and harms
to identify patterns and inform investigations or standards-setting related to the upstream
development process.

2. Facilitating investigation and corrective action: Enforcing corrective action on general-
purpose model developers or deployers when usage data reveals that their models create
unacceptable risks and harms or fail to satisfy certain requirements or standards.

3. Documenting interdependencies: Improving traceability of harms throughout the model
development and deployment process, including linking harms discovered in certain contexts
to general-purpose model developers’ practices or underlying model dependencies (5).

4. Improving government accountability: Ensuring that government agencies using GPAI
systems and sector-specific regulators meet their transparency, oversight, and reporting
obligations (25) by providing assistance and identifying shortcomings.

5. Improving cross-sectoral coordination: Facilitating information-sharing about risks and
harms from general-purpose models across various sectors.

6. Enabling public engagement: Creating avenues for the public to inform oversight, investi-
gations, corrective action, and rulemaking for GPAI based on observed risks and harms.

The oversight activities we propose are precedented by federal agencies that conduct oversight in other
areas. To develop our proposals, we examined seven U.S. regulatory agencies that we classified across
four categories which share some similarities to AI oversight, as shown in Table 1: consumer-product
monitoring, critical infrastructure monitoring, market monitoring, and online monitoring.

Table 1: Categorization of regulatory agencies we analyzed to inform our proposals

Category Agencies

Consumer Products National Highway Traffic Safety Administration (NHTSA),
Food and Drug Administration (FDA)

Critical Infrastructure Federal Aviation Administration (FAA), Nuclear Regulatory
Commission (NRC)

Markets Federal Regulatory Energy Commission (FERC), Commodity
Futures Trading Commission (CFTC)

Online Cybersecurity and Infrastructure Security Agency (CISA)

We propose several related processes that a regulatory agency could implement based on the prece-
dents set by other agencies: incident reporting, information sharing, petitions, investigations, and
corrective action. For each of these processes, we (1) identify shared, standard procedures across
federal agencies and (2) provide recommendations for how similar procedures can enable effective
GPAI oversight. Figure 1 depicts the role of an agency conducting GPAI oversight within the broader
post-deployment oversight landscape that we envision.
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Figure 1: Relationship between GPAI regulator and key processes and stakeholders for post-
deployment oversight. Numbers refer to subsections of this paper.

2.1 Incident Reporting

A regulatory agency could maintain a reporting system and database for general-purpose LLM-
related incidents, with required incident reporting for LLM developers, deployers, high-stakes users,
and government agencies. Each agency we examined has similar reporting requirements for risks,
incidents, and/or standards violations which may apply to licensees (28; 16; 41; 6), manufacturers
(47; 44), or government users (11). For example, the FDA requires manufacturers to report previously
unknown interactions or adverse effects from medications, which are then shared through the FAERS
database (22). NHTSA requires manufacturers to report vehicle complaints, communications with
dealers and owners about defects, and other forms of information that might suggest the existence of
defects (47).

Other government agencies or regulatory authorities could also be obligated to share information about
LLM-related incidents that result from their own LLM usage. This would parallel the requirement
that Federal Civilian Executive Branch (FCEB) agencies report cybersecurity incidents to CISA
within an hour of their occurrence (11). Furthermore, regulatory bodies could be required to report
LLM-related incidents that occur at entities they oversee—energy transmission system operators,
known as Regional Transmission Organizations (RTOs), are required to have Market Monitoring
Units (MMUs) that report observed violations of standards related to energy infrastructure or markets
to FERC (17).

Employees of LLM developers, deployers, or high-risk users should also be protected when voluntarily
raising concerns to regulators, similar to whistleblower protections for raising concerns to employers
or regulators established by the NRC (28). Furthermore, penalties for self-reporting violations of
standards could be met with reduced penalties to incentivize more reporting, based on policies that
have been established at FERC (17) and the FAA (45).

Most agencies we examined also maintain voluntary reporting systems for public incident reporting
(16; 21; 46; 32; 43; 13). Incident reports are usually shared publicly, often through periodic reports
or an online database, with necessary privacy measures taken (46; 17; 30; 12; 26; 43). The CPSC
maintains a platform for manufacturers and retailers to issue public replies to complaints (43)—a
similar system could be used in the LLM context for upstream developers to provide explanations for
their models’ behavior in response to incident reports.

A regulatory agency could also develop recommendations and requirements for registering and
tracking models to facilitate aggregation of reported risks and harms from the same models. Docu-
mentation and tracking of model dependencies (e.g. datasets) would enable greater traceability of
harms and linkage between models that rely on the same dependencies (5), or are modified variants of
the same foundation model. Such a system would resemble vehicle and vehicle component tracking
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by NHTSA (46), or product identification systems recommended by CPSC (9). All agencies we
examined have some mechanisms to link reported risks and harms to their sources, including regis-
tration (6), licensing (29), product identification systems (9), or required identification of impacted
systems (11).

2.2 Information Sharing

Developers, deployers, or high-risk users of LLMs can have obligations to share certain information
with the AI Agency about regulated activities. This information may include statistics about model
usage or details about risk management processes. These actors can also be required to store more
sensitive information, such as training datasets and model inference logs, for extended periods of
time (e.g. over a year) or indefinitely in case the information becomes relevant to an investigation and
is requested by regulators.

Government agencies regularly obtain streams of information from regulated actors to assist oversight.
This may include high-frequency or real-time information sharing about direct conduct of an overseen
activity. For example, financial markets report daily positions and transactions for futures and options
contracts for each clearing member to the CFTC (6). Similarly, scheduled electric power transactions
in wholesale markets have electronic tags (eTags) which detail information about the transaction that
is shared with FERC, and energy markets also provide FERC with daily information about market
bids, offers, and outcomes (17). Through the Automated Indicator Sharing (AIS) program, data
relevant to cybersecurity from participating entities is automatically shared with CISA and relevant
partners (12).

High-risk stakeholders can provide more detailed reporting of their activities, including develop-
ers, auditors (10), or users who may have access to high-risk systems with potentially dangerous
capabilities (35). Analogously, large options traders—defined as those who exceed certain reporting
thresholds—are required to fill out more detailed forms to enable better tracking of their trading
activities (7).

Other government agencies can also be required to report relevant information, including their own
usage of AI systems (25) or known information about levels of automation or usage of LLMs in
particular sectors. Measuring the extent of usage may be relevant for investigations into general-
purpose systems, especially assessing the potential severity of risks and harms. These assessments
would resemble how the FDA collects medication sales distribution data, hospital discharge billing
data, insurance claims data, and health records which can give it a better sense of risk exposure to
particular medications (44).

2.3 Petitions

Under the Administrative Procedure Act, agencies are required to allow members of the public to
petition for a rule to be issued, amended or repealed (40). An AI Agency with sufficient investigative
resources could facilitate public participation in GPAI rulemaking by having adequate resources to
process petitions for rule updates based on observed risks or harms that result from inadequacies in
existing rules.

A regulatory agency can also process Defect Petitions (42) which would call for particular corrective
action by a model developer or deployer in response to observed model inadequacies. NHTSA
allows members of the public to submit Defect Petitions, which call on NHTSA to open a defect
investigation and provide a justification in the event of denial of a petition (42).

Furthermore, a regulatory agency could enable members of the public to submit petitions for en-
forcement for some action (e.g. civil penalty) to be taken against a developer or deployer. The
NRC (29) and FDA (20) process petitions for enforcement action against licensed entities. When a
petition is received by the NRC, a Petition Review Board may investigate the petition and issue a
recommendation to relevant NRC leadership regarding whether enforcement action should be taken
(29).

2.4 Investigations

A regulatory agency should have the sufficient talent, authority, and financial resources to gather
necessary information and conduct a comprehensive investigation in the event of suspected wrong-
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doing on the part of upstream LLM developers or deployers. Most agencies conducting oversight
have resources to conduct in-depth investigations of risks or regulatory violations within their scope,
which often result from evidence gathered through incident reports or other information-sharing
mechanisms (44; 46; 31; 13; 17). NHTSA has a dedicated Trends Analysis Division which reviews
aggregate data and identifies defects for further investigation (47). Such a model may be appropriate
for a regulatory agency that aggregates harms associated with general-purpose LLMs from many use
cases.

Investigations often involve preliminary risk classifications to assess severity and urgency (9; 47),
some degree of public transparency and reporting, and consideration of appropriate enforcement
actions. When in-depth investigations are needed, investigators often conduct site visits (8), request
additional information from relevant parties, and conduct rigorous tests (47). NHTSA investigations
often involve Engineering Analysis in test centers, including frequent collaboration with third-parties
(47). Similarly, third-parties in the AI auditing ecosystem may be well-positioned to collaborate with
regulatory officials on investigations that involve rigorous model evaluations (33; 23).

A regulatory agency may also require upstream LLM developers to conduct further investigations
themselves and release results if new potential risks are discovered. The FDA requires many studies
and clinical trials of drug sponsors to investigate risks in the post-market phase, which may be
required at the time of approval or upon discovery of new risks (39).

The agency can also conduct further post-deployment audits or investigations of upstream developers
that are either random or targeted towards higher-risk or higher-impact systems. FERC conducts
many audits based on perceived risk, even if there is no clear evidence for wrongdoing (17).

2.5 Corrective Action

Following the completion of an investigation, a regulatory agency could have an internal committee
of experts decide the appropriate corrective action. Possible corrective action that may be required of
upstream LLM developers includes improving documentation or communication of risks, conducting
further model evaluations, improving safety guardrails or security practices, altering access protocols,
withdrawing a model from usage, or deleting copies of model weights entirely.

Agencies often assemble committees of internal experts to determine what corrective action is
necessary if an investigation identifies risks or wrongdoing (18; 45; 46; 31; 13). For example, the
FDA forms an ad hoc committee of internal scientists when deciding whether to request, and how to
classify, a recall (18). Similarly, the NRC uses Allegation Review Boards to investigate and make
determinations about incidents (31), and NHTSA consults a panel of internal experts when deciding
whether to concur with investigators about issuing a recall (46).

When corrective action is required, agencies often assist or approve corrective action plans for entities
required to carry them out, and they often oversee the implementation of the plan through reporting
requirements to ensure it is adequately completed (19; 9; 46; 15).

3 Conclusion

This paper argues that it would be both sensible and effective for a regulatory agency to conduct
post-deployment oversight of general-purpose LLMs, which may complement other GPAI regulatory
functions that the same or separate agencies may conduct which are discussed elsewhere in the
literature (e.g. pre-deployment measures). However, many important questions need to be answered
before effective processes for post-deployment GPAI oversight can be implemented. First, there
are still many open questions about which regulatory agency would be well-positioned to conduct
such oversight activities (or whether a new agency is needed), as well as its scope, authority,
and design. Furthermore, there are a lack of regulations and standards for general-purpose LLM
development, which would enable the agency to enforce compliance with best practices in addition to
risk monitoring. Finally, identifying the sources of downstream harms from GPAI and the correlations
between harms that cut across use cases is challenging. Greater attention from a wide variety of
stakeholders—including upstream developers, downstream developers, and users—is needed to
aggregate more information about harms and build a better understanding of their causes.
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