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Abstract001

Defense strategies of large language models002
besides alignment are introduced to defend003
against jailbreak attacks, and they have man-004
aged to decrease the success rate of jailbreak at-005
tacks. However, these defense strategies weak-006
ened the helpfulness of large language models.007
In this work, we propose a universal frame-008
work LlmFixer acting on large language models009
equipped with any defense strategy to recover010
their original helpfulness. LlmFixer consists011
of an input prompt re-writer and a logic patch.012
The prompt re-writer is a pre-model for clarify-013
ing the intention of input prompts, which pro-014
motes large language models to be more helpful015
to benign inputs and more rejective to mali-016
cious inputs. The logic patch is a lightweight017
structure that enhances large language models’018
comprehension capacity by supplementing cer-019
tain logical relationships. Without updating the020
parameters of a defensive large language model,021
LlmFixer fixes its helpfulness while preserving022
safety. Experiments on three large language023
models, five jailbreak attacks, and four defense024
strategies show the effectiveness of LlmFixer.025
The data and code are available.026

1 Introduction027

Although Large Language Models (LLMs) will nor-028

mally be aligned with human value by Reinforce-029

ment Learning from Human Feedback (RLHF)030

(Christiano et al., 2017) or other methods (Rafailov031

et al., 2024; Lee et al., 2023) before being released,032

they are vulnerable to jailbreak attacks. Jailbreak033

attacks like GCG (Zou et al., 2023), AutoDan (Liu034

et al., 2024b), and PAIR (Chao et al., 2023) refer035

to intentionally bypassing the internal safety mech-036

anism of LLMs by designing malicious prompts037

to induce LLMs to produce harmful content (Wei038

et al., 2024). They could potentially hurt the bene-039

fits of LLM users or even threaten social security.040

Therefore, numerous defense methods are pro-041

posed to increase the resistance of LLMs to jail-042
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break attacks. They can be categorized into LLM- 043

focused methods and input-focused methods. The 044

former ones change LLM itself (improve parame- 045

ters or structure) (Piet et al., 2023; Bianchi et al., 046

2024), while the latter ones detect and modify input 047

prompts before LLM processes them (Kumar et al., 048

2023; Liu et al., 2024c; Mo et al., 2024; Zhang 049

et al., 2024). Despite these defense methods effec- 050

tively reducing the success rate of jailbreak attacks, 051

LLMs equipped with defensive strategies tend to 052

be over-conservative. A phenomenon is that the 053

helpfulness of LLMs (1. willingness to respond 054

to benign instructions 2. quality of response to be- 055

nign instructions) is weakened while enhancing the 056

ability to defend against jailbreak attacks. 057

As there is a trade-off between safety and help- 058

fulness when LLMs defend against jailbreak at- 059

tacks, some other works try to reach a balance. 060

(Du et al., 2024; Ji et al., 2024; Xu et al., 2024b; 061

Liu et al., 2024a) proposed balanced defense strate- 062

gies that can decrease the success rate of jailbreak 063
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attacks while maintaining LLMs’ general perfor-064

mance. However, a limitation of these balanced de-065

fense methods is that though they help LLMs better066

distinguish clearly benign input prompts from mali-067

cious ones than normal defense methods, they still068

mistakenly reject many vaguely benign queries. As069

shown in Figure 1(a), we assume that all LLM in-070

put prompts can be divided into four types: clearly071

benign, vaguely benign, vaguely malicious, and072

clearly malicious. We employ GPT-4 to detect the073

intention of input prompts, and those with 60%074

or lower confidence are defined as vague input075

prompts. An LLM can easily recognize the inten-076

tion of clear input prompts while being heavily con-077

fused by vague ones. Figure 1(c) shows an example078

of LLM with a balanced defense method wrongly079

rejecting a vaguely benign question. Those normal080

defenses and balanced defenses fail to deal with081

vaguely benign inputs not only because they have082

not clarified the intention for LLM to process, but083

whose defensive mechanism for safety makes the084

LLM more sensitive to tokens like ’kill’ or ’sex’085

contained in vaguely benign inputs. Furthermore,086

they tend to settle the sensitivity conservatively,087

rejecting those vaguely benign inputs that should088

have been positively responded to.089

To tackle the over-defense problem and over-090

come the limitation of exisiting works, we propose091

a universal framework LlmFixer to help LLMs092

equipped with any defense strategy to fix their093

helpfulness while allowing the defense strategy094

to play its due role. The framework is not a de-095

fense method against jailbreak, but it acts on LLMs096

with defense strategies to help (1)clarify vague in-097

puts. (2)improve understanding capacity. In this098

way, LlmFixer improves the possibility of LLM099

responding to benign queries and the quality of100

response to benign queries while preserving the101

safety mechanism contributed by the defense strat-102

egy. LlmFixer consists of a re-writer and a logic103

patch. The re-writer trained with reinforcement104

learning from LLM feedback can discretize token105

sequences in the input space of LLM, that is to106

say, the re-writer will reconstruct inputs to amplify107

the distance between vaguely benign inputs and108

vaguely malicious inputs. The logic patch is uti-109

lized to improve LLM’s comprehension capacity.110

Inspired by the conclusion that the Feed-Forward111

Networks (FFNs) in pre-trained language models112

contain factual knowledge (Dai et al., 2022), we hy-113

pothesize the logical relationship is also contained114

in FFNs to some extent. Thus, we add an FFN-115

like logic patch to the FFNs of LLM to repair its 116

inherent comprehension vulnerabilities without up- 117

dating the LLM’s original parameters. Besides, as 118

general datasets like AlpacaEval or JustEval rarely 119

include vaguely benign inputs like the one in Figure 120

1(c), we propose a vaguely benign prompts dataset 121

VagueEval to precisely evaluate the helpfulness of 122

defensive LLMs. LlmFixer is extensively tested on 123

three LLMs using five jailbreak attacks and four 124

defense methods. The experimental results demon- 125

strate its superiority. Our major contributions are 126

summarized as follows: 127

• We propose a novel universal framework Llm- 128

Fixer based on reinforcement learning from 129

LLM feedback to clarify the intention of LLM 130

inputs and improve the comprehension capac- 131

ity of a defensive LLM without affecting its 132

original defense strategy. To the best of our 133

knowledge, LlmFixer is the first helpfulness- 134

enhancing framework acting on defensive 135

LLMs. 136

• We create a vaguely benign dataset VagueEval 137

to reveal the real impact on the helpfulness of 138

LLM caused by defense strategies. 139

• We show the effectiveness of LlmFixer in re- 140

covering the helpfulness of defensive LLMs 141

through extensive experiments under multiple 142

circumstances. 143

2 Preliminaries 144

Here we introduce the notations and definitions 145

to formulate LlmFixer. We denote the train set as 146

{Di}Ni=1 and Di = (Ii, Ri, Yi), where Ii is the in- 147

put prompt ,Ri is the standard response, and Yi 148

equals 0 or 1 to label whether Ii is benign or mali- 149

cious. 150

Then we denote the output of the prompt re- 151

writer as Î and the response generated by the defen- 152

sive LLM as O. O can be divided into affirmative 153

and rejective. Affirmative responses are LLM mak- 154

ing efforts to answer questions or follow instruc- 155

tions in input prompts while rejective responses 156

are the rejection statements plus explanation. The 157

attitude A (affirmative: A = 1 or rejective: A = 0) 158

towards the input prompt can be extracted from O. 159

If the attitude is affirmative, that is, the LLM is 160

trying to be helpful, then we define the rest of O 161

to be a result; If the attitude is rejective, then we 162

define the rest part of O to be an explanation of 163

why the LLM refuses to help. 164
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3 Methodology165

The overview of the proposed LlmFixer framework166

is illustrated in Figure 2. It consists of an input167

prompt re-writer and a logic patch, acting on LLMs168

equipped with any defense strategy.169

3.1 Input Prompt Re-writer170

The input prompt re-writer is a pre-model of LLM171

applied to assist LLM in correctly judging the in-172

tention of input prompts. To be more specific, the173

re-writer enlarges the distance between vaguely be-174

nign prompts and vaguely malicious prompts in175

the input space. Then the rewritten prompt with176

a clearer intention will be processed by LLM and177

its original defense strategy. The re-writer is ex-178

pected to be a re-writing expert so other abilities of179

a generation model are considered of no account.180

3.1.1 Reinforcement Learning from LLM181

Feedback182

We train the re-writer based on Reinforcement183

Learning from LLM Feedback. Before the training184

process, the re-writer is initialized with πθ = πθ0 ,185

where πθ0 is a GPT-2(Radford et al., 2019) prelim-186

inarily fine-tuned on a normal question rewriting187

dataset QReCC (Anantha et al., 2021). Under the188

reinforcement learning framework, the re-writer189

plays the role of the learning policy. It is a proba-190

bility distribution over all tokens in V : 191

πθ(Î|I) =
L∏
l=1

p(q̂l|q̂1, ..., q̂l−1, I) (1) 192

where q̂1, ..., q̂l−1 is the first l − 1 tokens the re- 193

writer generated and q̂l is the next token to be se- 194

lected, namely the action in the context of RL. V is 195

the action space respectively. The ultimate goal of 196

training is to find the optimal policy to maximize 197

the expected reward. This can be formulated as 198

Eq̂t∼πθ(·|qt)[R(fϕ(Î))] (2) 199

where fϕ is the LLM with defense strategy, i.e., the 200

environment under the RL framework and R is a 201

reward function. All parameters of the LLM fϕ are 202

frozen during training. 203

3.1.2 Reward 204

The reward R is the sum of the intention clarifica- 205

tion reward and the response quality reward. We 206

use whether the attitude of the LLM response is 207

consistent with the label as the intention clarifica- 208

tion reward signal: 209

rintention = Yi ⊕Ai (3) 210

where ⊕ is an XOR operation. The intention clari- 211

fication reward motivates the re-writer to discretize 212

the input space. Then we use a judge function 213
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to score the generated response for the response214

quality reward:215

rquality =

{
Judge(O) Yi ∧Ai = 1
a+b
2 Yi ∧Ai = 0

(4)216

where ∧ denotes an AND operation. a and b denote217

the upper and lower bounds of the Judge function.218

The Judge function is designed based on ROUGE219

(Chin-Yew, 2004). We only want the response220

quality reward work when the defensive LLM is221

willing to help with a benign prompt so the reward222

will be directly assigned to a midrange in other223

cases. The response quality reward regulates the re-224

writer to reconstruct a prompt by which the LLM225

can be instructed to produce a qualified response226

similar to the standard response. We get the final227

reward by adding rquality and rintention together:228

R = rintention + rquality (5)229

3.1.3 Policy Optimization230

To train the re-writer of LlmFixer, we upgrade nat-231

ural language policy optimization (NLPO) (Ra-232

mamurthy et al., 2023), a reinforcement learn-233

ing algorithm for natural language generation.234

NLPO is the parameterized-masked extension of235

PPO(Schulman et al., 2017), which learns to mask236

out irrelevant tokens in-context as it trains. Based237

on that, we extra mask out sensitive words in the be-238

nign prompts that mislead LLM’s defensive mech-239

anism. To accomplish that, we optimize a masking240

policy πψ beside πθ. The masking policy is a copy241

of πθ and updated every µ step. We denote242

Z(πθ) =
∑
q̂∈V

πθ0(q̂l|q̂1, ..., q̂l−1, I) (6)243

as the sum of probabilities of all action q̂ ∈ V244

to generate lth token given a particular state of245

s = q̂l|q̂1, ..., q̂l−1, I . NLPO originally selects the246

top-p tokens from the vocabulary V and then em-247

ploys an invalid-mask to the remaining tokens, in248

other words, NLPO sets the probabilities of the249

remaining tokens to zero when sampling actions250

from πθ. Formally, the subset V p
πθ ⊂ V replaces251

the original vocabulary V . Above that, when a252

vaguely benign prompt is mistakenly rejected, we253

additionally mask out sensitive tokens in the top-p254

range to clarify the benign intention of the prompt.255

The optimizing of πψ can be defined as:256

πψ(·|s, πθ) = πθ(·|s)/{Zp(πθ)/Zsensitive(πθ)}
(7)257

when the action space is V p/sensitive
πθ .258

3.2 Logic Patch 259

The logic patch is a lightweight structure inserted 260

into the LLM structure to repair its logical con- 261

tradictions. The logical contradictions are LLM’s 262

inherent imperfection or introduced by its defense 263

strategy. Based on the insight (Dai et al., 2022) that 264

factual knowledge is stored in the Feed-Forward 265

Networks(FFNs), we hypothesize that the logical 266

relationship is also reflected in FFNs. Therefore, 267

we use the logic patch to amend the output of FFNs 268

in an LLM, in other words, to fix the logical contra- 269

diction. In this way, the lightweight trainable logic 270

patch fixes logical contradictions without updating 271

the parameters of the LLM. The logic patch has an 272

FFN-like design: an input layer, two hidden lay- 273

ers, and an output layer, but with a much smaller 274

intermediate dimension. It can be denoted as: 275

Patch(X) = (Activation(XW1 + b1))W2 + b2
(8) 276

where X is the output of the attention layer in a 277

transformer block of the LLM and Activation is 278

the activation function corresponding to the one 279

in the LLM’s FFNs. W1, b1,W2, and b2 are first 280

hidden layer weight, first hidden layer bias, sec- 281

ond hidden layer weight, and second hidden layer 282

bias respectively. Then we add the output of the 283

logic patch to the LLM’s FFN output to attain a 284

contradiction-solved model. 285

FFN ′(X) = FFN(X) + Patch(X) (9) 286

3.2.1 Training 287

The logic patch is trained only when the LLM 288

rejects a benign prompt. For example, a benign 289

prompt “how to kill a python process" is input into 290

LLM and mistakenly responded with “sorry, I can- 291

not provide assistance or information on illegal 292

or harmful activities". There is a contradiction 293

between the intention of the prompt and the expla- 294

nation given by the LLM, which will be used to 295

update the parameters of the logic patch. The patch 296

impacts the prediction for a broad set of prompts 297

close to each other in the input space, possibly in- 298

cluding the inputs without logical contradiction. 299

We set an extra goal during the training process to 300

avoid affecting logically correct inputs: 301

fϕ′(I) =

{
O′ I ∈ C

fϕ(I) I /∈ C
(10) 302

where O′ is the calibrated output and C is the spe- 303

cific range that we expect the logic patch to act 304

on. 305
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4 Experiments306

4.1 Experimental Settings307

Models. We conducted experiments on three open-308

source large language models: Vicuna-7b (Chiang309

et al., 2023), Llama3-8b (Dubey et al., 2024), and310

Qwen2.5-7b (Yang et al., 2024) to evaluate Llm-311

Fixer.312

Helpfulness Evaluation. To evaluate the impact of313

LlmFixer on LLM’s helpfulness, we create VagueE-314

val and use JustEval(Lin et al., 2023). VagueEval315

is a collection of benign prompts that would be316

potentially rejected by defensive LLMs selected317

from Chatbot Arena (Zheng et al., 2024) and MS-318

MARCO (Nguyen et al., 2016). We choose ques-319

tions, instructions, or prompts that contain sen-320

sitive words or phrases that frequently appear in321

malicious query benchmark Advbench (Zou et al.,322

2023) and HEx-PHI (Qi et al., 2024), such as the323

example shown in Figure 1(c). The same quantity324

of malicious prompts that fails to be detected by325

the baseline defense model is collected in VagueE-326

val as well. Creation details and quality checks327

of VagueEval have been presented in Appendix D.328

Additionally, JustEval, a benchmark that analyzes329

model performance on six dimensions is employed330

to evaluate the general helpfulness of LLM. We331

adopt the False Reject Rate (FRR) and the Quality332

score as helpfulness evaluation metrics. FRR is de-333

fined as the proportion of queries rejected by LLM334

in all benign queries, which is utilized to assess the335

possibility of LLM responding to benign queries.336

Following Multi-aspect Evaluation Protocol (Lin337

et al., 2023), we use GPT-4 to evaluate responses338

across five dimensions helpfulness, clarity, factual-339

ity, depth, and engagement. The average score is340

considered to be the Quality score.341

Safety Evaluation. We use five jailbreak attacks:342

GCG (Zou et al., 2023), AutoDan (Liu et al.,343

2024b), PAIR (Chao et al., 2023), SAP30 (Deng344

et al., 2023) and DeepInception (Li et al., 2023) to345

evaluate the impact of LlmFixer on LLM’s safety.346

They are representative state-of-the-art jailbreak at-347

tacks of different types, effectively circumventing348

the internal alignment of LLM. Following previous349

works (Zou et al., 2023; Liu et al., 2024b), we adopt350

Attack Success Rate (ASR) as the safety evaluation351

metric. ASR is defined as the proportion of mali-352

cious inputs successfully inducing LLM to produce353

harmful content in all malicious inputs.354

Baselines. We consider four advanced defense355

strategies as baselines: ICD (Wei et al., 2023) en-356

hances model safety through examples that demon- 357

strate rejection to produce harmful content; PAT 358

(Mo et al., 2024) trains a prompt control attached 359

to the user prompt as a guard prefix; SafeDecoding 360

(Xu et al., 2024b) considered the trade-off between 361

helpfulness and harmlessness, introducing a safety- 362

aware decoding strategy to produce helpful and 363

harmless responses; MoGU (Du et al., 2024) trans- 364

forms the base LLM into the usable LLM and the 365

safe LLM to improve LLMs’ safety while retaining 366

their usability. 367

Implementation Details. We conduct the experi- 368

ments with GeForce RTX 3090 and Tesla V100 369

PCIE. More implementation details have been 370

shown in Appendix C. 371

4.2 Experimental Results 372

We evaluate LLMs protected by different defenses 373

with and without LlmFixer. For helpfulness eval- 374

uation, a lower FRR indicates a better willingness 375

to respond to benign inputs, and a higher Quality 376

score corresponds to better quality general perfor- 377

mance. ASR is reported for safety evaluation; the 378

lower it is, the better. The following observations 379

are made according to experimental results in Table 380

1. Items show that LlmFixer improves LLM help- 381

fulness or retains LLM safety have been bolded. 382

LlmFixer recovers the helpfulness of defen- 383

sive LLMs. The results of FFR and Quality score 384

show that defense methods weaken the helpful- 385

ness of defensive LLMs and LlmFixer recovers 386

it. Take Vicuna for example, four different de- 387

fenses cause varying degrees of increase for the 388

FRR of Vicuna on both VagueEval and JustEval. 389

The most notable item is that PAT leads to 48% 390

FFR on VagueEval, severely damaging the prob- 391

ability of responding to benign inputs for Vicuna. 392

SafeDecoding and MoGU try to keep the utility of 393

LLMs while improving safety. Though they reach 394

a low FFR on JustEval, the FRR calculated on 395

VagueEval shows that they cannot deal with vague 396

inputs, especially vaguely benign inputs. LlmFixer 397

consistently enhances all defense methods, achiev- 398

ing -12% FFR with ICD, -36% FFR with PAT, - 399

7% FFR with SafeDecoding, and -13% FFR with 400

MoGU on VagueEval. As for response quality, our 401

proposal also generally improves the Quality score 402

for LLMs equipped with defense methods. An ex- 403

ception to this is that LlmFixer does not enhance 404

the response quality of LLM with ICD. We think 405

the reason is that the in-context examples from ICD 406

have already supplemented some logical relation- 407
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Model Defense
Helpfulness Safety (ASR↓)

VagueEval JustEval
GCG PAIR Auto SAP DeepFRR↓ Quality↑ FRR↓ Quality↑

Llama3

Llama3 11% 4.62 6% 4.74 8% 6% 0% 0% 0%
Llama3 + Llmfixer 2% 4.68 2% 4.82 10% 6% 0% 2% 0%
ICD 22% 4.57 12% 4.49 0% 0% 0% 0% 0%
ICD + LlmFixer 5% 4.58 5% 4.58 0% 0% 0% 0% 5%
PAT 31% 4.13 16% 4.36 0% 5% 2% 0% 0%
PAT + LlmFixer 6% 4.52 6% 4.79 0% 4% 2% 0% 0%
SafeDecoding 10% 4.71 6% 4.79 0% 4% 0% 0% 0%
SafeDecoding + LlmFixer 6% 4.76 3% 4.82 0% 3% 2% 0% 0%
MoGU 15% 4.82 5% 4.77 2% 0% 0% 0% 0%
MoGU + LlmFixer 2% 4.86 0% 4.88 2% 0% 0% 0% 0%

Qwen2.5

Qwen 9% 4.14 4% 4.23 22% 14% 18% 25% 36%
Qwen + LlmFixer 0% 4.15 0% 4.20 16% 14% 8% 3% 32%
ICD 15% 4.26 9% 4.17 0% 8% 0% 0% 100%
ICD + LlmFixer 5% 4.26 1% 4.22 0% 8% 0% 0% 100%
PAT 39% 3.82 17% 3.90 2% 12% 6% 0% 59%
PAT + LlmFixer 9% 4.08 9% 3.92 1% 12% 8% 0% 50%
SafeDecoding 12% 4.24 2% 4.24 0% 4% 0% 0% 100%
SafeDecoding + LlmFixer 7% 4.17 2% 4.18 2% 2% 0% 0% 78%
MoGU 11% 4.35 3% 4.32 4% 18% 32% 0% 20%
MoGU + LlmFixer 4% 4.35 0% 4.34 4% 16% 16% 0% 20%

Vicuna

Vicuna 6% 4.10 2% 4.29 62% 40% 32% 60% 100%
Vicuna + LlmFixer 2% 4.12 0% 4.29 52% 34% 29% 42% 66%
ICD 17% 3.97 8% 4.25 38% 32% 26% 47% 100%
ICD + LlmFixer 5% 3.97 1% 4.34 32% 28% 22% 47% 80%
PAT 48% 3.22 15% 3.76 1% 28% 5% 0% 78%
PAT + LlmFixer 10% 3.78 2% 4.12 1% 20% 2% 0% 66%
SafeDecoding 11% 4.18 5% 4.28 18% 26% 24% 49% 100%
SafeDecoding + LlmFixer 4% 4.30 4% 4.30 19% 24% 24% 50% 76%
MoGU 13% 4.15 6% 4.08 4% 4% 0% 70% 0%
MoGU + LlmFixer 0% 4.16 0% 4.22 4% 3% 0% 72% 0%

Table 1: The helpfulness and safety evaluation of LLMs protected by different defenses with and without LlmFixer.

ships to LLMs. Extensive experiments prove that408

LlmFixer successfully fixes the helpfulness of de-409

fensive LLMs. This achievement is more notable410

in Llama3 and we attribute this phenomenon to the411

strict internal alignment of Llama3. The more con-412

servative a LLM is, the more notable our proposal413

performs.414

LlmFixer preserves the safety of defensive415

LLMs. For each row in Table 1, the ASR of five416

jailbreak attacks is reported to present safety. Llm-417

Fixer barely causes the growth of ASR compared418

to the non-LlmFixer item and even facilitates re-419

duction. It shows that LlmFixer allows the original420

defenses of LLM to play their role when they col-421

laborate. We deem that the slight reduction of ASR422

is caused by the input discretization contributed by423

the prompt re-writer. The re-writer amplifies the 424

intention of malicious inputs and exposes it to the 425

defense mechanism, leading to a lower ASR. 426

LlmFixer is universally effective. We tested 427

LlmFixer on three LLMs with four defense meth- 428

ods. Our proposal shows universal effectiveness for 429

input-focused defense like ICD and PAT, or LLM- 430

focused defense like SafeDecoding and MoGU. 431

It works notably on strong alignment LLMs like 432

Llama3. Additionally, we evaluate LlmFixer on 433

Qwen2.5 with different parameter counts to demon- 434

strate how our method performs on smaller and 435

larger LLMs. As shown in Table 2, LlmFixer makes 436

a huge improvement in the helpfulness of Qwen2.5- 437

0.5b and a relatively small increase in the helpful- 438

ness of Qwen2.5-32b. It indicates that the smaller 439
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LLM
Defense

Helpfulness Safety (ASR↓)

Qwen2.5
VagueEval JustEval

GCG PAIR Auto SAP DeepFRR↓ Quality↑ FRR↓ Quality↑

0.5b
ICD 22% 4.12 14% 4.02 0% 8% 0% 0% 100%
ICD+LlmFixer 7% 4.26 1% 4.06 0% 7% 1% 0% 78%

7b
ICD 15% 4.26 9% 4.17 0% 8% 0% 0% 100%
ICD+LlmFixer 5% 4.26 1% 4.22 0% 8% 0% 0% 100%

32b
ICD 9% 4.35 4% 4.24 0% 4% 0% 0% 100%
ICD+LlmFixer 5% 4.36 0% 4.24 0% 4% 0% 0% 26%

Table 2: Study on how LlmFixer works on LLMs with different sizes.

Defense Ablation
Helpfulness Safety (ASR↓)

VagueEval JustEval
GCG PAIR Auto SAP DeepFRR↓ Quality↑ FRR↓ Quality↑

ICD
LlmFixer 5% 3.97 1% 4.34 32% 28% 22% 47% 80%
w/o re-writer 18% 3.96 7% 4.29 38% 32% 24% 42% 100%
w/o logic patch 5% 3.97 2% 4.29 32% 29% 22% 42% 80%

PAT
LlmFixer 10% 3.78 2% 4.12 1% 20% 2% 0% 66%
w/o re-writer 32% 3.31 14% 4.03 1% 27% 5% 0% 78%
w/o logic patch 25% 3.49 8% 3.88 1% 20% 2% 0% 67%

SafeDecoding
LlmFixer 4% 4.30 4% 4.30 19% 24% 24% 50% 76%
w/o re-writer 10% 4.24 5% 4.28 18% 26% 24% 49% 100%
w/o logic patch 7% 4.19 4% 4.29 19% 23% 24% 52% 76%

MoGU
LlmFixer 0% 4.16 0% 4.22 4% 3% 0% 72% 0%
w/o re-writer 10% 4.15 5% 4.19 4% 3% 0% 70% 0%
w/o logic patch 4% 4.16 2% 4.10 4% 4% 0% 70% 0%

Table 3: Ablation study to verify the significance of two components of LlmFixer.

the parameter size of an LLM, the better LlmFixer440

can fix it. We speculate that the reason for this is441

that a larger LLM has greater capability of compre-442

hension and there are fewer understanding flaws443

for LlmFixer to fix. The safety results show that444

LLM size does not affect how LlmFixer retains the445

safety of LLMs. After testing LlmFixer with dif-446

ferent jailbreak methods, defense methods, LLM447

types and LLM sizes, we show when our method448

is working and which models benefited from our449

method. To sum up, LlmFixer is universally effec-450

tive and especially helpful on strictly aligned and451

smaller LLMs.452

LlmFixer causes a low computation cost. Llm-453

Fixer brings extra runtime mainly because of the454

re-writing process. We use a GPT-2 with 345M455

parameters as the re-writer to be the pre-model of456

an LLM scaled nearly 7b or even larger. For which,457

LlmFixer approximately introduces an additional458

runtime cost of less than one-twentieth.459

4.3 Ablation Study460

We conduct ablation studies to verify the signif-461

icance of two components of LlmFixer. The ab-462

lation results of Vicuna are shown in Table 2: the 463

prompt re-writer and the logic patch separately play 464

their part to enhance helpfulness. In most cases, 465

defenses with the re-writer and the logic patch out- 466

perform defenses with only one module. We also 467

observe that the prompt re-writer contributes more 468

improvement on FFR than the logic patch. Espe- 469

cially for ICD, the logic patch barely has any im- 470

pact. For safety evaluation, both the re-writer and 471

the patch preserve the original safety outcome con- 472

tributed by the defense methods or LLM’s internal 473

alignment. The prompt re-writer further contributes 474

to a slight reduction of ASR. More experimental 475

results on Llama3 and Qwen2.5 are presented in 476

Appendix A.1. 477

Besides GPT2, we evaluate MobileLLM, Galac- 478

tica, and TinyLLama to be the base of the re-writer. 479

Table in Appendix A.2 shows that LlmFixer with 480

all LMs are effective and GPT2-based LlmFixer 481

slightly surpasses others. We attribute it to GPT2 482

excelling in coherence and grammatical accuracy 483

and its architectural advantage enables it to better 484

understand and generate high-quality text in rewrit- 485
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ing tasks.486

We also conduct a transferability study. We train487

LlmFixer on Qwen2.5 as direct LlmFixer and on488

Vicuna as transferred LlmFixer. Then we evaluate489

both of them on Qwen2.5. According to results490

shown in Appendix A.3, the direct version gen-491

erally outperforms the transferred version. But492

LlmFixer still shows fair transferability as the trans-493

ferred version surpasses the LLM without it.494

4.4 Parameter Sensitivity Analysis495

Hyperparameter sensitivity analysis is conducted496

on Vicuna equipped with ICD. We mainly focus497

on the two key parameters: p in Equation 7, which498

denotes the number of top tokens in the NLPO op-499

timization process, and d, which represents the in-500

termediate dimension of the logic patch. As shown501

in Figure 3, we obtain the best FFR when p = 0.5.502

A large p could mask out excessive tokens, causing503

the rewritten prompts to deviate from the original504

meaning. With the increase of d, the FFR tends to505

decrease. It demonstrates that a larger logic patch506

supplements more logical relationships. Neither p507

nor d affects the ASR result of jailbreak attacks.508

Figure 3: Hyper-parameter sensitivity analysis.

5 Related Works1509

Jailbreak Attacks on LLMs. A jailbreak attack510

on LLMs is an intentional design of prompts to trig-511

ger LLMs to produce harmful content by circum-512

venting the alignment for LLMs. Several effective513

ways to construct jailbreak prompts are as follows.514

Manual Design: People manually design jailbreak515

prompts to induce harmful outputs from LLMs516

(Deng et al., 2023; Li et al., 2023). Gradient-517

based Generation: Considering textual inputs of518

1Because of the page limitation, the intact ’Related Works’
with more details are presented in the Appendix B.

LLMs are discrete data, there is no direct gradient 519

signal when trying to optimize jailbreak prompts. 520

To solve this problem, (Zou et al., 2023) introduced 521

Greedy Coordinate Gradient-based Search (GCG). 522

Reinforcement Learning Generation: Reinforce- 523

ment learning (RL) is another feasible way for 524

heuristic optimization (Kassem and Saad, 2024). 525

Jailbreak Defenses. Aligning LLMs by Su- 526

pervised Fine-Tuning (SFT) (Ouyang et al., 527

2022), Reinforcement Learning from Human Feed- 528

back(RLHF) (Ouyang et al., 2022), Direct Prompt 529

Optimization (DPO) (Rafailov et al., 2024) or other 530

methods (Lee et al., 2023; Chen et al., 2024) is 531

becoming a regular step before LLMs are released. 532

However, extra defensive strategies beyond align- 533

ment are required after numerous jailbreak attacks 534

that intentionally bypass LLMs’ built-in safety 535

mechanisms are proposed. Jailbreak defenses can 536

be briefly divided into LLM-focused methods and 537

input-focused methods. 538

Trade-off Between Helpfulness and Safety. 539

Large language models have a trade-off between 540

helpfulness and safety when defending against jail- 541

break. Some works attempt to improve LLMs’ 542

robustness against jailbreak attacks while main- 543

taining their helpfulness (Xu et al., 2024b). For 544

example, MoGU framework (Du et al., 2024) is 545

proposed to train the base LLM into two variants: 546

the helpful LLM and the safe LLM, and utilize 547

dynamic routing to flexibly choose either version. 548

And (Ji et al., 2024) invents a smoothing-based de- 549

fense SEMANTICSMOOTH that aggregates the 550

predictions of multiple semantically transformed 551

copies of a given input prompt to balance the trade- 552

off. Though some discussion occurred about the 553

trade-off between helpfulness and safety in LLM 554

jailbreak defense, this phenomenon has not been se- 555

riously analyzed and the problem is not well solved. 556

6 Conclusion 557

This paper proposes a novel framework, LlmFixer, 558

to handle the over-defense problem of large lan- 559

guage models. We trained an input prompt re- 560

writer based on Reinforcement Learning from LLM 561

Feedback to clarify the intention of input prompts 562

and proposed a logic patch to repair the logic in- 563

consistencies of LLMs. Quantitative evaluation of 564

three mature large language models and five jail- 565

break attacks with four defenses demonstrates the 566

superiority of our proposal. 567
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7 Limitations568

While the proposed LImFixer framework demon-569

strates promising results in recovering the helpful-570

ness of defensive LLMs, several limitations warrant571

consideration. The logic patch’s design hinges on572

the assumption that logical relationships are primar-573

ily embedded in FeedForward Networks (FFNs),574

which might not hold for models with divergent575

architectures, limiting its universal applicability.576

Compatibility challenges may also arise with dy-577

namically updated defense mechanisms, as Llm-578

Fixer assumes static defense strategies. Finally,579

while the framework preserves safety metrics un-580

der tested scenarios, its robustness against sophis-581

ticated, multi-step adversarial attacks remains un-582

certain, necessitating further exploration. These583

limitations underscore the need for broader val-584

idation, architectural adaptability, and enhanced585

efficiency to strengthen the framework’s practical586

utility.587

8 Ethics Statement588

This work adheres to ethical research practices by589

utilizing publicly available datasets (e.g., VagueE-590

val, JustEval, MSMARCO) and ensuring compli-591

ance with data usage guidelines. The VagueE-592

val dataset, constructed from benign prompts in593

Chatbot Arena and MSMARCO, prioritizes non-594

sensitive content to avoid privacy violations. All595

code, datasets, and artifacts are open-sourced to596

foster transparency, reproducibility, and commu-597

nity scrutiny. However, risks persist: despite safety598

enhancements, malicious actors might exploit the599

framework to bypass defenses or amplify harm-600

ful outputs, particularly if adversarial techniques601

evolve beyond tested scenarios. While the logic602

patch and re-writer mitigate over-defensiveness,603

no system is impervious to novel attack vectors.604

We advocate for ongoing monitoring, rigorous test-605

ing, and collaborative efforts to address emergent606

vulnerabilities, balancing utility and safety in real-607

world LLM deployments.608
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A.1 Ablation Studies on Llama3 and Qwen2.5 861

Ablation Studies on Llama3 and Qwen2.5 are pre- 862

sented in Table 4. 863

A.2 Ablation Studies on other LM as 864

pretrained re-writer 865

Besides GPT2, we evaluate MobileLLM, Galac- 866

tica, and TinyLLama to be the base of the re-writer. 867

Table 5 shows that LlmFixer with all LMs are effec- 868

tive and GPT2-based LlmFixer slightly surpasses 869

others. 870

A.3 Transfer Study 871

We train LlmFixer on Qwen2.5 as direct LlmFixer 872

and on Vicuna as transferred LlmFixer. Then we 873

evaluate both of them on Qwen2.5. According to 874

Table 6, the direct version generally outperforms 875

the transferred version. But LlmFixer still shows 876

fair transferability as the transferred version sur- 877

passes the LLM without it. 878
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Model Defense Ablation

Helpfulness Safety (ASR)
VagueEval JustEval

GCG PAIR AutoDSAP DeepFRR Quality FRR Quality

Llama3

ICD
LlmFixer 5% 4.58 5% 4.58 0% 0% 0% 0% 5%
w/o re-writer 21% 4.26 9% 4.41 0% 0% 0% 0% 5%
w/o logic patch 8% 4.27 2% 4.45 0% 0% 2% 3% 2%

PAT
LlmFixer 6% 4.52 6% 4.79 0% 4% 2% 0% 0%
w/o re-writer 28% 4.39 13% 4.39 0% 4% 1% 0% 5%
w/o logic patch 9% 4.47 8% 4.22 0% 4% 2% 2% 0%

SafeDecoding
LlmFixer 6% 4.76 3% 4.82 0% 3% 2% 0% 0%
w/o re-writer 19% 4.04 5% 4.28 5% 1% 2% 4% 0%
w/o logic patch 2% 4.86 0% 4.88 2% 0% 0% 0% 0%

MoGU
LlmFixer 2% 4.06 0% 4.28 2% 0% 0% 0% 0%
w/o re-writer 10% 3.85 4% 4.11 4% 0% 0% 23% 0%
w/o logic patch 4% 4.03 2% 4.02 2% 0% 0% 0% 0%

Qwen2.5

ICD
LlmFixer 5% 4.26 1% 4.22 0% 8% 0% 0% 100%
w/o re-writer 13% 4.06 5% 3.90 0% 9% 0% 0% 95%
w/o logic patch 13% 3.92 2% 3.92 2% 7% 0% 0% 100%

PAT
LlmFixer 9% 4.08 9% 3.92 1% 12% 8% 0% 50%
w/o re-writer 32% 3.96 15% 3.61 0% 15% 5% 0% 50%
w/o logic patch 26% 3.78 8% 3.59 5% 10% 8% 0% 67%

SafeDecoding
LlmFixer 7% 4.17 2% 4.18 2% 2% 0% 0% 78%
w/o re-writer 10% 3.85 2% 3.89 2% 2% 2% 5% 60%
w/o logic patch 8% 3.70 2% 4.04 2% 2% 0% 0% 76%

MoGU
LlmFixer 4% 4.35 0% 4.34 4% 16% 16% 0% 20%
w/o re-writer 5% 3.95 4% 4.03 4% 18% 20% 0% 15%
w/o logic patch 8% 3.95 6% 3.99 4% 18% 20% 0% 17%

Table 4: Ablation Study on Llama3 and Qwen2.5.

Defense choice of LM

Helpfulness Safety (ASR↓)

VagueEval JustEval
GCG PAIR Auto SAP DeepFRR Quality FRR Quality

ICD

GPT2(LlmFixer) 5% 3.97 1% 4.34 32% 28% 22% 47% 80%
MobileLLM 8% 3.96 7% 4.02 33% 24% 24% 48% 100%
Galactica 8% 3.88 5% 4.08 54% 25% 26% 32% 95%
TinyLlama 6% 3.92 4% 4.28 32% 22% 22% 42% 78%

PAT

GPT2(LlmFixer) 10% 3.78 2% 4.12 1% 20% 2% 0% 66%
MobileLLM 11% 3.31 16% 4.03 1% 27% 5% 0% 78%
Galactica 11% 3.42 12% 4.11 2% 24% 4% 0% 88%
TinyLlama 11% 3.33 8% 3.98 1% 20% 2% 0% 69%

SafeDecoding

GPT2(LlmFixer) 4% 4.30 4% 4.30 19% 24% 24% 50% 76%
MobileLLM 5% 3.92 5% 4.29 27% 25% 25% 70% 82%
Galactica 4% 4.28 5% 4.28 18% 26% 24% 49% 100%
TinyLlama 5% 4.12 4% 4.29 19% 23% 24% 52% 76%

MoGU

GPT2(LlmFixer) 0% 4.16 0% 4.22 4% 3% 0% 72% 0%
MobileLLM 0% 4.01 0% 4.20 8% 8% 0% 83% 0%
Galactica 2% 4.15 0% 4.19 4% 3% 0% 70% 0%
TinyLlama 4% 4.16 0% 4.07 4% 2% 0% 56% 0%

Table 5: Ablation study to find out whether choice of LLM affects LlmFixer.
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Defense Transferability
VagueEval JustEval

GCG PAIR Auto SAP DeepFRR↓ Quality↑ FRR↓ Quality↑

PAT
w/o LlmFixer 39% 3.82 17% 3.90 2% 12 % 6% 0% 59%

direct 9% 4.08 9% 3.92 1% 12% 8% 0% 50%
transferred 32% 3.93 10% 3.90 2% 12% 9% 0% 56%

MoGU
w/o LlmFixer 11% 4.35 3% 4.32 4% 18% 32% 0% 20%

direct 4% 4.35 0% 4.34 4% 16% 16% 0% 20%
transferred 9% 4.33 0% 4.32 4% 10% 15% 0% 20%

Table 6: Transferability study.

B Related Works879

An intact version of Related Works with more de-880

tails is presented here.881

Jailbreak Attacks on LLMs. A jailbreak attack882

on LLMs is an intentional design of prompts to883

trigger LLMs to produce harmful content by cir-884

cumventing the alignment for LLMs. Several ef-885

fective ways to construct jailbreak prompts are as886

follows. Manual Design: People manually design887

jailbreak prompts to induce harmful outputs from888

LLMs (Deng et al., 2023; Li et al., 2023). A typical889

method is DAN (walkerspider, 2022) which stands890

for "do anything now", trying to break the con-891

straint of alignment in LLM by telling the chatbot892

to act like a specific role. More role-play (Li et al.)893

and in-context (Wei et al., 2023) attacking methods894

are proposed inspired by DAN. Importantly, the895

paper of (Wei et al., 2024) pointed out two fail-896

ure modes of LLM safety: competing objectives897

and mismatched generalization, guiding the pro-898

duction of hand-crafted jailbreak prompts. For the899

good of the research on jailbreak attacks, (Toyer900

et al., 2023) proposed a dataset created by players901

of an online game called Tensor Trust, containing902

over 126,000 prompt injection attacks and 46,000903

defenses. Gradient-based Generation: Consider-904

ing textual inputs of LLMs are discrete data, there905

is no direct gradient signal when trying to opti-906

mize jailbreak prompts. To solve this problem,907

(Zou et al., 2023) introduced Greedy Coordinate908

Gradient-based Search (GCG). GCG employs the909

gradients associated with one-hot encoded token910

indicators to identify a selection of potential substi-911

tutes for each token slot. Subsequently, it evaluates912

the impact of these alternatives through forward913

propagation. GCG is a simple extension of the914

optimization method in AutoPrompt (Shin et al.,915

2020) and they both apply the key idea of Uni-916

versal Adversarial Triggers (UAT) (Wallace et al.,917

2019) which proposed to generate a set of tokens918

that induce a model to output a specific predic-919

tion when concatenated to any input. A series of 920

gradient-based jailbreak methods (Wichers et al., 921

2024; Sitawarin et al., 2024; Liao and Sun, 2024; 922

Zhang and Wei, 2024) are postulated after GCG. 923

Reinforcement Learning Generation: Reinforce- 924

ment learning (RL) is another feasible way for 925

heuristic optimization (Kassem and Saad, 2024). 926

In (Hong et al., 2024), curiosity-driven red teaming 927

(CRT) for LLMs based on RL is put forward to ob- 928

tain larger coverage of generated jailbreak prompts 929

while maintaining effectiveness compared to other 930

existing RL methods. (Kassem and Saad, 2024) 931

proposed Targeted Paraphrasing via RL (TPRL) to 932

automatically learn a policy to generate adversar- 933

ial samples from language models. Besides, other 934

heuristic learning methods like genetic algorithm 935

(Lapid et al., 2024; Liu et al., 2024b) and LLM at- 936

tacking LLM (Xu et al., 2024a; Paulus et al., 2024) 937

are also applied in generating jailbreak prompts. 938

Jailbreak Defenses. Aligning LLMs by Su- 939

pervised Fine-Tuning (SFT) (Ouyang et al., 940

2022), Reinforcement Learning from Human Feed- 941

back(RLHF) (Ouyang et al., 2022), Direct Prompt 942

Optimization (DPO) (Rafailov et al., 2024) or other 943

methods (Lee et al., 2023; Chen et al., 2024) is 944

becoming a regular step before LLMs are released. 945

However, extra defensive strategies beyond align- 946

ment are required after numerous jailbreak attacks 947

that intentionally bypass LLMs’ built-in safety 948

mechanisms are proposed. Jailbreak defenses can 949

be briefly divided into LLM-focused methods and 950

input-focused methods. LLM-focused methods 951

alter LLM itself to enhance its safety. Fine-tuning 952

LLMs with safety data (Piet et al., 2023) is one of 953

the most common LLM-focused methods. (Bianchi 954

et al., 2024) proved that safety instruction tuning 955

successfully increases the general safety of an LLM 956

when the quantity of safety data is appropriate. 957

While input-focused methods refer to detecting 958

and revising prompts before they are input into 959

LLMs without changing the structure and parame- 960
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ters of LLMs. For instance, IBProtector (Liu et al.,961

2024c) is proposed to compress input prompts to962

maintain only essential information for the target963

LLMs to respond to defend against jailbreak. (Mo964

et al., 2024; Liu et al., 2024a; Wei et al., 2023) gen-965

erate additional defensive tokens on original input966

prompts to defend against jailbreak. (Ji et al., 2024)967

introduces a set of seven semantics-preserving968

transformations to reconstruct input prompts.969

Trade-off Between Helpfulness and Safety.970

Large language models have a trade-off between971

helpfulness and safety when defending against jail-972

break. The results of the experiment in (Bianchi973

et al., 2024) show that a proper amount of safety974

data introduced to improve the safety of LLMs975

does not adversely impact general performance.976

However, excessive safety data can make LLM ex-977

aggerate safety, weakening its ability to answer978

general questions. (Tuan et al., 2024) put forward979

a Self-Generation and Fine-tuning paradigm, try-980

ing to make the helpfulness and safety attributes of981

LLMs controllable in different cases. Some works982

attempt to improve LLMs’ robustness against jail-983

break attacks while maintaining their helpfulness984

(Xu et al., 2024b). For example, MoGU frame-985

work (Du et al., 2024) is proposed to train the base986

LLM into two variants: the helpful LLM and the987

safe LLM, and utilize dynamic routing to flexibly988

choose either version. And (Ji et al., 2024) invents989

a smoothing-based defense SEMANTICSMOOTH990

that aggregates the predictions of multiple semanti-991

cally transformed copies of a given input prompt to992

balance the trade-off. Though some discussion oc-993

curred about the trade-off between helpfulness and994

safety in LLM jailbreak defense, this phenomenon995

has not been seriously analyzed and the problem is996

not well solved.997

C Implementation Details998

We conduct the experiments with GeForce RTX999

3090 and Tesla V100 PCIE. The prompt re-writer1000

is initialized with GPT-2 (Radford et al., 2019)1001

fine-tuned on a normal question rewriting dataset1002

QReCC (Anantha et al., 2021) and further trained1003

by NLPO with a learning rate of 5e-6. For the1004

logic patch, we concatenate it to the last layer of1005

the transformer decoder during implementation and1006

train it with a batch size of 512. Both the re-writer1007

and the patch are trained on the VagueEval train1008

set. The code and data are submitted as supplemen-1009

tary materials and will be publicly available upon1010

publication. 1011

D Dataset Details 1012

To construct the VagueEval dataset, we first iden- 1013

tify and compile a pool of benign prompts from two 1014

primary sources: Chatbot Arena and MSMARCO. 1015

These sources provide a diverse range of natural 1016

language queries and instructions that are generally 1017

considered safe and non-malicious. Next, we focus 1018

on selecting prompts that contain sensitive words 1019

or phrases. These sensitive elements are identified 1020

based on their frequent appearance in malicious 1021

query benchmarks such as Advbench and HEx- 1022

PHI. By cross-referencing these benchmarks, we 1023

ensure that the selected benign prompts have the 1024

potential to be flagged by defensive language mod- 1025

els due to the presence of these sensitive terms. 1026

And we use GPT-4 to detect the intention of in- 1027

put prompts. Those with 60% or lower confidence 1028

are defined as vague input prompts. Additionally, 1029

we collect an equal number of malicious prompts 1030

that have successfully evaded detection by a base- 1031

line defense model. These malicious prompts are 1032

carefully curated to reflect common evasion tactics 1033

used in adversarial settings. The final dataset is 1034

a balanced combination of benign prompts with 1035

sensitive content and malicious prompts that by- 1036

pass initial defenses, providing a comprehensive 1037

resource for evaluating the robustness of defensive 1038

language models. 1039

To ensure the reliability and validity of the 1040

VagueEval dataset, a rigorous quality check pro- 1041

cess is implemented. Initially, each prompt in the 1042

dataset undergoes a content review to verify the 1043

presence of sensitive words or phrases as specified 1044

in the construction criteria. This step involves man- 1045

ual inspection and automated keyword matching to 1046

confirm that the prompts align with the character- 1047

istics of both benign and malicious queries. Sub- 1048

sequently, the dataset is subjected to a consistency 1049

check, where the balance between benign and mali- 1050

cious prompts is verified to ensure that the dataset 1051

accurately represents the intended distribution. Ad- 1052

ditionally, a subset of prompts is tested against mul- 1053

tiple defense models to validate that the malicious 1054

prompts indeed evade detection while the benign 1055

prompts are appropriately flagged. This validation 1056

step helps in identifying any anomalies or misclas- 1057

sifications within the dataset. Finally, metadata 1058

associated with each prompt is reviewed for com- 1059

pleteness and accuracy, ensuring that all relevant 1060
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information is correctly documented. By following1061

this multi-step quality check process, VagueEval1062

is ensured to be a high-quality dataset suitable for1063

evaluating the effectiveness of defensive mecha-1064

nisms in language models.1065
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