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Figure 1. With its versatile capabilities, Olympus addresses a broad spectrum of vision tasks across images, videos, and even 3D content, in

fact, it can cover over 20 different tasks.

Abstract

We introduce Olympus, a new approach that transforms Mul-
timodal Large Language Models (MLLMs) into a unified
framework capable of handling a wide array of computer
vision tasks. Utilizing a controller MLLM, Olympus dele-
gates over 20 specialized tasks across images, videos, and
3D objects to dedicated modules. This instruction-based
routing enables complex workflows through chained actions
without the need for training heavy generative models. Olym-
pus easily integrates with existing MLLMs, expanding their
capabilities with comparable performance. Experimental re-
sults demonstrate that Olympus achieves an average routing
accuracy of 94.75% across 20 tasks and precision of 91.82%
in chained action scenarios, showcasing its effectiveness

as a universal task router that can solve a diverse range of
computer vision tasks.

1. Introduction

“If I have seen further it is by standing on the shoulders of
Giants." — Isaac Newton

Multimodal Large Language Models (MLLMs) have
made significant strides in advancing understanding, gen-
eration and reasoning across diverse domains. For ex-
ample, in understanding, MLLMs like LLaVA [47] ex-
cel in visual question-answering (VQA) [4], effectively
integrating visual and textual data. In generation, diffu-
sion models [26, 56, 58] have achieved exceptional re-
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sults in text-to-image, text-to-video and text-to-3D genera-
tion [9, 19, 27, 42, 43, 58, 60, 64, 77].

Building on these advancements, recent studies [17, 21,
41,70, 78, 81, 87] have aimed to develop unified architec-
tures capable of performing tasks across various domains.
Notably, Emu3 [74] and Omni-Gen [79] introduce all-in-
one models designed to handle both generation and under-
standing tasks. However, the integration of distinct domains
within a single model continues to present significant chal-
lenges. In particular, variability within domains often leads
to compromised performance on individual tasks due to con-
flicts between task objectives, such as those between text
and image generation tasks [96]. These conflicts hinder the
models’ effectiveness and limit their utility in real-world
applications.

Another key limitation of all-in-one models lies in their
constrained ability to handle a broad spectrum of vision-
language tasks across different domains due to differing
input and output formats. This restriction presents a substan-
tial bottleneck to scalability, particularly as the range of tasks
continues to grow across images, videos, and the emerging
3D domain. Furthermore, extending these models to accom-
modate new tasks is inherently challenging. Training such
comprehensive models with increasing model sizes demands
substantial computational resources, and highly complex
training methodologies. For instance, Omni-Gen [79] ne-
cessitates 104 x A800 GPUs and five distinct training stages.
These issues underscore the pressing need for modular or
task-adaptive frameworks to enhance scalability and effi-
ciency in addressing the increasingly diverse demands of
vision tasks. Additionally, all-in-one models often struggle
to integrate meticulously designed, task-specific components
effectively, reducing their overall efficiency and performance
in specialized applications.

This prompts us to explore another alternative approach
for seamlessly unifying vision tasks within a single frame-
work. Inspired by HuggingGPT [62] and the advanced con-
textual understanding of MLLMs, we propose leveraging
MLLMs to handle vision-language comprehension internally
while delegating other tasks externally. Although technically
straightforward, it represents a foundational and significant
step toward advancing unified frameworks for computer vi-
sion tasks. Specifically, the MLLM can function as a task
router, coordinating with specialized external models to ad-
dress various tasks and overcome individual model limita-
tions. However, it still faces significant challenges, primarily
due to the variability in user prompts across a wide range of
tasks and the lack of comprehensive, task-specific instruction
datasets essential for effective training and evaluation.

In this paper, we introduce Olympus, a unified framework
that leverages MLLMs to handle a diverse array of com-
puter vision tasks. Our Olympus differs from existing meth-
ods [71, 74, 81, 96] which focus on presenting all-in-one

models to solve diverse tasks. To accomplish this, we col-
lected 446.3K high-quality training instructions and 49.6K
evaluation instructions from GPT-40 [29] named as Olym-
pusinstruct and OlympusBench respectively, spanning 20
different vision tasks. Furthermore, we designed specific
routing tokens tailored to delegate individual tasks. Finally,
leveraging these routing tokens and Olympuslnstruct, our
model can even perform a chain of tasks within a single user
instruction if needed.

In our experiments, Olympus achieves comparable per-
formance to the leading MLLMs on standard multimodal
benchmarks [48]. Additionally, it supports over 20 distinct
tasks across the domains of image, video, and 3D, as shown
in Figure 1. We further investigate the effectiveness of de-
composing user instructions to interface with suitable exter-
nal models, Olympus achieves an impressive average routing
accuracy of 94.75% across 20 individual tasks. In chain-of-
action scenarios, which involves performing multiple tasks
to complete an instruction, our model attains 91.82% pre-
cision. These results highlight the potential of Olympus. In
summary, our contributions can be included as:

* We introduce Olympus, an innovative framework
that leverages Multimodal Large Language Models
(MLLMs) to perform contextual understanding tasks
through their inherent capabilities, while addressing
other tasks via allocating external models.

* We develop task-specific routing tokens and en-
hance MLLMs with chain-of-action capabilities. Our
model achieves comparable performances with lead-
ing MLLMs on multimodal benchmarks, Olympus
achieves 94.75% routing accuracy in single-task sce-
narios, 91.82% precision in chain-of-action settings,
and solves up to S tasks within a single instruction.

* We have curated high-quality instruction datasets
named OlympusInstruct and OlympusBench across 20
computer vision tasks, comprising 446.3K and 49.6K
samples for training and evaluation respectively. These
datasets provide a solid foundation for further explo-
ration and advancement in this domain.

2. Related Work
2.1. Vision-Language Understanding

Recent advancements in large language models (LLMs) [7,
73] have catalyzed the development of multimodal large
language models (MLLMs) [2, 3, 5, 11, 16, 34, 35, 37, 44—
46, 48, 54, 57, 63, 72, 82]. Pioneering multimodal large
language models (MLLMs), such as MiniGPT-4 [97], have
demonstrated impressive capabilities in processing and in-
tegrating multiple modalities. Models like Kosmos-2 [57],
LLaVA [48] and LLaVA-OneVision [34] have further en-
hanced the visual cognitive abilities of MLLMs. Ad-
ditionally, approaches including LLaVA-Phi [100], Mo-
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Figure 2. Given the user prompts, a trainable MLLM can perform routing across a wide range of specified models. In this concept, MLLMs
can solve multimodal understanding tasks (e.g., VQA) with its inherited capacity, while MLLMs can allocate appropriate specialized models
to address multimodal generative and classic vision tasks (e.g., image generation and depth estimation), then aggregate the results and deliver

a response to the user.

bileVLM [12], and Mipha [99] focus on refining training
methodologies and architectural frameworks to develop more
efficient and lightweight MLLMs. Although these models ex-
cel in visual perception and multimodal understanding, they
are predominantly limited to generating text-based outputs,
which restricts their effectiveness across a broader range of
vision tasks involving images, videos, and 3D content gener-
ation. In this work, we adopt a multimodal model structure
following Mipha [99].

2.2. Unified Vision-Language Foundation Model

Extensive research [1, 17, 21, 66, 70, 74, 78, 81, 84, 89,
93, 96] has focused on developing unified multimodal lan-
guage models proficient in both understanding and generat-
ing content. Approaches such as [21, 98] integrate continu-
ous embeddings with textual tokens within autoregressive
frameworks for image generation. Emu2 [66] combines
CLIP ViT [18] image embeddings with text tokens for au-
toregressive modeling, while Chameleon [71] employs a
transformer across diverse modalities with autogressive mod-
eling. Show-o [81] and TransFusion [96] incorporate autore-
gressive and diffusion modeling within a single transformer.
Omni-Gen [79] utilizes a VAE [32] encoder-decoder along-
side a transformer to process free-form prompts. Recently,
Emu3 [74] trained a unified transformer with next-token
prediction across video, image, and text datasets, achieving
superior performance on multimodal benchmarks and gener-
ation tasks. However, current unified multimodal foundation
models predominantly support a narrow range of generative
tasks, such as image and video creation or editing, and face
significant scalability challenges for broader Al applications.
Additionally, their training requires substantial computa-
tional resources. To overcome these limitations, we further
enhance MLLMs by enabling the seamless integration of
domain-specialized models tailored for diverse applications.

2.3. LLM-Based Tools

Large language models (LLMs) [73], trained on extensive
datasets, demonstrate exceptional proficiency in zero-shot
and few-shot settings, as well as in complex tasks such as
mathematical problem-solving and commonsense reasoning.
To extend their capabilities beyond text generation, recent
research [38, 40, 59, 61, 62, 62, 68, 75] has focused on in-
tegrating external tools and models into LLM architectures.
Toolformer [61] pioneered this approach by embedding API
calls within textual sequences, thereby enabling LLM:s to uti-
lize external tools effectively. Building upon this foundation,
subsequent studies have incorporated visual modalities: Vi-
sual ChatGPT [75] integrates LLMs with visual models such
as BLIP [35], Visual Programming [23] and ViperGPT [68]
translate visual queries into executable Python code, facili-
tating the processing of visual data by LLMs. Additionally,
HuggingGPT [62] enhances large language models (LLMs)
by utilizing them as controllers that direct user requests to
specialized expert models, thereby integrating language com-
prehension with domain-specific expertise.

Although HuggingGPT assigns specific Al models to
perform various tasks, it primarily relies on prompt engi-
neering to leverage ChatGPT as an interface for connecting
diverse external models without training. In contrast, our ap-
proach involves training multimodal large language models
(MLLMs) from the ground up, enabling them to internally
handle vision-language understanding tasks while designate
specialized models to address a wide range of Al tasks.

3. Olympus

Olympus leverages MLLMs as the foundation for various
computer vision tasks. For vision-language tasks like visual
question answering (VQA), MLLMs utilize their inherent
capabilities. For other vision tasks, such as generative tasks
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(e.g., image, video, and 3D generation) and classic vision
tasks (e.g., image super-resolution and depth estimation),
MLLMs act as intermediaries, routing user instructions to
specialized models. As shown in Figure 2, upon receiving a
request, the MLLM can autonomously orchestrate the work-
flow, coordinating expert models to achieve the objective.
The following subsections outline the details of Olympus.

3.1. Instruction Dataset Collection

In order to accurately assign user instructions to the ap-
propriate model, we constructed a high-quality and diverse
dataset of user instruction-response pairs using GPT-4o.
This dataset comprises 446.3K training samples, designated
as Olympusinstruct, and 49.6K evaluation samples, desig-
nated as OlympusBench, encompassing 20 distinct tasks. For
each task, a specialized prompt was developed to align with
the specific context of the task. This involved crafting de-
tailed directives that enable GPT-4o to generate coherent and
contextually relevant user requests and responses. An exam-
ple of the image editing prompt used by GPT-40 to collect
user instruction—response pairs is provided in Figure 4.

To ensure diversity in user instructions, we incorporated
various prefixes and phrases that introduce different language
styles, tones, and structures. Additionally, we categorized
instruction complexities into three levels: short, moderate,
and extended. This stratification allows GPT-40 to produce
instructions that vary in length and complexity. Further-
more, we prompted GPT-40 to generate responses that are
both practical and direct, thereby enhancing the applicability
and clarity of the interactions. We also performed thorough
data cleaning by removing duplicate entries and utilizing
GPT-40 to remove entries that were contextually or gram-
matically inappropriate. This purification process ensures
the integrity and quality of the dataset. Figure 4 presents
examples for image editing task, demonstrating how the task-

specific prompts enable GPT-40 to generate instructions with
diverse levels of complexity and varied language styles.
Figure 5 illustrates the statistical characteristics of our
training and evaluation datasets. Specifically, the training
set comprises 381.5K single-task instruction—response pairs
and 64.8K chain-of-action instruction—response pairs. Simi-
larly, the evaluation set consists of 49.6K single-task pairs
and 7.2K chain-of-action pairs. The maximum word length
across all instructions is 372 words, with an average in-
struction length of 20.2 words. Responses have an average
length of 10.7 words. The 20 covered tasks are catego-
rized into three groups: (1) Image domains: image genera-
tion/editing, deblurring, deraining, super-resolution, denois-
ing, pose/normal/canny/depth estimation, controllable image
generation across six conditions (canny, pose, segmenta-
tion, depth, normal, scribble), object detection/segmentation,
and visual grounding; (2) Video domains: video genera-
tion/editing, controllable video generation across the same
six conditions, and referring video object segmentation; and
(3) 3D domains: image-to-3D and text-to-3D generation.

3.2. Task-Specific Routing Tokens

As shown in Figure 3, Olympus directs user requests
to dedicated models using task-specific routing tokens
(e.g., image editing). To facilitate MLLMs in predicting
appropriate models aligned with users’ goals, we design a set
of routing tokens specific to individual tasks. For instance,
in the domains of image and video generation, we use the
routing tokens <image_gen>---</image_gen> and
<video_gen>---</video_gen>, respectively. Given
a user instruction such as "Please craft an image
displaying a chihuahua dog dressed in a
vibrant, multicolored costume.", the corre-
sponding response can be <image_gen>a chihuahua
dog dressed in a vibrant, multicolored



Task-Specific Prompt

Generate 50 unique user instructions with paired responses for image editing task focused on modifying objects and backgrounds. These
instructions should vary significantly in language style, tone, and complexity to capture authentic interactions. Each instruction should range
from short instruction into moderate and even extended instructions with multi-sentence descriptions. Occasionally use prefixes to diversify
each instruction's phrasing. Responses must be extremely short, direct and practical, effectively addressing each instruction. Refer to the
samples below as guidance, and come up with a wide range of prefixes and phrases to develop short, moderate and extended user instructions.

Prefixes:

1.Is there a way to. 2. Is it possible to. 3. I would appreciate it if you could. 4. Would you. 5. Could you. 6. Let’s. 7. Please.

Phrases:

1. replace [object] with [new object]. 2. turn [object] into [new object]. 3. swap [object] with [new object]. 4. erase [object].
5. let [object] [action]. 6. change [object] to [new object]. 7. remove [object]. 8. add [new object] to [object].
9. place [new object] beside [object]. 10. make [object] [action]. 11. have [object] [action]. 12. leave [object] on [new object].

User Instruction Complexities:

1. Short Instruction: One-sentence requests using concreate objects and actions. 2. Moderate Instruction: Two sentences, adding context for

clarity. 3.
User Instruction-Response Pairs:

Short Instruction: Is there a way to replace the mountain with a beach?

- Response: Replace the mountain with a beach.

Over three sentences, describing emotions, effects, or scenes for richer context.

Moderate Instruction: Could you help me change dragonfly to spaceship. I believe this change will give a more inviting feel. -

- Response: Change dragonfly to spaceship.

Please replace the old fence in the background with a modern wooden one. The style should be clean and natural-looking,
fitting in with a suburban backyard. I'm envisioning a style that’s clean and simple, with natural tones that blend seamlessly into a cozy
suburban backyard setting. The new fence should add a warm, inviting feel to the space, creating a sense of privacy without feeling closed off.
- Response: Replace the old fence with a modern, clean and natural-looking wooden fence.

GPT4 Output Examples

User Instruction-Response Pairs:

Short Instruction: Could you replace the streetlight with a vintage lantern?

- Response: Replace streetlight with vintage lantern.

Moderate Instruction: Could you add a cozy fireplace to the living room? It should create a warm and inviting atmosphere.

- Response: Add a cozy fireplace to the living room.

I'd appreciate it if you could swap the city skyline with a mountain range. The mountains should look majestic and slightly
misty, as if it's early morning. [ want the scene to feel natural and peaceful, with a sense of solitude in the wilderness.

- Response: Replace city skyline with misty mountains.

Figure 4. One example to illustrate the prompt we use to generate the instruction-response pairs for image editing by GPT-4o0.

costume.</image_gen>, which is designed to effec-
tively address the user’s request. Thus, user instructions and
the responses form input-answer pairs for training. Detailed
information on designed routing tokens and corresponding
specialist models are explained in the Appendix.

Chain-of-Action. By introducing domain-specific
routing tokens, Olympus enables chain-of-action ca-
pabilities, allowing to handle multiple tasks within a
single instruction. For instance, consider a user prompt
combining pose-based image generation and image
editing: "In homage to the pose imagery
and the prompt ’a majestic castle’,
generate an image. In the following
step, please refine the image by adding
green trees." The predicted response using the
routing tokens is: <pose_to_image>a majestic
castle</pose_to_image><image_edit>adding
green trees</image_edit>. Therefore, Olympus
can sequentially route user instructions to the appropriate
modules for pose-conditioned image generation and
image editing, in alignment with the task-oriented routing
tokens. Moreover, Olympus supports up to five consecutive
tasks within a single prompt and is capable of scaling to
accommodate an even larger number of tasks, thereby

demonstrating its flexibility and scalability.

3.3. Training

Since the goal is to generate task-specific response together
with its routing tokens conditioning on the user instructions,
we can train MLLMs with next-token prediction paradigm
using the cross-entropy loss:

L
P(Ya|]:Va]:t) :HPO(yi‘]:vv]:hYa,<i)' (1
i=1
Here, L represents the sequence length of the response Y,,
F. denotes the visual embedding which is adopted for those
multimodal instructions, and @ means the trainable param-
eters of MLLMs. The notation Y, «; denotes all tokens
preceding the current token y;, and JF, represents the input
instruction embeddings.

3.4. Inference

As displayed in Figure 3, upon receiving a prompt, Olympus
generates a response with task-customized routing tokens.
These tokens invoke the appropriate Al models to handle
various tasks, and their predictions are aggregated into a final
response. For tasks solvable by MLLMs alone, responses
are generated directly, bypassing routing tokens.



Additional Covered Tasks

Image Generation, Image Editing, Controllable Image Generation (Canny, Pose, Segmentation, Depth,
Normal, Scribble), Video Generation, Text-to-3D Generation, Inage-to-3D Generation, Image
Deblurring, Inage Super-Resolution, Image Deraining, Image Denoising, Pose Estimation, Normal
Estimation, Canny Estimation, Depth Estimation, Visual Grounding, Object Detection, Object
Segmentation, Referring Video Object Segmentation, Controllable Video Generation (Canny, Pose,

Segmentation, Depth, Normal, Scribble), Video Editing
(a) 20 covered tasks in Olympus framework.
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(b) Number of instructions for different tasks.
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Dataset Statistic

# of Training Instructions (Single Task) 381.5K
# of Training Instructions (Chain-of-Action) 64.8K
# of Evaluation Instructions (Single Task) 49.6K
# of Evaluation Instructions (Chain-of-Action) 7.2K
Max Instruction Word Length 372
Ave Instruction Word Length 20.2
Ave Response Word Length 10.7
Ave # of COA Tasks 3.4

(c) Statistic of the collected dataset.

3-task
35.5%

V//

# of 3-task: 25565
# of 5-task: 8771

(d) Distribution of chain-of-action instructions.

# of 2-task: 13955

80000 # of 4-task: 23709

Figure 5. The statistic of the collected dataset. Note that CVG and CIG denote controllable video generation and controllable image
generation, RVOS represents referring video object segmentation and image SR means image super-resolution in figure (b).

Method | LM | Res. | VQAV2 GQA VisWiz SQA' VQA"T MME-P MME-C MMB MM-Vet POPE MMMU
Shikra [8] V-13B | 224 | 774 - - - - - - 58.8 - - -
IDEFICS-9B [33] L-7B 224 | 509 384 355 - 259 - - 482 - - -
IDEFICS-80B [33] L-65B | 224 | 600 452  36.0 - 30.9 - - 54.5 - - -
Qwen-VL-Chat [5] Q7B | 448 | 782 575 389 682 615 14875 360.7 60.6 - - 329
mPLUG-OwI2 [88] L-7B 448 | 794 561 545 687 582 14502 3132 64.5 36.2 85.8 32.1
LLaVA-1.5 [45] V-7B 336 | 785 620 500 668 582 15107 316.1 64.3 30.5 85.9 32.0
MobileVLM-3B [12] M-2.7B | 336 - 59.0 - 612 475 12889 - 59.6 - 84.9 -
MobileVLM-v2-3B [13] | M-2.7B | 336 - 61.1 - 700 575 14405 - 63.2 - 84.7 -
LLaVA-Phi [100] P-27B | 336 | 714 - 359 684 486  1335.1 - 59.8 28.9 85.0 -
Imp-v1 [67] P-27B | 384 | 795 586 - 700 594 14340 - 66.5 33.1 88.0 -
MoE-LLaVA-3.6B [39] | P27B | 384 | 799 626 437 703 570 14313 - 68.0 35.9 85.7 -
TinyLLaVA [95] P2.7B | 384 | 799  62.0 - 69.1  59.1 1464.9 - 66.9 32.0 86.4 -
Bunny-3B [25] P2.7B | 384 | 798 625 - 70.9 - 1488.8 289.3 68.6 - 86.8 33.0
Mipha-3B [99] P2.7B | 384 | 813 639 457 709 566  1488.9 295.0 69.7 32.1 86.7 325
Olympus (Ours) | P27B | 384 805 639 482 707 534 15207 2832 71.2 33.8 86.6 32.8

Table 1. Multimodal evaluation across 11 benchmarks: VQAv2 [22], GQA [28], VisWiz [24], SQA': ScienceQA-IMG [52], VQAT:
TextVQA [65], MME-P: MME Perception [20], MME-C: MME Cognition [20], MMB: MMBench [50], MM-Vet [90], POPE [36] and
MMMU [91]. “V”, “L”, “Q”, “M” and “P” represent Vicuna [10], LLaMA [73], Qwen [5], MobileLLaMA [12] and Phi-2 [55]. Res. refers

to the image resolution used by the visual backbone.

Olympus introduces a training-based paradigm where
MLLMs act as controllers, addressing diverse tasks us-
ing both internal capabilities and external expert models.
This general framework seamlessly integrates MLLMs with
domain-specific models to tackle universal tasks.

4. Experiment

4.1. Experimental Setup

MLLM Model. Our model follows the setting of Mipha [99]
with its vision and language encoders, i.e., Sigl.IP-384 [92]
and Phi-2 [55]. For the multimodal projector, same as

LLaVA [48] and Mipha [99], we adopt a two-layer MLP.

Training Setting. We initialize the weights from Mipha-
3B [99] and fine-tune the model on the LLaVA-Mix665K
dataset [48] and Olympusinstruct for 2 epochs, using a learn-
ing rate of 5e-5 and a batch size of 256 on 64 V100 32GB
GPUs. The whole training process takes approximately 24.8
hours. All model components, including the vision encoder,
language encoder, and MLP, are fully fine-tuned during the
training process.

Evaluation Details. We compare our method with a
bunch of state-of-the-art multimodal large language mod-
els (MLLMs) across 11 popular benchmarks, as shown
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Figure 6. Diverse applications of Olympus. The 1st and 2nd columns show the scenarios for single task, the 3rd column displays the results
under multi-turn conversations, while the last (4th) column shows the chain-of-action capacity of Olympus.

Method \ Acct Pre?T Recallt F171
HuggingGPT (GPT-40 mini) | 70.14  76.51 72.14 75.46
HuggingGPT (GPT-40) 81.35 85.54 81.55 83.56
Olympus (Ours) 94.75  95.80 94.75 95.77

Table 2. Evaluation results on OlympusBench under the single-task
setting. Metrics include accuracy (%), precision (%), recall (%),
and F1-score (%).

Method \ ED]| Pref Recallt F171
HuggingGPT (GPT-40 mini) | 0.45  65.14 48.51 53.14
HuggingGPT (GPT-40) 035  75.03 60.23 61.25
Olympus (Ours) 0.18 91.82 92.75 91.98

Table 3. Evaluation results on OlympusBench under the chain-of-
action setting. ED represents edit distance.

in Table 1. These benchmarks include VQA-v2 [22],
GQA [28], ScienceQA-IMG [52], MME perception and cog-
nition [20], MMBench [50], MM-Vet [90], TextVQA [65],
and POPE [36], etc. For task routing performance, we evalu-
ate accuracy, precision, recall, and F1 score, and for chain-
of-action tasks, we also report edit distance [53], following
HuggingGPT [62].

4.2. Quantitative Evaluation

Task Routing Performance. To demonstrate our routing
effectiveness, we compare our results with HuggingGPT on
OlympusBench using GPT-40 mini and GPT-40 models for

Method | Success Rate 1
HuggingGPT (GPT-40 mini) 65.8
HuggingGPT (GPT-40) 75.2
Olympus (Ours) 86.5

Table 4. Human Evaluation of different methods, we display the
results of success rate (%).

their strong predictive capabilities in Table 2 and 3. For a
fair comparison, we included prompts covering all task types
supported by Olympus and excluded prompts for irrelevant
tasks. In Table 2, under the single-task setting, our method
achieves notable improvements of 13.4%, 10.26%, 13.2%,
and 12.21% in accuracy, precision, recall, and F1 score,
even against the strong GPT-40 model. In the chain-of-
action setting, Olympus demonstrates further gains of 0.17,
16.79%, 32.52%, and 30.73% for edit distance, precision,
recall, and F1 score, respectively.

Additionally, we collected 200 diverse human-generated
instructions to evaluate Olympus’s real-life performance
against HuggingGPT, using success rate as the metric. The
success rate reflects whether specialized models generate out-
puts that fully satisfy user requests, requiring both accurate
task planning and effective task-tailored prompt generation.
As shown in Table 4, Olympus outperforms HuggingGPT
with an 11.3% higher success rate using GPT-40. These
results highlight the significant potentials of Olympus and



#of Tasks | VQAV2 GQA VisWiz SQA' VQAT MME-P MME-C MMB MM-Vet POPE MMMU
0 81.0 640 462 708 553 1498.3 293.2 70.1 326 86.6 324
5 80.5 642 456 709 535 1468.3 310.4 70.5 34.9 86.5 325
10 80.4 64.1 46.1 712 530 1546.7 333.9 70.2 33.8 86.2 32.9
20 80.5 63.9 482 70.7 534 1520.7 283.2 71.2 33.8 86.6 32.8

Table 5. The ablation study of varying the number of tasks on multimodal benchmarks. “0 task™ denotes fine-tuning the model only using

LLaVA-Mix665K dataset [45].

# of tasks \ Acct Pret Recallt F171

5 96.38  96.36 96.45 97.61
10 96.15 9585 96.23 97.07
15 95.84  95.78 95.84 96.79
20 94.75  95.80 94.75 95.77

Table 6. Ablation study of different numbers of tasks adopted for
training under single-task setting.

the collected OlympusInstruct dataset.

Multimodal Understanding Performance. Table 1 com-
pares our method with existing approaches on multimodal
benchmarks. Olympus achieves comparable performance to
Mipha-3B on multiple benchmarks and even surpass it on
4 benchmarks such as VizWiz (+2.5%), MME-P (+31.8),
MMB (+1.5%), and MM-Vet (+1.7%). While it shows a
slight drop on TextVQA, Olympus uniquely supports model
routing for 20 diverse vision tasks.

4.3. Ablation Study

The ablation study exploring the impact of varying the num-
ber of training tasks is presented in Tables 5, 6, 7, and il-
lustrated in Figure 7. Table 5 demonstrates that the num-
ber of tasks has a limited influence on overall performance
across multimodal benchmarks. Notably, the 10-task setting
achieves the best results on MME-P [20], while the 20-task
setting performs optimally on VizWiz [24]. The 20-task con-
figuration is selected for its robustness and generality across
a diverse range of tasks. Tables 6 and 7 illustrate a slight per-
formance degradation in both single-task and chain-of-action
settings as the number of tasks increases. This degradation is
reasonably attributed to the increased prediction complexity
associated with handling a larger number of tasks.

Figure 7 highlights the training cost, which increases
from 1286.4 GPU hours without utilizing Olympusinstruct
to 1589.5 GPU hours with it, representing a modest 23.6% in-
crease in time. This relatively low cost increase is attributed
to the avoidance of training complex generative models. Fur-
ther experimental details are provided in the Appendix.

4.4. Visualization

Figure 6 illustrates the versatility of Olympus across various
tasks. The first two columns present single-turn examples,
including visual grounding, depth estimation, controllable
image generation, and image super-resolution. The third col-
umn illustrates Olympus’s proficiency in executing a variety
of tasks, such as image editing, visual question answering

# of tasks ‘ ED| PretT Recallt F11

5 0.12 9323 94.32 93.35
10 0.14 9223 93.45 92.28
15 0.17  91.97 92.89 92.01
20 0.18  91.82 92.75 91.98

Table 7. Ablation study of different numbers of tasks adopted for
training under chain-of-action setting.

Time Cost Across Different Numbers of Tasks

o 1584.5
1510.5

1364.7 14123

& 1300 1286.4

0 task 5 tasks 10 tasks 15 tasks 20 tasks

Figure 7. Training time cost for varying numbers of tasks.

(VQA), and canny edge detection, within the context of
multi-turn conversations. This is particularly noteworthy
given that OlympusiInstruct does not include any multi-turn
conversation data, underscoring our model’s impressive ca-
pacity for generalization. The final column showcases its
chain-of-action capability to conduct text-to-image genera-
tion, object segmentation and image-to-3D generation within
one instruction. These examples clearly show that Olympus
can handle diverse prompts for multiple tasks and generate
comprehensive responses for users.

5. Limitation

Since Olympus is trained on the dataset collected through
GPT-4o, it still has some limitations, e.g., the quality and
diversity of the samples collected directly impact the perfor-
mance of the generated responses. The inherent biases and
inaccuracies in GPT-40’s responses propagate into MLLMs,
potentially leading to suboptimal or biased outputs.

6. Conclusion

We present Olympus, a universal task router designed
to address diverse computer vision tasks by integrating
MLLM’s internal abilities with task-specific routing to
expert models. To achieve this, we introduce Olympusin-
struct and OlympusBench, datasets collected from GPT-40
covering 20 distinct tasks. With the presented routing
tokens, Olympus can handle multiple tasks within a single
prompt, highlighting its potential as a robust founda-
tion for unifying a wide range of computer vision tasks.
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A. Appendix

In the supplementary materials, we provide the following
sections:

* Training details in Section B.

* Task-specific routing tokens in Section C.
» Adopted specialist models in Section D.

* More dataset statistic in Section E.
 Ablation study experiments in Section F.
* More results in Section G.

B. Training Details

We train our models using 64 x V100 GPUs, each equipped
with 32GB of memory. The Adam optimizer [31] is em-
ployed, combined with a cosine learning rate scheduler,
aligning with the configuration utilized in LLaVA [48]. For
fine-tuning, we set a learning rate of 5e-5, which is optimized
for stability and convergence, and adopt a batch size of 256
to accommodate the large-scale data and distributed training
setup. The training process spans two epochs over the com-
bined fine-tuning datasets of LLaVA-Instruct-158K [45] and
Olympuslnstruct, ensuring that the models are effectively ex-
posed to both general-purpose and task-specific instructions.

Additional training configurations include a warmup ra-
tio of 0.03, which helps in stabilizing the initial training
phase, and gradient accumulation steps set to 4 to balance
memory efficiency with gradient updates. To handle vary-
ing image sizes in the datasets, we employ a padding-based
image aspect ratio strategy. Moreover, numerical precision
is set to float16, enabling faster computation and reduced
memory usage while maintaining sufficient numerical accu-
racy. These hyperparameters, summarized in Table 8, were
meticulously selected to optimize training performance and
ensure scalability across diverse tasks.

Configuration MLLMs Traning
Optimizer Adam
Learning rate Se-5
Learning rate schedule cosine
Total training epochs 2
Weight Decay 0
Warmup ratio 0.03
Batch size 256
Gradient Accumulation Steps 4
Imgae Aspect Ratio Pad
Numerical precision float16

Table 8. Summary of training hyperparameters of Olympus.

C. Task-specific Routing Tokens

As illustrated in Figure 8, we present the task-specific routing
tokens for 20 distinct computer vision tasks, spanning image,
video, and 3D domains. These routing tokens play a crucial
role during the training of MLLMs on OlympusInstruct,
acting as explicit indicators to guide task-specific responses.
For instance, when handling a text-to-3D generation task, a
sample instruction such as: I’d appreciate it if
you could design a 3D representation

of an ancient library, which is a
repository of books and scrolls from
ancient times.”, paired with the response:
ancient library, a repository of books
and scrolls from ancient times.”, can be
augmented with the routing tokens corresponding to the text-
to-3D generation task. This updated response would then
appear as: “<3D_gen_text>ancient library,
a repository of books and scrolls from
ancient times.</3D_gen_text>". Such augmen-
tation ensures that the model learns to associate specific
tasks with their respective routing tokens.

By incorporating these routing tokens into the training
process, the MLLMs are endowed with the ability to pre-
dict and append the appropriate tokens based on diverse
user instructions during inference. This mechanism enables
the invocation of the most relevant specialist models for a
given task, such as <image_edit> for image editing or
<video_ref_seg> for referring video object segmenta-
tion. The framework’s modularity not only enhances task
alignment but also ensures adaptability across evolving do-
mains, facilitating the seamless integration of new tasks and
specialist models in the future. This mechanism underscores
the scalability and versatility of the Olympus framework in
handling complex Al tasks.

D. Adopted Specialist Models

In Table 9, we present the specialist models selected for
20 distinct computer vision and multimodal tasks, illustrat-
ing the flexibility and adaptability of our Olympus frame-
work. Notably, for tasks like canny estimation, we utilize
the highly efficient and widely recognized Canny operator
from the OpenCV library. Similarly, for other tasks such as
image generation, image editing, and text-to-3D generation,
we incorporate state-of-the-art models like Stable Diffusion
XL [58], InstructPix2Pix [6], and LGM [69], respectively.
By leveraging these specialized, task-specific models, Olym-
pus circumvents the need for training excessively large and
cumbersome multimodal all-in-one models, instead opting
for a modular and scalable approach.

A key strength of the Olympus framework lies in its
ability to seamlessly integrate superior models as they be-
come available. For instance, advanced models like Ground-



Task-Specific Routing Tokens (20 tasks)

Image Generation: <image_gen></image_gen>

Image Editing: <image_edit></image_edit>

Video Editing: <video_edit></video_edit>

Image Deblurring: <image_deblur></image_deblur>
Object Detection: <image_det></image_det>

Normal Estimation: <image_normal></image_normal>
Canny Estimation: <image_canny></image_canny>
Visual Grounding: <image_ground></image_ground>
Image Denosing: <image_denosie></image_denoise>

Controllable Image Generation:

Pose Condition: <pose_to_image></pose_to_image>
Canny Condition: <canny_to_image></canny_to_image>
Depth Condition: <depth_to_image></depth_to_image>

Controllable Video Generation:

Pose Condition: <pose_to_video></pose_to_video>
Canny Condition: <canny_to_video></canny_to_video>
Depth Condition: <depth_to_video></depth_to_video>

Video Generation: <video_gen></video_gen>

Text-to-3D Generation: <3D_gen_text></3D_gen_text>
Image-to-3D Generation: <3D_gen_image></3D_gen_image>

RVOS: <video_ref_seg></video_ref_seg>

Image Super-Resolution: <image_sr></image_sr>

Pose Estimation: <image_pose></image_pose>
Depth Estimation: <image_depth></image_depth>
Image Deraining: <image_derain></image_derain>
Object Segmentation: <image_seg></image_seg>

Normal Condition: <normal_to_image></normal_to_image>
Segmentation Condition: <seg_to_image></seg_to_image>
Scribble Condition: <scrib_to_image></scrib_to_image>

Normal Condition: <normal_to_video></normal_to_video>
Segmentation Condition: <seg_to_video></seg_to_video>
Scribble Condition: <scrib_to_video></scrib_to_video>

Figure 8. Task-specific routing tokens for 20 diverse tasks, covering image, video and 3D domains. Note that “RVOS” denotes referring

video object segmentation.

Specialists for 20 individual computer tasks

Task / Model

Task / Model

Image Generation: Stable Diffusion XL [58]

Video Generation: CogVideoX [86]

Image Editing: InstructPix2Pix [6]

Text-to-3D Generation: LGM [69]

Video Editing: Text2Video-Zero [30]

Image-to-3D Generation: Wonder3D [51]

Image Deblurring: InstructIR [15]

Referring Video Object Segmentation: GLEE [76]

Object Detection: Co-DETR [101]

Image Super-Resolution: Swin2SR [14]

Normal Estimation: Sapiens [76]

Pose Estimation: DWPose [85]

Canny Estimation: OpenCV Canny Operator

Depth Estimation: Depth Anything V2 [83]

Visual Grounding: GroundingDINO [49]

Image Deraining: InstructIR [15]

Image Denoising: InstructIR [15]

Object Segmentation: SegFormer [80]

Controllable Image Generation: ControlNet [94]

Controllable Video Generation: Text2Video-Zero [30]

Table 9. Specified models to solve 20 different tasks.

ingDINO [49] for visual grounding or Wonder3D [51] for
image-to-3D generation can be directly adopted to replace
existing specialists, ensuring up-to-date performance across
tasks. This modularity enables Olympus to remain efficient
and user-oriented, adapting to specific requirements without
the overhead of comprehensive retraining. By selectively
incorporating these external models, Olympus provides a
practical and scalable solution to address diverse and evolv-
ing user needs in various Al applications.

E. Dataset Statistic

We provide a comprehensive breakdown of the statistics
for the Olympusinstruct and OlympusBench datasets in Ta-

ble 10. Specifically, the number of instruction-response pair
samples is listed for each task. For example, we collected
45,000 and 5,000 samples for text-guided image genera-
tion on Olympusinstruct and OlympusBench, respectively.
Similarly, video generation tasks include 35,786 and 3,976
samples, reflecting the diversity and scale of these datasets.
Across various image and video processing tasks, such as
editing, segmentation, and deblurring, we maintained a bal-
anced distribution to ensure comprehensive task coverage.

For controllable image generation (CIG) and controllable
video generation (CVG), we collected balanced samples
across six specific conditions: pose, canny, normal, scribble,
segmentation, and depth. Each condition is represented with



# of OlympusInstruct/OlympusBench across different tasks

Task # of samples Task # of samples

Image Generation 45000 / 5000 Video Generation 35786 /3976

Image Editing 34927 /3880 Text-to-3D Generation 29250/ 3250

Video Editing 32227 /3580 Image-to-3D Generation 10800/ 1200

Image Deblurring 6300/ 700 Referring Video Segmentation 21600 /2400
Object Detection 7200/ 800 Image Super-Resolution 6300 /700
Normal Estimation 6300/700 Pose Estimation 6300 /700
Canny Estimation 6300/ 700 Depth Estimation 6300 /700
Visual Grounding 23040 /2560 Image Denoising 7574/ 841
Image Deraining 7650/ 850 Object Segmentation 7200 / 800
Pose-to-Image (CIG) 5946 / 658 Canny-to-Image (CIG) 5950/ 658
Normal-to-Image (CIG) 5896 / 658 Scribble-to-Image (CIG) 5949 / 658
Segmentation-to-Image (CIG) 5926/ 658 Depth-to-Image (CIG) 5923 /658
Pose-to-Video (CVG) 7650/ 850 Canny-to-Video (CVG) 7650/ 850
Normal-to-Video (CVG) 7650/ 850 Scribble-to-Video (CVG) 7650/ 850
Segmentation-to-Video (CVG) 7650/ 850 Depth-to-Video (CVG) 7650/ 850

Chain-of-Action 64800 / 7200 Total 446344 / 49585

Table 10. The number of collected samples for each task on Olympusinstruct/OlympusBench. “CIG” and “CVG” denotes controllable image

generation and controllable video generation, respectively.

MLLM ‘ VQAV2 GQA VisWiz SQA! VQAT MME-P MME-C MMB MM-Vet POPE MMMU
Mipha-3B 81.3 63.9 45.7 70.9 56.6 1488.9 295.0 69.7 32.1 86.7 325
Olympus-3B 80.5 63.9 48.2 70.7 534 1520.7 283.2 712 33.8 86.6 32.8
LLava-7B 78.5 62.0 50.0 66.8 58.2 1510.7 316.1 64.3 30.5 85.9 32.0
Olympus-7B 78.3 61.9 523 67.5 57.9 1460.2 328.9 65.6 32.0 85.4 32.1
LLava-13B 80.0 63.3 53.6 71.6 61.3 1531.3 295.4 67.7 36.1 85.9 33.6
Olympus-13B 79.8 63.1 56.1 71.9 61.0 1502.3 335.2 68.9 36.8 85.6 33.7

Table 11. The ablation study of varying the number of tasks on multimodal benchmarks. “0 task™ denotes fine-tuning the model only using

LLaVA-Mix665K dataset [45].

approximately equal proportions to ensure robust model
performance under diverse constraints. For example, pose-to-
image generation includes 5,946 samples in OlympusiInstruct
and 658 in OlympusBench, while pose-to-video generation
contains 7,650 and 850 samples, respectively.

In total, we collected 446,344 examples for Olympusin-
struct to serve as a comprehensive training dataset and
49,585 examples for OlympusBench to support rigorous eval-
uation.

Chain-of-Action Samples. To simulate complex, sequen-
tial tasks, we curated instruction-response pairs for chain-of-
action scenarios. Here, IV random tasks (ranging from 2 to
5) were selected, and one sample from each task was com-
bined to construct multi-step instruction-response pairs. This
approach resulted in 64,800 and 7,200 samples for chain-
of-action tasks in OlympusInstruct and OlympusBench, re-
spectively. These chain-of-action samples are designed to
assess the model’s ability to handle multi-step and sequential

Method | Acct Pret Recallt F11
HuggingGPT (GPT-4o mini) | 70.14 7651 7214  75.46
HuggingGPT (GPT-40) 81.35 85.54 81.55 83.56
Olympus-3B 9475 9580 9475 9577
Olympus-7B 95.63 9671 9563  96.62
Olympus-13B 9671 97.65 9671  96.74

Table 12. Evaluation results on OlympusBench under the single-
task setting. Metrics include accuracy (%), precision (%), recall
(%), and F1-score (%).

tasks within one user instruction effectively, showcasing the
versatility and adaptability of the Olympus framework.

F. Ablation Study

In this section, we conduct more ablation study experiments
to provide deeper insight into the effect of varying MLLMs
and training epochs for Olympus.



Method \ ED]| PrefT Recallt F171
HuggingGPT (GPT-40 mini) | 0.45  65.14 48.51 53.14

HuggingGPT (GPT-40) 035  75.03 60.23 61.25
Olympus-3B 0.18  91.82 92.75 91.98
Olympus-7B 0.14  93.11 93.89 93.15
Olympus-13B 0.12 9454 95.02 94.58

Table 13. Evaluation results on OlympusBench under the chain-of-
action setting. ED represents edit distance.

Method | Success Rate ©
HuggingGPT (GPT-40 mini) 65.8
HuggingGPT (GPT-40) 75.2
Olympus* (Ours) 80.1
Olympus (Ours) 86.5

Table 14. Human evaluation of different methods, we display the
results of success rate (%). Olympus-3B is selected for evaluation,
and Olympus™ denotes training the model with coarse responses.

Example Pairs  Prefixes Phrases Complexities ‘ Success Rate 1
X X X X 44.3
v X X X 61.8
v 4 X X 68.2
v v v X 76.4
v v 4 v 86.5

Table 15. Ablation study of different prompt components. “Com-
plexities" and “Example Pairs" denote defined user instruction
complexities and given user instruction-response pairs.

The Impact of Adopting Different MLLMs. To demon-
strate the generality and robustness of the proposed Olympus
framework, we utilize the LLava-7B and LLava-13B mod-
els as baselines, alongside Mipha-3B. These models are
fine-tuned under our framework to produce Olympus-3B,
Olympus-7B, and Olympus-13B, respectively. The results,
summarized in Table 11, indicate that our Olympus mod-
els achieve performance on par with or superior to their
original baselines across several benchmarks. For instance,
Olympus-7B demonstrates significant improvements when
compared to LLava-7B, achieving higher performance on
VisWiz (+2.3%), MME-C (+12.8), MM-Vet (+1.5%) and
MMB (+1.3%), with only a slight drop in MME-P and mini-
mal reductions across other benchmarks. These results high-
light the effectiveness of our framework in adapting existing
models across multimodal tasks. Interestingly, Olympus-
3B outperforms its larger counterparts, Olympus-7B and
Olympus-13B, on specific benchmarks. This can be at-
tributed to the higher input image resolution and a more
robust visual encoder inherited from Mipha-3B, emphasiz-
ing the role of architectural design and input quality in deter-
mining performance.

Furthermore, as detailed in Tables 12 and 13, Olympus-
3B, Olympus-7B, and Olympus-13B achieve superior rout-
ing performance on OlympusBench compared to Hugging-

GPT [62]. In the single-task setting, Olympus models con-
sistently exhibit higher accuracy, precision, recall, and F1
scores, with Olympus-13B achieving the best overall per-
formance (e.g., 96.71% accuracy and 96.74% F1 score).
Similarly, in the chain-of-action setting, Olympus models
significantly reduce edit distance (ED) while maintaining
high precision, recall, and F1 scores, with Olympus-13B
again leading (e.g., 0.12 ED and 94.58% F1 score). These
results underscore the versatility of Olympus across diverse
models and parameter scales, cementing its potential as a
powerful framework for task routing.

The Effect of Different Response Designs. By default,
we prompt GPT-40 [29] to generate concise and practical re-
sponses for each user instruction. To investigate the influence
of different response designs, we also evaluate the perfor-
mance of coarse responses, where the responses directly
replicate the user instructions without simplification. The
trained model using coarse responses is named Olympus*.
For comparison, we report results on 200 collected human-
generated instructions, as shown in Table 14. The evaluation
metric used is the success rate, which measures whether the
specialized models generate outputs that fully satisfy user
requests. As shown in Table 14, Olympus™*, which adopts
coarse responses, achieves a success rate of 80.1%, while
Olympus, utilizing concise and practical responses, achieves
a significantly higher success rate of 86.5%. This improve-
ment highlights the advantage of practical responses, which
are concise, direct, and focused on effectively addressing
user requirements. In contrast, coarse responses, although
diverse in styles, tones, and complexities, often introduce am-
biguities or redundancies that can hinder the model’s ability
to align with user intent.

In addition, HuggingGPT (GPT-40 mini and GPT-40)
exhibits lower success rates, further underscoring the advan-
tage of our approach for improved task routing performance.

The Influence of Individual Prompt Components. To
better understand the contribution of various components
in task-specific prompts used for generating instruction-
response pairs with GPT-40, we conducted a detailed ab-
lation study. The results, presented in Table 15, highlight
the incremental impact of including key elements such as
example pairs, prefixes, phrases, varying complexity levels.
Starting with a baseline configuration that excludes all these
components, we observe a success rate of 44.3%. Incorpo-
rating each individual component progressively improves
performance, with the inclusion of user instruction-response
example pairs alone yielding an 17.5% gain, reaching 61.8%.
Adding prefixes further elevates the success rate to 68.2%,
while introducing phrases improves it to 76.4%. Finally, the
inclusion of complexities, alongside all the aforementioned
components, results in a significant improvement, achieving



# of prefixes | Success Rate 1

# of phrases ‘ Success Rate 1

# of example pairs \ Success Rate 1

0 80.9 0
3 84.0 5
7 86.5 12
10 86.1 16

(a) different numbers of prefixes.

(b) different numbers of phrases

78.7 0 69.6
83.2 3 80.3
86.5 9 86.5
86.4 12 86.3

(c) different numbers of example pairs

Table 16. Ablation study of varying numbers of prefixes, phrases and user instruction-response example pairs in task-specific prompts.

the highest success rate of 86.5%. These findings underscore
the synergistic role of these components in enhancing the
quality and effectiveness of task-specific prompt designs.

Varying Numbers of Prefixes, Phrases and Example Pairs.
In Table 16, we present an ablation study exploring the im-
pact of varying the numbers of prefixes and phrases in task-
specific prompts by using the success rate as the evaluation
metric. For prefixes, as shown in Table 16 (a), increasing the
number of prefixes from 0 to 7 results in a steady improve-
ment in success rate, with the best performance achieved at
7 prefixes (86.5%). However, adding more prefixes beyond
this point (e.g., 10) slightly reduces performance (86.1%),
indicating a diminishing return or possible overfitting when
too many prefixes are used.

Table 16 (b) analyzes the effect of using different numbers
of phrases. The success rate increases significantly from 0
to 12 phrases, achieving a peak performance of 8§6.5%, com-
parable to the optimal prefix setting. However, increasing
the number of phrases to 16 results in a marginal decrease
(86.4%), again suggesting that excessive phrases may not
necessarily improve performance further.

Similarly, Table 16 (c) examines the role of different
numbers of instruction-response example pairs. Note that
for different settings, the numbers of short, moderate, and
extended examples remain consistent. For instance, if the
number of sample pairs equals 3, there is 1 short, 1 mod-
erate, and 1 extended example pair. The results reveal that
introducing example pairs substantially boosts the success
rate, from 69.6% with no pairs to 86.5% with 9 pairs. In-
terestingly, increasing the number of pairs to 12 leads to a
minor performance drop (86.3%), which may indicate a sat-
uration effect where additional examples no longer provide
significant benefit. The final prompt with 9 example pairs to
generate user instruction-response pairs for the image editing
task has been displayed in Figure 9.

These findings highlight the need for carefully calibrated
choices of prefixes, phrases, and example pairs to achieve op-
timal task-specific prompt design, balancing informativeness
and efficiency without overcomplicating the inputs.

The Complexities of User Instructions. As shown in
Table 17, we analyze the impact of varying instruction com-
plexities in task-specific prompts on the model’s success

Complexities | Success Rate 1

X 76.8

S 77.1
S+M 83.1
S+M+E 86.5

Table 17. The ablation study of different complexity levels defined
in the task-specific prompts. “S”, “M” and “E” represent short,
moderate and extended complexities respectively. Note that the
term X in the “Complexities” column indicates the absence of any
complexity definitions in the task-specific prompts.

rate. By default, without any specific complexity definitions,
the baseline achieves a success rate of 76.8%. Introducing
the definition of short (S) instruction complexity yields a
negligible improvement, raising the success rate to 77.1%.
When moderate (M) complexities are added alongside short
ones (S+M), the success rate rises significantly to 83.1%,
demonstrating the benefits of incorporating greater linguistic
diversity and intermediate complexity. Finally, further defin-
ing "extended" (E) instruction complexity leads to the model
achieving its highest performance, with short, moderate, and
extended instructions (S+M+E) resulting in a success rate
of 86.5%. This progression underscores the critical role of
instruction complexity in enhancing the model’s ability to
effectively interpret and execute user requests.

G. More Results

We present additional application results in Figure 10, show-
casing the versatility of our approach across a wide range
of tasks. The first and second columns demonstrate con-
trollable image generation conditioned on diverse inputs
such as depth maps, poses, scribbles, and surface normals,
illustrating the model’s flexibility to adapt to varying con-
ditions. The third column highlights advanced applications
like object detection and image deblurring, emphasizing the
framework’s utility in real-world image processing. Lastly,
the fourth column explores cutting-edge tasks, including
text-guided image and video generation and object segmen-
tation, underscoring the model’s potential for multimodal
and domain-specific applications.

In Figure 11, the first column illustrates image and video
editing tasks, such as adding flowers beside a cat or bright-
ening a sky. The second column highlights image-to-3D



generation and image deraining, including transforming a
2D car image into a 3D model and removing rain effects to
improve clarity. The third column focuses on image deblur-
ring, such as removing motion blur from a car photo, and
depth estimation, demonstrated by generating depth maps
from images. The fourth column features diverse applica-
tions, including text-to-3D generation (e.g., creating intricate
3D shapes from a detailed prompt for "a butterfly"), edit-
ing environmental lighting (e.g., converting night to day),
and visual question answering (VQA), where image con-
tent questions, such as identifying unique rock formation
features, are answered with precision.

These results demonstrate the strong generality and scala-
bility of Olympus, highlighting its adaptability and effective-
ness across a broad and growing set of tasks.



Task-Specific Prompt

Generate 50 unique user instructions with paired responses for image editing task focused on modifying objects and backgrounds. These
instructions should vary significantly in language style, tone, and complexity to capture authentic interactions. Each instruction should range
from short instruction into moderate and even extended instructions with multi-sentence descriptions. Occasionally use prefixes to diversify
each instruction's phrasing. Responses must be extremely short, direct and practical, effectively addressing each instruction. Refer to the
samples below as guidance, and come up with a wide range of prefixes and phrases to develop short, moderate and extended user instructions.
Prefixes:

1. Is there a way to. 2. Is it possible to. 3. I would appreciate it if you could. 4. Would you. 5. Could you. 6. Let’s. 7. Please.

Phrases:

1. replace [object] with [new object]. 2. turn [object] into [new object]. 3. swap [object] with [new object]. 4. erase [object].

5. let [object] [action]. 6. change [object] to [new object]. 7. remove [object]. 8. add [new object] to [object].

9. place [new object] beside [object]. 10. make [object] [action]. 11. have [object] [action]. 12. leave [object] on [new object].

User Instruction Complexities:

1. Short Instruction: One-sentence requests using concreate objects and actions. 2. Moderate Instruction: Two sentences, adding context for
clarity. 3. Extended Instruction: Over three sentences, describing emotions, effects, or scenes for richer context.

User Instruction-Response Pairs:

Short Instruction: Is there a way to replace the mountain with a beach?

- Response: Replace the mountain with a beach.

Short Instruction: Could you swap the sky with a starry night?

- Response: Swap the sky with a starry night.

Short Instruction: Is it possible to add a rainbow over the waterfall?

- Response: Add a rainbow over the waterfall.

Moderate Instruction: Help me change dragonfly to spaceship. I believe this change will give a more inviting feel.

- Response: Change dragonfly to spaceship.

Moderate Instruction: Let's turn the field into a flower meadow; it would add more color.

- Response: Turn the field into a flower meadow.

Moderate Instruction: I would appreciate it if you could add a flock of sheep grazing in the meadow. It can bring life to the scene.

- Response: Add a flock of sheep to the meadow.

Extended Instruction: Please replace the old fence in the background with a modern wooden one. The style should be clean and natural-looking,
fitting in with a suburban backyard. I'm envisioning a style that’s clean and simple, with natural tones that blend seamlessly into a cozy
suburban backyard setting. The new fence should add a warm, inviting feel to the space, creating a sense of privacy without feeling closed off.
- Response: Replace the old fence with a modern, clean and natural-looking wooden fence.

Extended Instruction: Would you transform the barren tree into a blossoming cherry blossom tree? This alteration would add vibrant colors and
a sense of renewal to the scene, making it more inviting and picturesque. The pink blossoms should contrast beautifully against the green
foliage, enhancing the overall aesthetic.

- Response: Transform the barren tree into a blossoming cherry blossom tree.

Extended Instruction: It would be great if you can erase the power lines from the image to preserve the natural beauty of the countryside.
Removing these distractions would make the scene more tranquil and undisturbed, allowing the focus to remain on the scenic elements like trees
and hills. This cleanup would enhance the overall aesthetic and make the landscape appear more pristine.

- Response: Erase the power lines from the image.

Figure 9. The final prompt used to generate user instruction-response pairs for image editing in our experiments.
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Figure 10. Diverse applications of Olympus. The first and second columns denote controllable image generation conditioning on depth, pose,
scribble and normal. The third column represent the applications of object detection and image deblurring. The last column represent the
applications of text-guided image and video generation, and object segmention.
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Figure 11. Diverse applications of Olympus. The first column represents image and video editing, the second column contains the examples
of image-to-3D generation and image deraining, the third column denotes image deblurring and depth estimation, and the final column
displays the applications of text-to-3D generation, image editing and visual question answering (VQA).
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