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Abstract
In this paper, we investigate the empirical counter-
part of Group Distributionally Robust Optimiza-
tion (GDRO), which aims to minimize the maxi-
mal empirical risk across m distinct groups. We
formulate empirical GDRO as a two-level finite-
sum convex-concave minimax optimization prob-
lem and develop an algorithm called ALEG to
benefit from its special structure. ALEG is a
double-looped stochastic primal-dual algorithm
that incorporates variance reduction techniques
into a modified mirror prox routine. To exploit
the two-level finite-sum structure, we propose a
simple group sampling strategy to construct the
stochastic gradient with a smaller Lipschitz con-
stant and then perform variance reduction for all
groups. Theoretical analysis shows that ALEG
achieves ε-accuracy within a computation com-
plexity of O

(
m

√
n̄ lnm
ε

)
, where n̄ is the aver-

age number of samples among m groups. No-
tably, our approach outperforms the state-of-the-
art method by a factor of

√
m. Based on ALEG,

we further develop a two-stage optimization al-
gorithm called ALEM to deal with the empiri-
cal Minimax Excess Risk Optimization (MERO)
problem. The computation complexity of ALEM
nearly matches that of ALEG, surpassing the rates
of existing methods.

1. Introduction
Recently, a popular class of Distributionally Robust Opti-
mization (DRO) problem named as Group DRO (GDRO),
has drawn significant attention in machine learning (Oren
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et al., 2019; Mohri et al., 2019; Carmon & Hausler, 2022;
Zhang et al., 2023; Mehta et al., 2024). GDRO optimizes
the maximal risk over a group of m distributions, which
can be formulated as the following stochastic minimax opti-
mization problem:

min
w∈W

max
i∈[m]

Eξ∼Pi [ℓ(w; ξ)] , (1)

where {Pi}i∈[m] is a group of distributions and ℓ(w; ξ) is
the loss function, measuring the predictive error of the model
w ∈ W for a sample ξ. Similar to Empirical Risk Minimiza-
tion (ERM) (Shalev-Shwartz & Ben-David, 2014), which
replaces the risk minimization problem over a distribution
by its empirical counterpart, this paper focuses on the em-
pirical variant of problem (1):

min
w∈W

max
i∈[m]

Ri(w) :=
1

ni

ni∑
j=1

ℓ(w; ξij)

 , (2)

where {Ri(·)}i∈[m] are empirical risk functions for each
group, ni is the number of samples for group i, and ξij is the
j-th sample in group i. We further denote n̄ := 1

m

∑m
i=1 ni

as the average number of samples for m groups. Many
popular machine learning tasks can be mathematically
modeled by (empirical) GDRO, including federated learn-
ing (Mohri et al., 2019; Laguel et al., 2021a;b), robust lan-
guage modeling (Oren et al., 2019), robust neural network
training (Sagawa et al., 2020), and collaborative PAC learn-
ing (Blum et al., 2017; Nguyen & Zakynthinou, 2018; Roth-
blum & Yona, 2021).

To leverage the powerful first-order optimization meth-
ods, we transform (2) into an equivalent finite-sum convex-
concave saddle-point problem (Nemirovski et al., 2009):

min
w∈W

max
q∈∆m

{
F (w,q) :=

m∑
i=1

qiRi(w)

}
, (3)

where ∆m = {q ≥ 0,1Tq = 1|q ∈ Rm} is the (m − 1)-
dimensional simplex, and {Ri(·)}i∈[m] are assumed to be
convex.

The existing vast amount of work on general convex-
concave optimization can be applied to (3). For instance,
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Stochastic Mirror Descent (SMD) (Nemirovski et al., 2009),
originally targeting problem (1), can be utilized for (3) with
a complexity of O

(
m lnm

ε2

)
. However, the quadratic depen-

dency on ε prevents us from getting a high-accuracy solution.
A recent work of Alacaoglu & Malitsky (2022) proposes
Mirror Prox with Variance Reduction (MPVR) to solve the
general finite-sum convex-concave optimization problem.
Running MPVR on (3), we get an O

(
mn̄+ m

√
mn̄ lnm
ε

)
complexity, but this rate is suboptimal for (3), as shown
below.

Inspired by MPVR, this paper goes go one step further by
exploiting the two-level structure of (3) to derive a better
O
(

m
√
n̄ lnm
ε

)
complexity. We call (3) “two-level finite-

sum” because F (w,q) can be decomposed into two nested
finite summations. Similar to MPVR, we also incorpo-
rate variance reduction into the stochastic mirror prox al-
gorithm, but with a novel way to construct the stochastic
gradients. Specifically, we develop a simple yet effective
group sampling technique, which uses m samples, one for
each group, to construct the stochastic gradients, and in this
way, the Lipschitz constant is reduced by a factor of 1/m.
Then, we employ variance reduction techniques within each
group to attain faster convergence. Our algorithm, named
as ALEG, improves the state-of-the-art computation com-
plexity by

√
m. Another advantage of ALEG is its sup-

port for changeable hyperparameters, achieved by lever-
aging the one-index-shifted weighted average to compute
(mirror) snapshot points and Lyapunov functions. This en-
hances ALEG’s practical effectiveness, as variable learning
rates have proven beneficial in real-world machine learning
tasks (Liner & Miikkulainen, 2021).

Furthermore, we extend our methodology to solve the em-
pirical Minimax Excess Risk Optimization (MERO) prob-
lem (Agarwal & Zhang, 2022) given below:

min
w∈W

max
i∈[m]

{Ri(w) := Ri(w)−R∗
i } , (4)

where we define R∗
i := minw∈W Ri(w) as the mini-

mal empirical risk of group i, usually unknown. Com-
pared with empirical GDRO, empirical MERO replaces
the raw empirical risk Ri(w) with the excess empirical risk
Ri(w) := Ri(w)− R∗

i to cope with heterogeneous noise.
We provide an efficient two-stage Algorithm for Empirical
MERO (ALEM) by following the two-stage schema (Zhang
et al., 2024), and making use of our empirical GDRO al-
gorithm. In the first stage, R∗

i is estimated by an approx-
imate minimal empirical risk R̂∗

i through running ALEG
for m groups. In the second stage, we approximate the
original problem by replacing the minimal empirical risks
{R∗

i }i∈[m] with the estimated values {R̂∗
i }i∈[m], and op-

timize the new problem by ALEG. We demonstrate that

the computation complexity of ALEM is Õ
(

m
√
n̄ lnm
ε

)
1,

which nearly matches that of the empirical GDRO problem.

2. Related Work
In this section, we review and compare some previous work
that can be used to solve the empirical GDRO problem in (3)
and the empirical MERO problem in (5).

2.1. Group Distributionally Robust Optimization

For the original GDRO, Nemirovski et al. (2009) propose a
stochastic approximation (SA) (Robbins & Monro, 1951) ap-
proach named Stochastic Mirror Descent (SMD) and obtain
a sample complexity of O

(
m lnm

ε2

)
, which nearly matches

the lower bound Ω
(
m
ε2

)
(Soma et al., 2022) up to a loga-

rithmic factor. Soma et al. (2022) cast problem (1) as a two-
player zero-sum game to utilize SMD and no-regret algo-
rithms from multi-armed bandits (MAB). Recently, Zhang
et al. (2023) refine their analysis by borrowing techniques
from non-oblivious MAB (Neu, 2015) to establish a sample
complexity of O

(
m lnm

ε2

)
.

Although SA approaches primarily aim at solving (1), they
can also be directly applied to empirical GDRO. Running
SMD or non-oblivious online learning algorithm on (3)
yields a computation complexity of O

(
m lnm

ε2

)
, which

serves as the baseline of the problem. Although the com-
plexity does not depend on the average number of samples
n̄, it suffers from a quadratic dependency on ε.

2.2. Empirical GDRO and Empirical MERO

Carmon & Hausler (2022) optimize (3) directly by leverag-
ing exponentiated group-softmax and the Nesterov smooth-
ing (Nesterov, 2005) technique. Then they run a Ball Regu-
larized Optimization Oracle (Carmon et al., 2020; 2021) on
Katyusha X (Allen-Zhu, 2018) (BROO-KX) to get a com-
plexity of O

(
mn̄
ε2/3

ln14/3( lnm
ε ) + (mn̄)3/4

ε ln7/2( lnm
ε )
)

.
We note that their complexity is measured by the number
of oracle queries, i.e., ℓ(·; ξij) and ∇ℓ(·; ξij) evaluations,
instead of total computations. In fact, the BROO-KX algo-
rithm includes expensive bisections, which are computation-
ally expensive.

As an extension of the empirical GDRO problem, Agarwal
& Zhang (2022) study the empirical MERO problem. They
cast (4) as a two-player zero-sum game:

min
w∈W

max
q∈∆m

{
F (w,q) :=

m∑
i=1

qiRi(w)

}
, (5)

whereRi(w) := Ri(w)−R∗
i is the excess empirical risk. In

1We use the Õ notation to hide constant factors as well as
logarithmic factors in ε.
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Table 1: Comparisons of computation complexities for empirical GDRO.*

Algorithm Computation Complexity

SMD (Nemirovski et al., 2009) O
(
m lnm

ε2

)
AL-SVRE (Luo et al., 2021) O

((
mn̄+ m

√
mn̄ lnm
ε +m5/4n̄3/4

√
lnm
ε

)
ln m

ε

)
BROO-KX (Carmon & Hausler, 2022) O

(
mn̄
ε2/3

ln14/3( lnm
ε ) + (mn̄)3/4

ε ln7/2( lnm
ε )
)

**

MPVR (Alacaoglu & Malitsky, 2022) O
(
mn̄+ m

√
mn̄ lnm
ε

)
ALEG (Theorem 4.4 and Corollary 4.6) O

(
m

√
n̄ lnm
ε

)
* The results are transformed in our formulation in terms of m, n̄.
** BROO-KX relies on expensive bisection operations, which is not reflected in this complexity measure.

each iteration, the maximizing player calls the exponentiated
gradient algorithm (Kivinen & Warmuth, 1997) to update q
while the minimizing player calls an expensive ERM oracle
to minimize F (·,qt) for the current qt. Under the condition
that the ERM oracle is perfect, their algorithm converges

at a rate of O
(√

ln(mn̄)
T

)
. For simplicity, we assume the

cost of the ERM oracle is proportional to the number of
samples mn̄. This leads to a computation complexity of
O
(

mn̄ ln(mn̄)
ε2

)
in total.

2.3. Finite-Sum Convex-Concave Optimization

The general finite-sum convex-concave optimization prob-
lem is given by

min
x∈X

max
y∈Y

{
G(x,y) :=

n∑
i=1

Gi(x,y)

}
, (6)

where G(x,y) is convex w.r.t. x and concave w.r.t. y. Com-
paring with (3), we call (6) “one-level finite-sum” because
the objective G(x,y) is written as a single finite summation.
Existing algorithms for this problem can also be applied
to (3), but they suffer from a suboptimal complexity due
to neglecting the special two-level finite-sum structure of
F (w,q). We review two representative works in the sequel.

Alacaoglu & Malitsky (2022) develop the Mirror Prox with
Variance Reduction (MPVR) algorithm. To incorporate
variance reduction, they modify the classic mirror prox by
replacing a stochastic gradient at the last iterated point with
a full gradient at the current snapshot. Moreover, they use
“negative momentum” (Driggs et al., 2022) in the dual space
to further accelerate the algorithm. MPVR can be applied
to the empirical GDRO problem with its uniform sampling
or importance sampling technique. However, both of them

fail to capture the intrinsic two-level finite-sum structure
in (3) and therefore suffer an additional

√
m factor in the

total complexity of O
(
mn̄+ m

√
mn̄ lnm
ε

)
.

Based on MPVR, Luo et al. (2021) use Accelerated
Loopless Stochastic Variance-Reduced Extragradient
(AL-SVRE) to tackle with the one-level finite-sum
convex-concave problems. AL-SVRE uses MPVR as
the subproblem solver and then conducts a catalyst
acceleration scheme (Lin et al., 2015). Applying it
to the empirical GDRO problem gives a complexity

of O
((

mn̄+ m
√
mn̄ lnm
ε +m5/4n̄3/4

√
lnm
ε

)
ln m

ε

)
,

which is also worse than our result by
√
m.

2.4. Complexity Comparisons

We summarize the existing results for empirical GDRO
in Table 1. Under the circumstance of moderately high ac-

curacy ε ≤ O
(√

lnm
n̄

)
, our O

(
m

√
n̄ lnm
ε

)
complexity

beats the baseline O
(
m lnm

ε2

)
of SMD. AL-SVRE has a

complexity whose dominating term O
(

m
√
mn̄ lnm
ε ln m

ε

)
is worse than us by a factor of

√
m ln m

ε . BROO-KX
provides an oracle complexity with a leading term of
O
(

(mn̄)3/4

ε ln7/2( lnm
ε )
)

, which is less favorable than our
approach under the common situations where m ≤ O(n̄).
MPVR exhibits a complexity of O

(
mn̄+ m

√
mn̄ lnm
ε

)
,

which remains inferior to our approach by a factor of
√
m.

We also briefly discuss the empirical MERO algo-
rithms. Agarwal & Zhang (2022) use Empirical Risk
Minimization with Exponential Gradient algorithm (ER-
MEG) to optimize (5), thereby exhibiting a complexity of
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O
(

mn̄ ln(mn̄)
ε2

)
. Note that this result underestimates the

optimization complexity of ERM oracles and thus is exces-
sively conservative. Zhang et al. (2024) develop a two-stage
stochastic approximation (TSA) approach to target the pop-
ulation MERO. TSA can also be utilized in the empirical
scenario, yielding a computation complexity of O

(
m lnm

ε2

)
.

We observe that both methods suffer from the quadratic
dependency on ε. Based on our ALEG algorithm, we fur-
ther develop a two-stage Algorithm for Empirical MERO
(ALEM), which attains an Õ

(
m

√
n̄ lnm
ε

)
complexity, out-

performing existing algorithms.

3. Preliminaries
In this section, we present notations, definitions, assump-
tions, and the Bregman setup used in the paper.

3.1. Notations

Denote by ∥·∥x a general norm on finite dimen-
sional Banach space Ex and its dual norm ∥x∥x,∗ =
supy∈Ex

{⟨x,y⟩ | ∥y∥x ≤ 1}. We use [S] = {1, 2, · · · , S}
and [S]0 = {0, 1, · · · , S − 1} for some positive integer S.
We denote W × ∆m by Z . In view of z = (w;q) ∈ Z
as the concatenation of w and q, we use F (z) = F (w,q)
and ∇F (z) = (∇wF (w,q);−∇qF (w,q)) to denote the
merged function value and the merged gradient, respec-
tively.

3.2. Definitions and Assumptions

For mirror descent (Beck & Teboulle, 2003) type of primal-
dual methods, we need to construct the distance-generating
function and the corresponding Bregman divergence.
Definition 3.1. We call a continuous function ψx : X 7→ R
a distance-generating function modulus αx w.r.t. ∥·∥x, if
(i) the set Xo = {x ∈ X|∂ψx(x) ̸= 0} is convex;
(ii) ψx is continuously differentiable and αx-strongly con-
vex w.r.t. ∥·∥x, i.e., ⟨∇ψx(x1)−∇ψx(x2), x1 − x2⟩ ≥
αx ∥x1 − x2∥2x , ∀x1, x2 ∈ Xo.
Definition 3.2. Define Bregman function Bx : X ×Xo 7→
R+ associated with distance-generating function ψx as

Bx(x, x
o) = ψx(x)−ψx(x

o)− ⟨∇ψx(x
o), x− xo⟩ . (7)

We equipW with a distance-generating function ψw(·) mod-
ulus αw w.r.t. a norm ∥·∥w endowed on E . Similarly, we
have ψq(·) modulus αq w.r.t. ∥·∥q. The choice of such ψx

and ∥·∥x should rely on the geometric structure of our do-
main. In this paper, we stick to ψq(q) =

∑m
i=1 qi lnqi as

the entropy function, which is 1-strongly convex w.r.t ∥·∥1.

The following assumptions will be used in our Bregman
setup analysis, which are commonly adopted in the existing
literature (Nemirovski et al., 2009).

Assumption 3.3. (Boundness on the domain) The domain
W is convex and its diameter measured by ψw(·) is bounded
by a positive constant Dw, i.e.

max
w∈W

ψw(w)− min
w∈W

ψw(w) ≤ D2
w. (8)

Similarly, we assume ∆m is bounded by Dq. Since ψq is
specified as the entropy function, we have Dq =

√
lnm.

Assumption 3.4. (Smoothness and Lipschitz continuity)
For any i ∈ [m], j ∈ [ni], ℓ(·; ξij) is L-smooth and G-
Lipschitz continuous.

Remark 3.5. In the context of stochastic convex optimiza-
tion, smoothness is of the essence to obtain a variance-based
convergence rate (Lan, 2012).

Assumption 3.6. (Convexity) For every i ∈ [m], empirical
risk function Ri(·) is convex.

Remark 3.7. Our convexity assumption is weaker than Luo
et al. (2021) and Carmon & Hausler (2022), due to not re-
quiring each component loss function ℓ(·; ξij) to be convex.

3.3. Bregman Setups

We endow the Cartesian product space E × Rm and its
dual space E∗ × Rm with the following norm and dual
norm (Nemirovski et al., 2009). For any z = (w;q) ∈
E × Rm and any z∗ = (w∗;q∗) ∈ E∗ × Rm,

∥z∥ :=
√

αw

2D2
w

∥w∥2w +
αq

2D2
q

∥q∥2q,

∥z∗∥∗ :=

√
2D2

w

αw
∥w∗∥2w,∗ +

2D2
q

αq
∥q∗∥2q,∗.

(9)

The corresponding distance-generating function has the fol-
lowing form:

ψ(z) :=
1

2D2
w

ψw(w) +
1

2D2
q

ψq(q). (10)

It’s easy to verify that ψ(z) is 1-strongly w.r.t. the norm
∥·∥ in (9). So now we can define the Bregman divergence
B : Z × Zo 7→ R+ used in our algorithm:

B(z, zo) := ψ(z)− ψ(zo)− ⟨∇ψ(zo), z− zo⟩ . (11)

To analyze the quality of an approximate solution, we adopt
a commonly used performance measure in existing litera-
ture (Luo et al., 2021; Carmon & Hausler, 2022; Zhang et al.,
2023), known as the duality gap of any given z̄ = (w̄; q̄)
for (3):

ϵ(z̄) := max
q∈∆m

F (w̄,q)− min
w∈W

F (w, q̄). (12)

We aim to find a solution z̄ = (w̄; q̄) that is ε-accuracy
of (3), i.e., ϵ(z̄) ≤ ε. It’s obvious that ϵ(z̄) is an upper
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bound for the optimality of w to (3), since

max
i∈[m]

Ri(w̄)− min
w∈W

max
i∈[m]

Ri(w)

= max
q∈∆m

m∑
i=1

qiRi(w̄)− min
w∈W

max
q∈∆m

m∑
i=1

qiRi(w)

≤ max
q∈∆m

m∑
i=1

qiRi(w̄)− min
w∈W

m∑
i=1

q̄iRi(w) = ϵ(z̄).

(13)

4. Algorithm for Empirical GDRO
Inspired by Alacaoglu & Malitsky (2022), we follow the
common double-loop structure of variance reduction. The
outer loop computes snapshot points in the primal space
and the dual space, respectively. The inner loop runs a
modified mirror prox scheme with a full gradient plus a
stochastic gradient, rather than a pair of stochastic gradients
in the classic mirror prox algorithm (Nemirovski, 2004;
Juditsky et al., 2011). We emphasize the following two
techniques that separate our algorithm from other similar
work (Luo et al., 2021; Carmon & Hausler, 2022; Alacaoglu
& Malitsky, 2022).

Variance Reduction Based on Group Sampling To im-
prove complexity bounds, we propose the group sampling
technique which samples uniformly from all groups per it-
eration and further reduces the variance of the stochastic
gradient for each group. This strategy captures the two-level
finite-sum structure by eliminating the randomness on the
first level of the finite-sum structure, i.e., the summation∑m

i=1 qiRi(w). Although the group sampling of ALEG
queries m times more stochastic gradients than uniform
sampling or importance sampling of MPVR, it produces
a better stochastic gradient with a 1/m lower Lipschitz
constant (cf. Lemma 4.3), which ultimately improves the
complexity by a factor of

√
m. The motivation behind this

technique is twofold: (i) identifying the nested finite-sum
structure of the objective F , and (ii) leveraging the inherent
properties of the stochastic gradient under ∥·∥∞. Compre-
hensive discussions can be found in Appendix C.

Alterable Hyperparameters To support variable algo-
rithmic hyperparameters, we use the one-index-shifted
weighted average rather than the naive ergodic average to
construct the (mirror) snapshot points and the Lyapunov
functions. In this way, we provide theoretical support for
non-constant learning rates (Liner & Miikkulainen, 2021),
which have been proven competitive in many practical sce-
narios.

We introduce the proposed ALEG in Algorithm 1. The
detailed algorithm is elaborated in Section 4.1 and the corre-
sponding theoretical guarantee is presented in Section 4.2.

4.1. Our Algorithm

In the outer loop of ALEG, we follow the standard variance
reduction procedure (Zhang et al., 2013; Johnson & Zhang,
2013) by periodically computing the snapshot points as well
as the full gradient. In the inner loop of ALEG, we maintain
two sets of solutions as mirror prox algorithm (Nemirovski,
2004; Juditsky et al., 2011) and further accelerate it via
snapshot points.

At the beginning of the s-th outer loop, we compute the
snapshot zs using the weighted average from the previ-
ous trajectory. The mirror snapshot∇ψ(z̄s) is constructed
similarly by the weighted average of the current trajectory
mapped in the dual space2. Formally, we compute them via
the one-index-shifted weighted average as follows

zs =

(
Ks∑
k=1

αs−1
k−1

)−1 Ks−1∑
k=1

αs−1
k−1z

s−1
k , (14)

∇ψ(z̄s) =
(

Ks∑
k=1

αs−1
k−1

)−1 Ks−1∑
k=1

αs−1
k−1∇ψ(zs−1

k ). (15)

Then, the full gradient∇F (zs) is computed as

∇F (zs) =
( ∑m

i=1 q
s
i∇Ri(w

s)

− [R1(w
s), · · · , Rm(ws)]

T

)
. (16)

In the inner loop k, we first compute the prox point using
the full gradient from the last epoch:

zsk+1/2 = argmin
z∈Z

{ηsk ⟨∇F (zs), z⟩+ αs
kB(z, z̄s)

+(1− αs
k)B(z, zsk)}.

(17)

The above update is different from the traditional mirror
prox algorithm (Nemirovski, 2004; Juditsky et al., 2011) be-
cause it uses the full gradient∇F (zs) instead of the stochas-
tic gradient at zsk−1.
Remark 4.1. The update in (17) utilizes the “negative mo-
mentum” (Driggs et al., 2022) technique to achieve accel-
eration with the help of snapshot points. Similar ideas are
also used in recent studies on variance reduction (Shang
et al., 2017; Zhou et al., 2018). However, their momentum
is performed in the primal space, which is different from
MPVR and our method.

After zsk+1/2 is calculated, we leverage the two-level struc-
ture to construct the stochastic gradient based on our group
sampling technique. For each group i, we sample uniformly
from the i-th group’s samples {ξij}ni

j=1. The m samples
generated by the group sampling technique are denoted as:

ξsk := {ξsk,i}mi=1, ξsk,i ∼ Unif
(
{ξij}ni

j=1

)
,∀ i ∈ [m].

(18)
2Actually, the value of ∇ψ(z̄s) is sufficient for Algorithm 1.

The inverse or conjugate of ∇ψ is not necessary to calculate and
thus no additional cost is incurred.
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Algorithm 1 Variance-Reduced Stochastic Mirror Prox
Algorithm for Empirical GDRO (ALEG)
Input: Risk functions {Ri(w)}i∈[m], epoch number S, it-
eration numbers {Ks}, learning rates {ηsk}, and weights
{αs

k}.
1: Initialize z0 = (w0;q0) = argminz∈Z ψ(z) as the

starting point.
2: For each j ∈ [K−1], set z−1

j = z00 = z0.
3: for s = 0 to S − 1 do
4: Compute the snapshot zs and the mirror snapshot

∇ψ(z̄s) according to (14) and (15), respectively.
5: Compute the full gradient∇F (zs) according to (16).
6: for k = 0 to Ks − 1 do
7: Compute zsk+1/2 according to (17).
8: For each i ∈ [m], sample ξsk,i uniformly from

{ξij}ni
j=1.

9: Compute the variance-reduced stochastic gradient
estimator gs

k defined in (20).
10: Compute zsk+1 according to (21).
11: end for
12: Set zs+1

0 = zsKs
.

13: end for
14: Return zS according to (22).

Remark 4.2. Compared to uniform sampling or importance
sampling in Alacaoglu & Malitsky (2022), we incorporate
the finite-sum components of the objective in (3) so that our
stochastic gradients make use of a total of m samples.

Then, we construct our stochastic gradient based on the
group sampling technique, as specified below:

∇F (zs; ξsk) :=
( ∑m

i=1 q
s
i∇ℓ(ws; ξsk,i)

−
[
ℓ(ws; ξsk,1), · · · , ℓ(ws; ξsk,m)

]T) .
(19)

The above construction equally weighs the randomness from
every group, which is the key step to exploit the two-level
finite-sum structure of (3). Next, we introduce the following
lemma to quantify its Lipschitz continuity.

Lemma 4.3. For any s ∈ [S]0, k ∈ [Ks]
0, ∇F (z; ξsk) is

Lz-Lipschitz continuous, where

Lz := 2Dw max
{√

2D2
wL

2 +G2 lnm,G
√
2 lnm

}
.

Comparing with MPVR (Alacaoglu & Malitsky, 2022, Def-
inition 7), Lemma 4.3 shows that our group sampling tech-
nique can reduce the Lipschitz constant of the stochastic
gradient by a factor of m, which is the reason for the

√
m

improvement of the complexity.

Inspired by variance reduction (Zhang et al., 2013; Johnson
& Zhang, 2013) techniques, we construct the following

variance-reduced stochastic gradient estimator using the
stochastic gradient at the snapshot zs and the full gradient
in (16):

gs
k = ∇F (zsk+1/2; ξ

s
k)−∇F (zs; ξsk) +∇F (zs). (20)

With expectation taken over ξsk, it is easy to verify that gs
k

is an unbiased estimator. The final step is to compute zsk+1

according to the mirror prox scheme:

zsk+1 = argmin
z∈Z

{ηsk ⟨gs
k, z⟩+ αs

kB(z, z̄s)

+(1− αs
k)B(z, zsk)}.

(21)

In (21), we use the variance-reduced stochastic gradient esti-
mator gs

k instead of raw stochastic gradient at zsk to achieve
variance reduction. Upon completion of the double loop
procedure, ALEG returns solutions in a different manner
compared to MPVR, as shown below

zS =

(
S−1∑
s=0

Ks−1∑
k=0

ηsk

)−1 S−1∑
s=0

Ks−1∑
k=0

ηskz
s
k+1/2. (22)

Specifically, our utilization of alterable learning rates neces-
sitates the computation of zS through weighted averaging,
as opposed to the ergodic averaging approach employed
by Alacaoglu & Malitsky (2022).

4.2. Theoretical Guarantee

Now we present our theoretical result for Algorithm 1. The
proofs are deferred to Appendix A.
Theorem 4.4. Under Assumptions 3.3, 3.4 and 3.6, by set-
ting Ks = K,αs

k = 1
K ,

1
10Lz

√
K
≤ ηsk ≤ 1

Lz

√
5K

, our Al-
gorithm 1 ensures that

E [ϵ(zS)] ≤ O
(
1

S

√
lnm

K

)
. (23)

Remark 4.5. We stick to the constant parameter setting in
terms of {Ks} and {αs

k}, while allowing the learning rates
{ηsk} to remain adjustable. Variable {Ks} and {αs

k} compli-
cate analysis and presentation with an additional summation
term in overall complexity. For brevity, we set {Ks} and
{αs

k} to be constant.
Corollary 4.6. Under conditions in Theorem 4.4, by setting
K = Θ(n̄), the computation complexity for Algorithm 1 to

reach ε-accuracy of (3) is O
(

m
√
n̄ lnm
ε

)
.

Our complexity in Corollary 4.6 is better than the state-of-
the-art rate (Alacaoglu & Malitsky, 2022) by a factor of

√
m.

From a practical perspective, ALEG still maintains a low
per-iteration complexity. The main step (17) and (21) only
involves projections onto W and ∆m respectively. With
ψw(w) = 1

2 ∥w∥
2
2 and ψq(q) =

∑m
i=1 qi lnqi, the updates

are equivalent to Stochastic Gradient Descent (SGD) and
Hedge (Freund & Schapire, 1997).
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5. Algorithm for Empirical MERO
In this section, we extend our methodology in Section 4 to
solve the empirical MERO in (5). Inspired by the efficient
stochastic approximation approach to MERO (Zhang et al.,
2024), we propose a two-stage Algorithm for Empirical
MERO (ALEM) as shown in Algorithm 2. In the first stage,
ALEM runs m ALEG instances to estimate the minimal
empirical risk as {R̂∗

i }i∈[m]. In the second stage, we focus
on the following approximate problem:

min
w∈W

max
q∈∆m

{
F̂ (w,q) :=

m∑
i=1

qiR̂i(w)

}
, (24)

which can be regarded as a substitution of the excess empir-
ical risk Ri(w) in (5) with the approximated excess empir-
ical risk R̂i(w) := Ri(w) − R̂∗

i . Then ALEM treats (24)
as an empirical GDRO problem and calls ALEG again to
optimize it.

Similar to Zhang et al. (2024, Lemma 4.2), we present the
following lemma to show that the optimization error for (5)
is under control, provided that the optimization error for (24)
is small and the approximation error R̂∗

i −R∗
i is close to zero

for all groups. All the proofs are deferred to Appendix B.
Lemma 5.1. For any z̄ = (w̄; q̄) ∈ Z , define the duality
gap for the empirical MERO problem (5) and the approxi-
mated empirical MERO problem (24) as

ϵ(z̄) := max
q∈∆m

F (w̄,q)− min
w∈W

F (w, q̄),

ϵ̂(z̄) := max
q∈∆m

F̂ (w̄,q)− min
w∈W

F̂ (w, q̄),
(25)

respectively. It holds that

ϵ(z̄) ≤ ϵ̂(z̄) + 2 max
i∈[m]
{R̂∗

i −R∗
i }. (26)

Stage 1: Empirical Risk Minimization Noticing that
when the number of groups reduces to 1, the minimax prob-
lem in (2) degenerates to the classical one-level finite-sum
empirical risk minimization problem, which ALEG can still
handle. Therefore, we can apply ALEG to each group to get
an estimator R̂∗

i for R∗
i . The extra input T can be viewed

as a budget to control the cost of each group. To deal with
the max operator in (26), we provide the following high-
probability bound.
Theorem 5.2. Under Assumptions 3.3, 3.4 and 3.6, run-
ning Algorithm 1 as an ERM oracle by setting S =⌈

T√
n̄

⌉
,Ks = n̄, αs

k = 1
n̄ ,

1
10L

√
n̄
≤ ηsk ≤ 1

L
√
5n̄

, for any
group i, the following holds with probability at least 1− δ,

R̂∗
i −R∗

i ≤ O
(

1

T

(√
ln
mT√
n̄δ

+
1√
n̄
ln
mT√
n̄δ

))
. (27)

Algorithm 2 Two-Stage Algorithm for Empirical MERO
(ALEM)
Input: Risk functions {Ri(w)}i∈[m], epoch number S, it-
eration numbers {Ks}, learning rates {ηsk}, weights {αs

k},
and budget T .

1: for i = 1 to m do
2: Empirical risk minimization:

w̄i ← ALEG(Ri(w), S, {Ks}, {ηsk}, {αs
k}).

3: Estimate the minimal empirical risk: R̂∗
i = Ri(w̄i).

4: end for
5: Run our empirical GDRO solver to optimize (24): z̄←

ALEG
(
{Ri(w)− R̂∗

i }i∈[m], S, {Ks}, {ηsk}, {αs
k}
)

.

6: Return z̄, {w̄i}i∈[m], {R̂∗
i }i∈[m].

Stage 2: Solving Empirical GDRO After we managed to
minimize the empirical risks for m groups, we can approxi-
mate the excess empirical riskRi(w) byRi(w)−R̂∗

i . Then,
we send the modified risk function R̂i(·) into Algorithm 1
to get a solution for (24). We stick to the aforementioned
budget T to regulate the cost. Based on Lemma 5.1 and The-
orem 4.4, we have the following convergence guarantee
for Algorithm 2.

Theorem 5.3. Under the conditions in Theorem 5.2, our Al-
gorithm 2 ensures that with probability at least 1− δ,

ϵ(z̄) ≤ O
(

1

T

(√
lnm ln

T√
n̄δ

+

√
ln
mT√
n̄δ

+

√
lnm

n̄
ln

T√
n̄δ

))
.

(28)

Corollary 5.4. Based on Theorems 5.2 and 5.3, the total
computation complexity for Algorithm 2 to reach ε-accuracy
of (5) is Õ

(
m

√
n̄ lnm
ε

)
.

Remark 5.5. Corollary 5.4 shows that the complexity of
ALEM nearly matches that of the empirical GDRO prob-
lem, which significantly improves over the O

(
mn̄ ln(mn̄)

ε2

)
computation complexity of ERMEG (Agarwal & Zhang,
2022).

6. Experiments
In this section, we conduct numerical experiments on empiri-
cal GDRO and empirical MERO to evaluate the performance
of our algorithms.

6.1. Setup

For the empirical GDRO problem, We follow the setup in
previous literature (Namkoong & Duchi, 2016; Soma et al.,

7
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Figure 1: Comparison of the max empirical risk maxi∈[m]Ri(·) with respect to the number of stochastic gradient
evaluations # of ∇ℓ(·; ξij) on the synthetic dataset and the CIFAR-100 dataset.

2022; Zhang et al., 2023), using both synthetic and real-
world datasets. Our goal is to find a single classifier to
minimize the maximal empirical risk across all categories.

For the synthetic dataset, we set the number of groups to
be 25. For each i ∈ [25], we draw w∗

i ∈ R1024 from the
uniform distribution over the unit sphere. The data sam-
ple {ξij}j∈[ni]

of group i is generated by ξij = (xij , yij),
where

xij ∼ N (0, I) ,

yij =

{
sign

(
xT
ijw

∗
i

)
, with probability 0.9,

−sign
(
xT
ijw

∗
i

)
, with probability 0.1.

We set ℓ(·; ·) as the logistic loss and use different methods
to train a linear model for this binary classification problem.

For the real-world dataset, we use CIFAR-100 (Krizhevsky
et al., 2009), which has 100 classes containing 500 training
images and 100 testing images for each class. Our goal is
to determine the class for each image. We set m = 100
according to the number of categories and therefore the
empirical risk function for group i is exactly the average
loss function amongst all images of this class. We set ℓ(·; ·)
as the softmax loss function for this multi-class classification
problem. The underlying predictive model remains to be
linear, which satisfies the convex-concave setting.

For the empirical MERO problem, we aim to conduct a
similar task as before. We stick to CIFAR-100 as the real-
world dataset. However, to simulate the scenario where the
groups of distributions differ from each other, we introduce
heterogeneous noise in the synthetic dataset, and generate
ξij = (xij , yij), where

xij ∼ N (0, I),

yij =

{
sign(xT

ijw
∗
i ), with probability pi = 0.95− i

160 ,

−sign(xT
ijw

∗
i ), with probability 1− pi,

for i = 0, 1, · · · , 24. The rest of the construction process
follows the same steps as those used in the empirical GDRO
experiments.

Different from the empirical GDRO experiments, we need
to calculate the minimal empirical risk for all groups so as
to evaluate our performance. We pass the data of each group
to an Empirical Risk Minimization (ERM) oracle. Due to
the convexity of the problem, running the oracle adequately
long ensures the solution will closely approximate the true
minimal empirical risk. After this process, we regard the
outputs of the oracle as the true values {R∗

i }i∈[m].

6.2. Results for Empirical GDRO

To evaluate the performance measure, we report the max-
imal empirical risk maxi∈[m]Ri(·) on the training set. In
order to show the generalization abilities, we also report the
maximal empirical risk on the test set. To evaluate differ-
ent algorithms, we use the number of stochastic gradient
evaluations to reflect the computation complexity.

We compare our algorithm ALEG with SMD (Nemirovski
et al., 2009), MPVR (Alacaoglu & Malitsky, 2022) and AL-
SVRE (Luo et al., 2021). The results are shown in Figure 1.
We emphasize that our implementation of ALEG supports
changeable hyperparameters in terms of {Ks} , {αs

k} , {ηsk},
which helps to boost its overall performance according to
our observations. However, to fairly compare ALEG with
others, we stick to the settings in Theorem 4.4, i.e., constant
{Ks} , {αs

k} and alterable {ηsk}.
On the synthetic dataset, ALEG demonstrates notably faster
convergence compared to other methods, in terms of both
the training set and test set. Additionally, it achieves a lower
maximal empirical risk than the alternatives. For the CIFAR-
100 dataset, finding a single classifier becomes challenging
because the computation complexity is proportional to the
number of groups m. Under such a challenging task, ALEG
still performs significantly better than others.

On the training set of CIFAR-100, ALEG also significantly
outperforms other methods in terms of convergence speed
and quality of the solution. On the CIFAR-100 test set,
ALEG demonstrates faster convergence and greater stabil-
ity than the other three algorithms, showcasing its superior

8
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Figure 2: Comparison of the max excess empirical risk maxi∈[m]Ri(·) with respect to the number of stochastic gradient
evaluations # of ∇ℓ(·; ξij) on the synthetic dataset and the CIFAR-100 dataset.

generalization capability. While SMD and MPVR behave
similarly on the training set, MPVR demonstrates its robust-
ness on the test set, indicating variance reduction has an
edge over pure stochastic algorithms like SMD.

6.3. Results for Empirical MERO

We compare ALEM with ERMEG (Agarwal & Zhang,
2022, Section 6) and TSA (Zhang et al., 2024, Algo-
rithm 2). Similarly, we report the max excess empirical
risk maxi∈[m]Ri(·) on both the training set and the test set.
The results are presented in Figure 2.

Note that all three algorithms follow the two-stage schema,
which means they have to estimate m minimal empirical
risks before solving the approximated empirical GDRO
problem. This explains why the x-axis of the four figures
in Figure 2 doesn’t start at zero. The result in Figures 2(a)
and 2(c) shows that our algorithm converges more rapidly
and is more stable than ERMEG or TSA. The result in Fig-
ures 2(b) and 2(d) validates the strong generalization ability
of ALEM.

In terms of the running time, we also observe that our algo-
rithm performs significantly faster than TSA and ERMEG,
especially for the latter. ERMEG not only needs to estimate
the minimal empirical risk for all groups, but it also runs an
ERM oracle every iteration, which is highly time-consuming
and impractical.

7. Conclusion
We develop a variance-reduced stochastic mirror prox al-
gorithm called ALEG to target the empirical GDRO prob-
lem. Specifically, we propose a simple yet effective group
sampling strategy and a novel variable routine to reduce
the complexity and enhance the algorithmic flexibility, re-
spectively. ALEG attains an O

(
m

√
n̄ lnm
ε

)
computation

complexity, which improves the state-of-the-art result by a
factor of

√
m.

Based on ALEG, we develop a two-stage algorithm called
ALEM to cope with the empirical MERO problem. In the
first stage, ALEM runs ALEG to estimate the minimal em-
pirical risk for all groups. In the second stage, ALEM
utilizes ALEG to solve an approximate empirical MERO
problem. We also establish an Õ

(
m

√
n̄ lnm
ε

)
computation

complexity, improving over the existing methods. Finally,
we conduct experiments on the synthetic dataset as well as
the real-world dataset to validate the effectiveness of our
algorithms.
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A. Analysis for Empirical GDRO
We present the omitted proofs for empirical GDRO in this section. Firstly, we conduct some necessary technical preparations
in Appendix A.1. Then, we analyze the algorithmic variance-reduced behaviors in Appendix A.2 and give an implicit upper
bound for the variances of the stochastic gradients along the trajectory. Finally, we proceed to show the convergence and the
derived complexity in Appendix A.3.

A.1. Preparations

Here we provide some definitions to facilitate understanding and bring convenience.

Definition A.1. (Saddle point) Define any solution to (3) as z∗ = (w∗;q∗).

Definition A.2. (Martingale difference sequence) Define ∆s
k = gs

k −∇F (zsk+1/2).

Definition A.3. (Periodically decaying sequence) We call {αs−1
k−1}s∈[S],k∈[Ks] a periodically decaying sequence if it satisfies:

(i) αs
Ks−1 ≤ αs+1

0 ; (ii)
∑Ks

k=1 α
s
k−1 ≤

∑Ks−1

k=1 αs−1
k−1.

Definition A.4. (Lyapunov function) For Bregman divergence defined in (11), we define

Ψs(z) := (1− αs
0)B(z, zs0) +

Ks−1∑
k=1

αs−1
k−1B(z, zs−1

k ). (29)

Remark A.5. For Definition A.2, we know that ∆s
k equals zero in conditional expectation, which is verified in Proposi-

tion A.7. Definition A.3 could be easily satisfied both in theoretical analysis and real-world experimental settings. Intuitively,
our design of {αs

k}s∈[S],k∈[Ks] is inspired by cyclical learning rate (Smith, 2017), with the property of periodic decay.

In the following analysis, we stick to the choice ∥·∥q = ∥·∥1 not just for simplicity, but also more practical when it comes to
implementation. This choice enables the mirror descent step for q to have a closed-form solution. Note that in this case, we
have D2

q = lnm and αq = 1. Without loss of generality, we also assume αw = 1. There are some important facts shown in
the following lemmas.

Proposition A.6. For any z1, z2 ∈ Z , ∥z1 − z2∥ ≤ 2
√
2.

Proof. Define z0 = argminz∈Z ψ(z). By the fact that maxz∈Z B(z, z0) ≤ maxz∈Z ψ(z)−minz∈Z ψ(z) ≤ 1, we have

∥z1 − z2∥ ≤ ∥z1 − z0∥+ ∥z2 − z0∥ ≤
√
2B(z1, z0) +

√
2B(z2, z0)

≤
√
2max

z∈Z
B(z, z0) +

√
2max

z∈Z
B(z, z0) ≤ 2

√
2.

(30)

Proposition A.7. (Unbiasedness of the merged stochastic gradient operator) The stochastic gradient∇F (zs; ξsk) defined
in (19) is unbiased.

Proof. From our group sampling strategy defined in (18), we have

∀z ∈ Z,∀ i ∈ [m] : E
[
ℓ(w; ξsk,i)

]
= Ri(w), E

[
∇ℓ(w; ξsk,i)

]
= ∇Ri(w). (31)

From the linearity of expectation, it’s easy to deduce that E [∇F (z; ξsk)] = ∇F (z) for any z ∈ Z . Hence the unbiasedness
of the stochastic gradient∇F (zs; ξsk) is proved naturally.

Proof of Lemma 4.3. Pick two arbitrary points z+ = (w+,q+) ∈ Z, z = (w,q) ∈ Z . First, we bound the gradient in w
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as follows: ∥∥∇wF (z
+; ξsk)−∇wF (z; ξ

s
k)
∥∥2
w,∗

=

∥∥∥∥∥
m∑
i=1

q+
i [∇ℓ(w+; ξsk,i)−∇ℓ(w; ξsk,i)] +

m∑
i=1

(q+
i − qi)∇ℓ(w; ξsk,i)

∥∥∥∥∥
2

w,∗

≤2
∥∥∥∥∥

m∑
i=1

q+
i [∇ℓ(w+; ξsk,i)−∇ℓ(w; ξsk,i)]

∥∥∥∥∥
2

w,∗

+ 2

∥∥∥∥∥
m∑
i=1

(q+
i − qi)∇ℓ(w; ξsk,i)

∥∥∥∥∥
2

w,∗

≤2
m∑
i=1

q+
i

∥∥∇ℓ(w+; ξsk,i)−∇ℓ(w; ξsk,i)
∥∥2
w,∗ + 2

(
m∑
i=1

|q+
i − qi|

∥∥∇ℓ(w; ξsk,i)
∥∥
w,∗

)2

≤2
m∑
i=1

q+
i L

2
∥∥w+ −w

∥∥2
w
+ 2

(
m∑
i=1

|q+
i − qi|G

)2

=2L2
∥∥w+ −w

∥∥2
w
+ 2G2

∥∥q+ − q
∥∥2
1
.

(32)

The second inequality uses Assumption 3.4. Next, we bound the gradient in q. Again from Assumption 3.4, we have

∀ i ∈ [m] :, ℓ(w+; ξsk,i)− ℓ(w; ξsk,i) ≤ G
∥∥w+ −w

∥∥
w
. (33)

Notice that∇qF (z; ξ
s
k) =

[
ℓ(w; ξsk,1), · · · , ℓ(w; ξsk,m)

]T
. Squaring it on both sides of (33) and taking maximum over all

i ∈ [m], we have∥∥∇qF (z
+; ξsk)−∇qF (z; ξ

s
k)
∥∥2
∞ = max

i∈[m]
[ℓ(w+; ξsk,i)− ℓ(w; ξsk,i)]

2 ≤ G2
∥∥w+ −w

∥∥2
w
. (34)

By merging the two component’s gradients, we get the desired result by simple calculation:∥∥∇F (z+; ξsk)−∇F (z; ξsk)∥∥2∗
=2D2

w

∥∥∇wF (z
+; ξsk)−∇wF (z; ξ

s
k)
∥∥2
w,∗ + 2 lnm

∥∥∇qF (z
+; ξsk)−∇qF (z; ξ

s
k)
∥∥2
∞

≤(4D2
wL

2 + 2G2 lnm)
∥∥w+ −w

∥∥2
w
+ 4D2

wG
2
∥∥q+ − q

∥∥2
1

≤ 1

2D2
w

[
4D2

w(2D
2
wL

2 +G2 lnm)
∥∥w+ −w

∥∥2
w

]
+

1

2 lnm

[
4D2

w(2G
2 lnm)

∥∥q+ − q
∥∥2
1

]
≤ L2

z

2D2
w

∥∥w+ −w
∥∥2
w
+

L2
z

2 lnm

∥∥q+ − q
∥∥2
1

=L2
z

∥∥z+ − z
∥∥2 .

(35)

Lemma A.8. (Optimality condition for mirror descent) For any g ∈ E∗×Rm, let zt+1 = argminz∈Z{⟨g, z⟩+αB(z, z1)+
(1− α)B(z, z2)}. It holds that

⟨g, zt+1 − z⟩ ≤ −B(z, zt+1) + α
[
B(z, z1)−B(zt+1, z1)

]
+ (1− α)

[
B(z, z2)−B(zt+1, z2)

]
, ∀ z ∈ Z. (36)

Proof. The proof is straightforward by applying the first-order optimality condition for the definition of zt+1. Then a direct
application of three point equality of Bregman divergence yields the result. By the first order optimality of zt+1,

0 ∈ g + α
[
∇ψ(zt+1)−∇ψ(z1)

]
+ (1− α)

[
∇ψ(zt+1)−∇ψ(z2)

]
+NZ(z

t+1) (37)

where NZ(z
t+1) := {g ∈ E∗ × Rm| ⟨g, z− zt+1⟩ ≤ 0,∀z ∈ Z} is the normal cone (subdifferential of indicator function)

at point zt+1 for convex set Z . The above relation further implies

⟨g + α
[
∇ψ(z1)−∇ψ(zt+1)

]
+ (1− α)

[
∇ψ(z2)−∇ψ(zt+1)

]
, z− zt+1⟩ ≤ 0, ∀ z ∈ Z. (38)
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According to the generalized triangle inequality for Bregman divergence, we have

⟨∇ψ(zi)−∇ψ(zt+1), z− zt+1⟩ = B(z, zt+1) +B(zt+1, zi)−B(z, zi), ∀ i ∈ {1, 2}. (39)

Applying (39) to the LHS of (38) to derive that for any z ∈ Z ,

⟨g, z− zt+1⟩+ α
[
B(z, zt+1) +B(zt+1, z1)−B(z, z1)

]
+ (1− α)

[
B(z, zt+1) +B(zt+1, z2)−B(z, z2)

]
= ⟨g, z− zt+1⟩+B(z, zt+1) + α

[
B(zt+1, z1)−B(z, z1)

]
+ (1− α)

[
B(zt+1, z2)−B(z, z2)

]
≤ 0,

(40)

which concludes our proof by a simple rearrangement.

A.2. Variance-Reduced Routine

Lemma A.9. If {αs
k}s∈[S]0,k∈[Ks]0 is a periodically decaying sequence as defined in Definition A.3, for any z ∈ Z:

Ks−1∑
k=0

ηsk ⟨∇F (zsk+1/2), z
s
k+1/2 − z⟩

≤Ψs(z)−Ψs+1(z) +

Ks−1∑
k=0

[
ηsk ⟨∆s

k, z− zsk+1/2⟩+
(ηskLz)

2 − αs
k

2

∥∥∥zsk+1/2 − zs
∥∥∥2] . (41)

Proof. Using Lemma A.8 on zsk+1/2 and taking arbitrary z as zsk+1, we have

ηsk ⟨∇F (zs), zsk+1/2 − zsk+1⟩ ≤ −B(zsk+1, z
s
k+1/2) + αs

k

[
B(zsk+1, z̄

s)−B(zsk+1/2, z̄
s)
]

+(1− αs
k)
[
B(zsk+1, z

s
k)−B(zsk+1/2, z

s
k)
]
.

(42)

Using Lemma A.8 on zsk+1, we have for any z ∈ Z ,

ηsk ⟨gs
k, z

s
k+1 − z⟩ ≤ −B(z, zsk+1) + αs

k

[
B(z, z̄s)−B(zsk+1, z̄

s)
]

+(1− αs
k)
[
B(z, zsk)−B(zsk+1, z

s
k)
]
.

(43)

Adding them together:

ηsk ⟨∇F (zs), zsk+1/2 − zsk+1⟩+ ηsk ⟨gs
k, z

s
k+1 − z⟩

≤ −B(zsk+1, z
s
k+1/2)−B(z, zsk+1) + αs

k

[
B(z, z̄s)−B(zsk+1/2, z̄

s)
]

+ (1− αs
k)
[
B(z, zsk)−B(zsk+1/2, z

s
k)
]
.

(44)

According to (20) and Definition A.2 we have

ηsk ⟨∇F (zsk+1/2), z
s
k+1/2 − z⟩

=ηsk ⟨gs
k, z

s
k+1/2 − z⟩+ ηsk ⟨∇F (zsk+1/2)− gs

k, z
s
k+1/2 − z⟩

=ηsk ⟨gs
k, z

s
k+1/2 − zsk+1⟩+ ηsk ⟨gs

k, z
s
k+1 − z⟩ − ηsk ⟨∆s

k, z
s
k+1/2 − z⟩

=ηsk ⟨∇F (zs), zsk+1/2 − zsk+1⟩+ ηsk ⟨gs
k, z

s
k+1 − z⟩

+ ηsk ⟨∇F (zsk+1/2; ξ
s
k)−∇F (zs; ξsk), zsk+1/2 − zsk+1⟩ − ηsk ⟨∆s

k, z
s
k+1/2 − z⟩ .

(45)

Adding (44) and (45), we have

ηsk ⟨∇F (zsk+1/2), z
s
k+1/2 − z⟩

≤ηsk ⟨∇F (zs; ξsk)−∇F (zsk+1/2; ξ
s
k), z

s
k+1 − zsk+1/2⟩

+ αs
k

[
B(z, z̄s)−B(zsk+1/2, z̄

s)
]
+ (1− αs

k)
[
B(z, zsk)−B(zsk+1/2, z

s
k)
]

−B(zsk+1, z
s
k+1/2)−B(z, zsk+1) + ηsk ⟨∆s

k, z− zsk+1/2⟩ .

(46)
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Applying Young’s inequality to the inner product and further using the smoothness of the stochastic gradient (cf. Lemma 4.3),
the following estimation holds:

ηsk ⟨∇F (zs; ξsk)−∇F (zsk+1/2; ξ
s
k), z

s
k+1 − zsk+1/2⟩

≤ (ηsk)
2

2

∥∥∥∇F (zs; ξsk)−∇F (zsk+1/2; ξ
s
k)
∥∥∥2 + 1

2

∥∥∥zsk+1 − zsk+1/2

∥∥∥2
≤ (ηskLz)

2

2

∥∥∥zsk+1/2 − zs
∥∥∥2 + 1

2

∥∥∥zsk+1 − zsk+1/2

∥∥∥2 .
(47)

Recall the definition of∇ψ(z̄s) and use the linearity of Bregman functions to yield:

B(z, z̄s)−B(zsk+1/2, z̄
s) =

Ks−1∑
k=1

αs−1
k−1

−1
Ks−1∑
j=1

αs−1
j−1

[
B(z, zs−1

j )−B(zsk+1/2, z
s−1
j )

]
. (48)

According to the definition of zs, Jensen’s Inequality and the strong-convexity of ψ(·), we get

Ks−1∑
k=1

αs−1
k−1

−1
Ks−1∑
j=1

−αs−1
j−1B(zsk+1/2, z

s−1
j )

≤

Ks−1∑
k=1

αs−1
k−1

−1
Ks−1∑
j=1

−
αs−1
j−1

2

∥∥∥zsk+1/2 − zs−1
j

∥∥∥2 ≤ −1

2

∥∥∥zsk+1/2 − zs
∥∥∥2 ,

(49)

and

−B(zsk+1, z
s
k+1/2) ≤ −

1

2

∥∥∥zsk+1 − zsk+1/2

∥∥∥2 . (50)

Combining (47) (48) (49) (50) with (46) and casting out −B(zsk+1/2, z
s
k), we have

ηsk ⟨∇F (zsk+1/2), z
s
k+1/2 − z⟩

≤ (ηskLz)
2

2

∥∥∥zsk+1/2 − zs
∥∥∥2 + 1

2

∥∥∥zsk+1 − zsk+1/2

∥∥∥2 − (1− αs
k)B(zsk+1/2, z

s
k)

+ (1− αs
k)B(z, zsk)−B(z, zsk+1) +

Ks−1∑
k=1

αs−1
k−1

−1

αs
k

Ks−1∑
j=1

αs−1
j−1B(z, zs−1

j )

− 1

2

∥∥∥zsk+1/2 − zsk+1

∥∥∥2 − αs
k

2

∥∥∥zsk+1/2 − zs
∥∥∥2 + ηsk ⟨∆s

k, z− zsk+1/2⟩

≤(1− αs
k)B(z, zsk)−B(z, zsk+1) +

Ks−1∑
k=1

αs−1
k−1

−1

αs
k

Ks−1∑
j=1

αs−1
j−1B(z, zs−1

j )

+ ηsk ⟨∆s
k, z− zsk+1/2⟩+

(ηskLz)
2 − αs

k

2

∥∥∥zsk+1/2 − zs
∥∥∥2 .

(51)

Recall the definition of Lyapunov function in Definition A.4 and periodically decaying sequence in Definition A.3. Together
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with the fact that zsKs
= zs+1

0 , we have

Ks−1∑
k=0

(1− αs
k)B(z, zsk)−B(z, zsk+1) +

Ks−1∑
k=1

αs−1
k−1

−1

αs
k

Ks−1∑
j=1

αs−1
j−1B(z, zs−1

j )


=

Ks−1∑
k=0

(1− αs
k)
[
B(z, zsk)−B(z, zsk+1)

]
−

Ks−1∑
k=0

αs
kB(z, zsk+1) +

∑Ks−1
k=0 αs

k∑Ks−1

k=1 αs−1
k−1

Ks−1∑
j=1

αs−1
j−1B(z, zs−1

j )

=(1− αs
0)B(z, zs0)− (1− αs

Ks−1)B(z, zs+1
0 )−

Ks∑
k=1

αs
k−1B(z, zsk) +

∑Ks

k=1 α
s
k−1∑Ks−1

k=1 αs−1
k−1

Ks−1∑
k=1

αs−1
k−1B(z, zs−1

k )

≤(1− αs
0)B(z, zs0) +

Ks−1∑
k=1

αs−1
k−1B(z, zs−1

k )− (1− αs+1
0 )B(z, zs+1

0 )−
Ks∑
k=1

αs
k−1B(z, zsk)

=Ψs(z)−Ψs+1(z).

(52)

we complete the proof by summing both sides of (51) by index k from 0 to Ks − 1 and use the above relation.

Lemma A.10. Denote the filtration generated by our algorithm by F = {Fs
k}k∈[Ks]0,s∈[S]0 . Let ηsk =

√
αs

k(1−θs
k)

Lz
, θsk ∈

(0.8, 0.99). Then the following recurrence holds:

E[Ψs+1(z∗)
∣∣∣Fs

0 , · · · ,Fs
Ks−1] ≤ Ψs(z∗)−

1

2

Ks−1∑
k=0

E
[
αs
kθ

s
k

∥∥∥zsk+1/2 − zs
∥∥∥2 ∣∣∣Fs

0 , · · · ,Fs
Ks−1

]
. (53)

Proof. Since z∗ = (w∗;q∗) is the solution to (3), then we have

F (w∗,q
s
k+1/2) ≤ F (w∗,q∗) ≤ F (ws

k+1/2,q∗). (54)

Recall convexity assumption (Assumption 3.6) and the linearity of q, we have

F (w∗,q
s
k+1/2) ≥ F (ws

k+1/2,q
s
k+1/2) + ⟨∇wF (w

s
k+1/2,q

s
k+1/2),w∗ −ws

k+1/2⟩ ,
F (ws

k+1/2,q∗) = F (ws
k+1/2,q

s
k+1/2) + ⟨∇qF (w

s
k+1/2,q

s
k+1/2),q∗ − qs

k+1/2⟩ .
(55)

Therefore,
⟨∇F (zsk+1/2), z

s
k+1/2 − z∗⟩

= ⟨∇wF (w
s
k+1/2,q

s
k+1/2),w

s
k+1/2 −w∗⟩ − ⟨∇qF (w

s
k+1/2,q

s
k+1/2),q

s
k+1/2 − q∗⟩

≥F (ws
k+1/2,q

s
k+1/2)− F (w∗,q

s
k+1/2) + F (ws

k+1/2,q∗)− F (ws
k+1/2,q

s
k+1/2)

=F (ws
k+1/2,q∗)− F (w∗,q

s
k+1/2) ≥ 0.

(56)

Then plugging the above inequality to the LHS of Lemma A.9, we have

0 ≤ Ψs(z∗)−Ψs+1(z∗) +

Ks−1∑
k=0

[
ηsk ⟨∆s

k, z− zsk+1/2⟩+
(ηskLz)

2 − αs
k

2

∥∥∥zsk+1/2 − zs
∥∥∥2] . (57)

For any fixed z ∈ Z , ∆s
k is conditional independent from zsk+1/2 − z. By the tower rule of expectation, we have

E

[
Ks−1∑
k=0

ηsk ⟨∆s
k, z

s
k+1/2 − z∗⟩

∣∣∣Fs
0 , · · · ,Fs

Ks−1

]

=

Ks−1∑
k=0

E
[
ηsk ⟨E [∆s

k|Fs
k ] , z

s
k+1/2 − z∗⟩

∣∣∣Fs
k+1, · · · ,Fs

Ks−1

]
= 0.

(58)

Notice that E
[
Ψs(z∗)|Fs

0 , · · · ,Fs
Ks−1

]
= Ψs(z∗). By Lemma A.9 and a simple rearrangement we can get the result.
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Corollary A.11. Under the conditions of Lemma A.10, we have

∞∑
s=0

Ks−1∑
k=0

E
[
αs
kθ

s
k

∥∥∥zsk+1/2 − zs
∥∥∥2] ≤ 2Ψ0(z∗) ≤ 2max

z∈Z
Ψ0(z) (59)

Proof. Summing the inequality in Lemma A.10, noticing the non-negativity of Ψs(z) together with the tower rule suffices
to prove this corollary.

Lemma A.12. With ηsk set in Lemma A.10, we have(
S−1∑
s=0

Ks−1∑
k=0

ηsk

)
ϵ(zS) ≤ max

z∈Z
Ψ0(z) + max

z∈Z

S−1∑
s=0

Ks−1∑
k=0

ηsk ⟨∆s
k, z− zsk+1/2⟩ −

S−1∑
s=0

Ks−1∑
k=0

αs
kθ

s
k

2

∥∥∥zsk+1/2 − zs
∥∥∥2 . (60)

Proof. The following result is a direct derivation from the Assumption 3.6 and Lemma A.9:(
S−1∑
s=0

Ks−1∑
k=0

ηsk

)
ϵ(zS) ≤

[
max
q∈∆m

S−1∑
s=0

Ks−1∑
k=0

ηskF (w
s
k+1/2,q)− min

w∈W

S−1∑
s=0

Ks−1∑
k=0

ηskF (w,q
s
k+1/2)

]

≤max
z∈Z

S−1∑
s=0

Ks−1∑
k=0

ηsk ⟨∇F (zsk+1/2), z
s
k+1/2 − z⟩

≤max
z∈Z

Ψ0(z) + max
z∈Z

S−1∑
s=0

Ks−1∑
k=0

⟨ηsk∆s
k, z− zsk+1/2⟩ −

S−1∑
s=0

Ks−1∑
k=0

αs
kθ

s
k

2

∥∥∥zsk+1/2 − zs
∥∥∥2 .

(61)

A.3. Convergence and Complexity

Lemma A.13. Under the conditions in Lemma A.10, we have

E [ϵ(zS)] ≤ Lz

(
S−1∑
s=0

Ks−1∑
k=0

√
αs
k(1− θsk)

)−1 [
1 + max

z∈Z
Ψ0(z)

]
. (62)

Proof. It’s obvious to note that
∑S−1

s=0

∑Ks−1
k=0 ηsk ⟨∆s

k, z− zsk+1/2⟩ is a martingale difference sequence for any fixed z ∈ Z .
The existence of the maximum operation on the RHS of (60) deprives the inner product ⟨∆s

k, z− zsk+1/2⟩ from being a
martingale difference sequence. We need to apply a classical technique called “ghost iterate” (Nemirovski et al., 2009) to
switch the order of maximization and expectation, and thus eliminating the dependency for z. Image there is an online
algorithm performing stochastic mirror descent (SMD):

ys
k+1 = argmin

y∈Z
{⟨−ηsk∆s

k,y − ys
k⟩+B(y,ys

k)}, ys+1
0 = ys

Ks
∀ s ∈ [S]0, k ∈ [Ks]

0. (63)

Also, we define y0
0 = z00 = argminz∈Z ψ(z). According to Nemirovski et al. (2009, Lemma 6.1), we have for any z ∈ Z:

S−1∑
s=0

Ks−1∑
k=0

⟨ηsk∆s
k, z− ys

k⟩ ≤ B(z, z00) +
1

2

S−1∑
s=0

Ks−1∑
k=0

(ηsk)
2 ∥∆s

k∥2∗ . (64)

Now that we have decoupled the dependency, it’s safe for us to assert that
∑S−1

s=0

∑Ks−1
k=0 ⟨ηsk∆s

k,y
s
k − zsk+1/2⟩ is a

martingale difference sequence, since ys
k − zsk+1/2 is conditionally independent of ∆s

k.
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Firstly, we show that ∆s
k is uniformly bounded above:

∥∆s
k∥∗ =

∥∥∥∇F (zsk+1/2; ξ
s
k)−∇F (zs; ξsk) +∇F (zs)−∇F (zsk+1/2)

∥∥∥
∗

≤
∥∥∥∇F (zsk+1/2; ξ

s
k)−∇F (zs; ξsk)

∥∥∥
∗
+
∥∥∥E [∇F (zsk+1/2; ξ

s
k)−∇F (zs; ξsk)

]∥∥∥
∗

≤
∥∥∥∇F (zsk+1/2; ξ

s
k)−∇F (zs; ξsk)

∥∥∥
∗
+ E

[∥∥∥∇F (zsk+1/2; ξ
s
k)−∇F (zs; ξsk)

∥∥∥
∗

]
≤ Lz

∥∥∥zsk+1/2 − zs
∥∥∥+ E

[
Lz

∥∥∥zsk+1/2 − zs
∥∥∥]

≤ 2
√
2Lz + E

[
2
√
2Lz

]
= 4
√
2Lz.

(65)

The above inequality is ensured by the continuity introduced in Lemma 4.3.

Then we define V s
k = ⟨ηsk∆s

k,y
s
k − zsk+1/2⟩. The following holds:

E

[
max
z∈Z

S−1∑
s=0

Ks−1∑
k=0

ηsk ⟨∆s
k, z− zsk+1/2⟩

]

=E

[
max
z∈Z

S−1∑
s=0

Ks−1∑
k=0

⟨ηsk∆s
k, z− ys

k⟩
]
+ E

S−1∑
s=0

Ks−1∑
k=0

⟨ηsk∆s
k,y

s
k − zsk+1/2⟩︸ ︷︷ ︸
V s
k


(64)
≤ max

z∈Z
B(z, z00) +

S−1∑
s=0

Ks−1∑
k=0

E
[
(ηsk)

2

2
∥∆s

k∥2∗
]
+

S−1∑
s=0

Ks−1∑
k=0

E [E[V s
k |Fs

k ]]

(65)
≤ 1 +

S−1∑
s=0

Ks−1∑
k=0

E
[
2(ηskLz)

2
∥∥∥zsk+1/2 − zs

∥∥∥2]

=1 +

S−1∑
s=0

Ks−1∑
k=0

E
[
2αs

k(1− θsk)
∥∥∥zsk+1/2 − zs

∥∥∥2] .

(66)

Combining it with Lemma A.12:

(
S−1∑
s=0

Ks−1∑
k=0

ηsk

)
E [ϵ(zS)]

≤max
z∈Z

Ψ0(z) + E

[
max
z∈Z

S−1∑
s=0

Ks−1∑
k=0

ηsk ⟨∆s
k, z− zsk+1/2⟩

]
−

S−1∑
s=0

Ks−1∑
k=0

E
[
αs
kθ

s
k

2

∥∥∥zsk+1/2 − zs
∥∥∥2]

≤max
z∈Z

Ψ0(z) + 1 +

S−1∑
s=0

Ks−1∑
k=0

E
[
αs
k(2−

5

2
θsk)
∥∥∥zsk+1/2 − zs

∥∥∥2]
≤1 + max

z∈Z
Ψ0(z),

(67)

which concludes our proof by dividing
∑S−1

s=0

∑Ks−1
k=0 ηsk to both sides of the above inequality.
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Proof of Theorem 4.4. First, we show that maxz∈Z Ψ0(z) is bounded under the given conditions:

max
z∈Z

Ψ0(z) = max
z∈Z

(1− α0
0)B(z, z00) +

K−1∑
k=1

α−1
k−1B(z, z−1

k )


= max

z∈Z

(1− α0
0)B(z, z0) +

K−1∑
k=1

α−1
k−1B(z, z0)


≤ 1− α0

0 +

K−1∑
k=1

α−1
k−1 ≤ 2.

(68)

Under the given parameters, we have

E [ϵ(zS)] ≤ Lz

(
S−1∑
s=0

Ks−1∑
k=0

√
(1− θsk)
K

)−1 [
1 + max

z∈Z
Ψ0(z)

]
(68)
≤ 30Lz

S
√
K
. (69)

From Lemma 4.3 we know that Lz = O(
√
lnm), which concludes our proof.

Proof of Corollary 4.6. The inner loop of Algorithm 1 consumes O(m) computations per iteration. For outer loop s, the
full gradient ∇F (zs) is calculated, requiring O(mn̄) computations. So the algorithms consume O (mKS +mn̄S) in total.
Aiming to set the two terms at the same order, we choose K = Θ(n̄). As a consequence, S = O

(
Lz

ε
√
n̄

)
. Plugging this into

O (mKS +mn̄S) we derive an O
(

Lzm
√
n̄

ε

)
computation complexity. With Lz = O(

√
lnm) taken into consideration,

the total computation complexity to reach ε-accuracy is O
(

m
√
n̄ lnm
ε

)
.
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B. Analysis for Empirical MERO
We present the omitted proofs for empirical MERO in this section.

B.1. Optimization Error

The following proof verifies that the optimization error for the approximated problem is under control, which is proved to be
essential in our two-stage schema for empirical MERO.

Proof of Lemma 5.1. For any z = (w;q) ∈ Z , we have∣∣∣F (z)− F̂ (z)∣∣∣ = ∣∣∣∣∣
m∑
i=1

qi

[
Ri(w)− R̂i(w)

]∣∣∣∣∣ =
∣∣∣∣∣

m∑
i=1

qi

[
R̂∗

i −R∗
i

]∣∣∣∣∣ ≤ max
i∈[m]

{
R̂∗

i −R∗
i

}
. (70)

For convenience, we denote w̃ = argminw∈W F (w, q̄) and q̃ = argminq∈∆m
F (w̄,q). Therefore, we can complete our

proof by simple algebra.

ϵ(z̄) = F (w̄, q̃)− F (w̃, q̄)
(70)
≤ F̂ (w̄, q̃)− F̂ (w̃, q̄) + 2 max

i∈[m]

{
R̂∗

i −R∗
i

}
≤ max

q∈∆m

F̂ (w̄,q)− min
w∈W

F̂ (w, q̄) + 2 max
i∈[m]

{
R̂∗

i −R∗
i

}
= ϵ̂(z̄) + 2 max

i∈[m]

{
R̂∗

i −R∗
i

}
.

(71)

B.2. Stage 1: Excess Empirical Risk Convergence

At the beginning of this section, we present a useful lemma to bridge the variance-reduced property of ALEG and the
martingale difference sequence.

Lemma B.1. (Bernstein’s Inequality for Martingales (Cesa-Bianchi & Lugosi, 2006)) Let {Vt}Tt=1 be a martingale difference
sequence with respect to the filtration F = {Ft}Tt=1 bounded above by V , i.e. |Vt| ≤ V . If the sum of the conditional
variances is bounded, i.e.

∑T
t=1 E[V 2

t |Ft] ≤ σ2, then for any δ ∈ (0, 1],

P

(
T∑

t=1

Vt > σ

√
2 ln

1

δ
+

2

3
V ln

1

δ

)
≤ δ. (72)

Next, we present the proof of the high probability bound in Theorem 5.2.

Proof of Theorem 5.2. At the beginning, we briefly discuss how ALEG can be used as an ERM oracle. Under the circum-
stance of m = 1, we notice that ∆m reduces to a singleton. The original empirical GDRO problem (3) can be rewritten
as

min
w∈W

max
q∈∆1

{F (w,q) = Ri(w)} ⇐⇒ min
w∈W

{Ri(w)} . (73)

As a consequence, the merged gradient w.r.t. q vanishes. In this case, when we talk about the smoothness of F (w,q), we are
actually focusing on the smoothness of Ri(w). We can conclude from Assumption 3.4 that Ri(·) is L-smooth. Moreover,
the duality gap for the output of Algorithm 1 z̄i = (w̄i, q̄i) of (73) satisfies:

ϵ(z̄i) = Ri(w̄i)− min
w∈W

Ri(w) = R̂∗
i −R∗

i , ∀ i ∈ [m], (74)

which is exactly the excess empirical risk for group i. Recall the “ghost iterate” technique demonstrated in Appendix A.3,
we define V s

k = ⟨ηsk∆s
k,y

s
k − zsk+1/2⟩. Firstly, we show that V s

k is uniformly bounded above:

|V s
k | ≤ ηsk ∥∆s

k∥∗
∥∥∥ys

k − zsk+1/2

∥∥∥ ≤ 2
√
2ηsk ∥∆s

k∥∗ ≤ 16ηskL = 16
√
αs
k(1− θsk) ≤

16√
5n̄
. (75)
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Secondly, we bound the sum of conditional variance of {V s
k }k∈[Ks]0,s∈[S]0 . By (65), the definition of θsk and Corollary A.11,

S−1∑
s=0

Ks−1∑
k=0

E
[
(V s

k )
2|Fs

k

]
≤

S−1∑
s=0

Ks−1∑
k=0

E
[
8(ηsk)

2 ∥∆s
k∥2∗

∣∣∣Fs
k

]
≤

S−1∑
s=0

Ks−1∑
k=0

E
[
32(ηskL)

2
∥∥∥zsk+1/2 − zs

∥∥∥2 ∣∣∣Fs
k

]

=

S−1∑
s=0

Ks−1∑
k=0

32E
[
αs
k(1− θsk)

∥∥∥zsk+1/2 − zs
∥∥∥2 ∣∣∣Fs

k

]

≤
S−1∑
s=0

Ks−1∑
k=0

8E
[
αs
kθ

s
k

∥∥∥zsk+1/2 − zs
∥∥∥2 ∣∣∣Fs

k

]
≤ 32max

z∈Z
Ψ0(z).

(76)

Finally, we can use Lemma B.1 together with the union bound to conclude that with probability at least 1− δ

S−1∑
s=0

Ks−1∑
k=0

V s
k ≤ 32max

z∈Z
Ψ0(z)

√
2 ln

S

δ
+

32

3
√
5n̄

ln
S

δ
. (77)

From Lemma A.12 and the previous result (64), along with the boundness of Bregman function and the definition of θsk, we
have

ϵ(z̄i) ≤
(

S−1∑
s=0

Ks−1∑
k=0

ηsk

)−1 [
max
z∈Z

Ψ0(z) + max
z∈Z

S−1∑
s=0

Ks−1∑
k=0

⟨ηsk∆s
k, z− ys

k⟩

+

S−1∑
s=0

Ks−1∑
k=0

⟨ηsk∆s
k, z

s
k+1/2 − ys

k⟩ −
S−1∑
s=0

Ks−1∑
k=0

αs
kθ

s
k

2

∥∥∥zsk+1/2 − zs
∥∥∥2]

≤
(

S−1∑
s=0

Ks−1∑
k=0

ηsk

)−1 [
max
z∈Z

Ψ0(z) + max
z∈Z

B(z, z00) +
1

2

S−1∑
s=0

Ks−1∑
k=0

(ηsk)
2 ∥∆s

k∥2∗

+

S−1∑
s=0

Ks−1∑
k=0

V s
k −

S−1∑
s=0

Ks−1∑
k=0

αs
kθ

s
k

2

∥∥∥zsk+1/2 − zs
∥∥∥2]

≤
(

S−1∑
s=0

Ks−1∑
k=0

ηsk

)−1 [
max
z∈Z

Ψ0(z) + 1 +

S−1∑
s=0

Ks−1∑
k=0

2αs
k(1− θsk)
L2

L2
∥∥∥zsk+1/2 − zs

∥∥∥2
−

S−1∑
s=0

Ks−1∑
k=0

αs
kθ

s
k

2

∥∥∥zsk+1/2 − zs
∥∥∥2 + S−1∑

s=0

Ks−1∑
k=0

V s
k

]

≤L
(

S−1∑
s=0

Ks−1∑
k=0

√
αs
k(1− θsk)

)−1 [
1 + max

z∈Z
Ψ0(z) +

S−1∑
s=0

Ks−1∑
k=0

V s
k

]
.

(78)

Combining (77) and (78) we derive that with probability at least 1− δ,

R̂∗
i −R∗

i ≤L
(

S−1∑
s=0

Ks−1∑
k=0

√
αs
k(1− θsk)

)−1 [
1 + max

z∈Z
Ψ0(z) + 32max

z∈Z
Ψ0(z)

√
2 ln

S

δ
+

32

3
√
5n̄

ln
S

δ

]

≤ 10L

S
√
n̄

(
3 + 64

√
2 ln

S

δ
+

32

3
√
5n̄

ln
S

δ

)
,

(79)

where the last inequality uses (68). The above relation needs to hold for every group i, which necessitates the usage of the
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union bound tool. We can deduce that with probability at least 1− δ,

max
i∈[m]

{
R̂∗

i −R∗
i

}
≤ 10L

S
√
n̄

(
3 + 64

√
2 ln

mS

δ
+

32

3
√
5n̄

ln
mS

δ

)
. (80)

Recall the relation between S and T in Theorem 5.2, we derive that

max
i∈[m]

{
R̂∗

i −R∗
i

}
≤ O

(
1

T

(√
ln
mT√
n̄δ

+
1√
n̄
ln
mT√
n̄δ

))
, (81)

which is equivalent to (27).

B.3. Stage 2: Empirical GDRO Solver Convergence

The second stage of Algorithm 2 solves (24) by Algorithm 1. The main idea is to combine the convergence results
in Section 4 with Lemma 5.1.

Proof of Theorem 5.3. The proof of Theorem 5.2 actually provides a high probability bound for empirical GDRO. By
substituting L with Lz in the previous derivations, the following holds with probability at least 1− δ

2 ,

ϵ̂(z̄) ≤ 10Lz

T

(
3 + 32

√
2 ln

2T√
n̄δ

+
64

3
√
5n̄

ln
2T√
n̄δ

)
. (82)

Since we only need to provide a theoretical guarantee for a single approximate MERO problem, the union bound appeared
in (81) is unnecessary. Based on (81), the following holds with probability with probability at least 1− δ

2 ,

max
i∈[m]

{
R̂∗

i −R∗
i

}
≤ 10L

T

(
3 + 64

√
2 ln

2mT√
n̄δ

+
32

3
√
5n̄

ln
2mT√
n̄δ

)
. (83)

Together, we immediately derive that with probability at least 1− δ,

ϵ(z̄)
(26)
≤ ϵ̂(z̄) + 2 max

i∈[m]

{
R̂∗

i −R∗
i

}
≤10

T

[
3(Lz + 2L) + 64

√
2

(
Lz

√
ln

2T√
n̄δ

+ 2L

√
ln

2mT√
n̄δ

)
+

32

3
√
5n̄

(
Lz ln

2T√
n̄δ

+ 2L ln
2m√
n̄δ

)]

=O
(

1

T

(√
lnm ln

T√
n̄δ

+

√
ln
mT√
n̄δ

+
1√
n̄

(√
lnm ln

T√
n̄δ

+ ln
mT√
n̄δ

)))

≤O
(

1

T

(√
lnm ln

T√
n̄δ

+

√
ln
mT√
n̄δ

+

√
lnm

n̄
ln

T√
n̄δ

))
,

(84)

where the last inequality holds under the ordinary case where m ≤ O(n̄).

At the end of this section, we calculate the number of computations needed to run Algorithm 2.

Proof of Corollary 5.4. The proof of Corollary 5.4 is analogous to the proof of Corollary 4.6. According to Theorem 5.3,
we need a budget of T = O

(√
lnm
ε

)
to reach ε-accuracy if logarithmic factors for T√

n̄
are overlooked. This requires

S = O
(√

lnm√
n̄ε

)
correspondingly. In the first stage of Algorithm 2, the computation complexity is O (

∑m
i=1 n̄S + niS) =

O (mn̄S) = O
(

m
√
n̄ lnm
ε

)
. In the second stage of Algorithm 2, the computation complexity is O (mKS +mn̄S) =

O (mn̄S) = O
(

m
√
n̄ lnm
ε

)
. As a consequence, adding the computation complexity from two stages together gives
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the computation complexity of O
(

m
√
n̄ lnm
ε

)
. To derive the final result, the neglected ln T√

n̄
needs to be taken into

consideration. Therefore, the total complexity for Algorithm 2 to reach ε-accuracy is O
(

m
√
n̄ lnm
ε ln

√
lnm√
n̄ε

)
, which is also

denoted by Õ
(

m
√
n̄ lnm
ε

)
.
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C. Revisiting MPVR as a Black Box
In this section, we illustrate the extension of MPVR (Alacaoglu & Malitsky, 2022) to solve the empirical GDRO problem
defined in (3). To run MPVR as a black box, we need to specify the problem formulation, the construction of stochastic
gradients, and the Lipschitz continuity of the stochastic gradients. After these steps, we can derive a suboptimal complexity
and then discuss how the proposed approach goes beyond the application of existing techniques.

C.1. Problem Formulation

Since MPVR only deals with one-level finite-sums, the objectives in the empirical GDRO problem should be rewritten as

min
w∈W

max
q∈∆m

{
F (w,q) :=

mn̄∑
l=1

qli

nli
ℓ(w; ξl)

}
. (85)

where
{ξl}mn̄

l=1 :=
{
ξlilj

}mn̄

l=1
= {ξij}j∈[ni],i∈[m] (86)

with li, lj determined by

li ∈ [m] :

li−1∑
p=1

np < l ≤
li∑

p=1

np and lj = l −
li−1∑
p=1

np. (87)

The above relations show the obvious bijective mapping between one-level finite-sum index l and two-level finite-sum index
(li, lj).

From (85) we can see that the number of finite-sum components for MPVR is mn̄. In the next part, we construct the
stochastic gradient, which comes from accessing one of the members of mn̄ components.

C.2. Construction of Stochastic Gradients

The construction of the stochastic gradients is essential for variance-reduced methods. Such construction is also closely
related to the sampling strategy. Alacaoglu & Malitsky (2022) introduce uniform sampling and importance sampling as two
main stochastic oracles into their approach. The former strategy treats every member of mn̄ equally and therefore generates
a uniform distribution among all indices. The latter considers the continuity of each component, assigning each component
a probability proportional to its Lipschitz constants.

C.2.1. UNIFORM SAMPLING

Denote by Unif(·) as the uniform distribution and ∇F (z; ξsk) as the stochastic gradient for the k-th inner loop, s-th outer
loop. From the above discussions, the chosen index is generated by

l ∼ Unif(mn̄). (88)

Consequently, the stochastic gradient can be constructed as follows

∇F (z; ξsk) :=


mn̄
nli

qli∇ℓ(w; ξl)

−

0, · · · , mn̄nli ℓ(w; ξl)︸ ︷︷ ︸
li-th element

, · · · , 0


T

 . (89)

The following property is necessary for MPVR. The proof is deferred to Appendix C.4.

Lemma C.1. (First-order and second-order moment information of the stochastic gradient from uniform sampling) With
expectation taken over ξsk, the following properties holds:

1. E [∇F (z; ξsk)] = ∇F (z);
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2. E
[
∥∇F (z1; ξsk)−∇F (z2; ξsk)∥

2
∗

]
≤ L2

u ∥z1 − z2∥2 ,∀z1, z2 ∈ Z;

where the Lipschitz constant Lu is defined as

Lu := 2Dw max

{√
2D2

wL
2m

n̄

nmin
+G2m2 lnm

n̄

n̄h
, G

√
2m lnm

n̄

nmin

}
. (90)

with nh being the harmonic average of the number of samples and nmin being the minimal number of samples amongst m
groups, i.e.,

n̄h :=
m∑m
i=1

1
ni

, nmin := min
i∈[m]

ni. (91)

C.2.2. IMPORTANCE SAMPLING

At first glance, importance sampling might be the same as uniform sampling because the Lipschitz constant for each loss
function is the same according to Assumption 3.4. Whereas, from (85) we can see that the finite-sum component has a
coefficient of 1

ni
. Hence, the Lipschitzness is shifted by a factor of 1

ni
. Therefore, we assign the probability proportional to

this coefficient, i.e., we endow a larger sampling probability for a group with more samples (larger ni).

Based on the above discussions, we present the process of importance sampling as follows:

li ∼ Unif(m), lj |li ∼ Unif(nli). (92)

Naturally, the following stochastic gradient is produced:

∇F (z; ξsk) :=


mqli∇ℓ(w; ξl)

−

0, · · · ,mℓ(w; ξl)︸ ︷︷ ︸
li-th element

, · · · , 0

T

 , (93)

Similar to Appendix C.2.1, we have the following lemma to quantify the first-order and second-order moments of the
stochastic gradient in (93).

Lemma C.2. (First-order and second-order moment information of the stochastic gradient from importance sampling) With
expectation taken over ξsk, the following properties holds:

1. E [∇F (z; ξsk)] = ∇F (z);

2. E
[
∥∇F (z1; ξsk)−∇F (z2; ξsk)∥

2
∗

]
≤ L2

i ∥z1 − z2∥2 ,∀z1, z2 ∈ Z;

where the Lipschitz constant Li is defined as

Li := 2Dw max
{√

2D2
wL

2m+G2m2 lnm,G
√
2m lnm

}
. (94)

Remark C.3. Our Lipschitzness in Lemma 4.3 is different from the ones in Lemmas C.1 and C.2. The definition of the
Lipschitz continuity in Alacaoglu & Malitsky (2022) is reflected by the second-order moment of the stochastic gradient.
While ours is reflected by the square dual norm of the stochastic gradient, which makes our formulation stronger than
MPVR. The high probability bound we provide justifies this formulation since the continuity w.r.t. the second-order moment
does not hold with probability 1.

C.3. Loose Complexity Bound

With the preparations in previous sections, we can formally apply MPVR to solve empirical GDRO as shown in Algo-
rithm 3. For completeness, we will present the following theoretical guarantee for Algorithm 3. The proofs are deferred
to Appendix C.4.
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Algorithm 3 MPVR for Empirical GDRO
Input: Risk function {Ri(w)}i∈[m], epoch number S, iteration number K, learning rate η, weight α.

1: Initialize starting point z0 = (w0;q0) = argminz∈Z ψ(z).
2: For each j ∈ [K], set z−1

j = z00 = z0.
3: for s = 0 to S − 1 do
4: for k = 0 to K − 1 do
5: zsk+1/2 = argminz∈Z{⟨η∇F (zs), z⟩+ αB(z, z̄s) + (1− α)B(z, zsk)}.
6: Option I: Uniform Sampling.
7: Sample according to (88) and compute stochastic gradient according to (89).
8: Option II: Importance Sampling.
9: Sample according to (92) and compute stochastic gradient according to (93).

10: Compute stochastic gradient estimator gs
k defined in (20).

11: zsk+1 = argminz∈Z{⟨ηgs
k, z⟩+ αB(z, z̄s) + (1− α)B(z, zsk)}.

12: end for
13: Compute full gradient∇F (zs) according to (16).
14: Compute snapshot point: zs = 1

K

∑K−1
k=0 zsk.

15: Compute mirror snapshot point: ∇ψ(z̄s) = 1
K

∑K−1
k=0 ∇ψ(zsk).

16: zs+1
0 = zsK .

17: end for
18: Return zS = 1

SK

∑S−1
s=0

∑K−1
k=0 zsk+1/2.

Theorem C.4. Under Assumptions 3.3, 3.4 and 3.6, choose 0 ≤ α < 1, 0 < γ < 1, and η = γ
√
1−α
Lc

, with Lc = Lu for
uniform sampling and Lc = Li for importance sampling, Algorithm 3 ensures that

E [ϵ(zS)] ≤ O
(

Lc

S
√
K

)
. (95)

Corollary C.5. Under conditions in Theorem C.4, by setting K = Θ(mn̄) and employing either uniform sampling or

importance sampling, the computation complexity for Algorithm 3 to reach ε-accuracy of (3) is O
(
mn̄+ m

√
mn̄ lnm
ε

)
.

Corollary C.5 tells us that when utilizing MPVR to solve empirical GDRO, the complexity is
√
m worse than ALEG.

Such discrepancy stems from the dependence on the Lipschitz constant Lc. Both uniform sampling and importance
sampling will produce a Lipschitz constant worse than us by a factor of m, as shown in both (90) and (94). One can easily
discover that if the Lipschitz constant for MPVR were only

√
m worse than us, then the total complexity would be the

same. Unfortunately, this could not happen because the sampling pattern ignores the nested finite-sum structure of the
original problem. Technically, this additional factor is inherently due to the property of the infinity norm (dual norm of ℓ1
norm), which scales up the factors from m coordinates when added together. Mathematical details are explicitly explained
in Lemma C.6 and Remark C.7.

C.4. Omitted Proofs

We present the omitted proofs for the lemmas and theorems in Appendix C.

Proof of Lemma C.1. First, we study the first-order moment information of the stochastic gradient in (89). Considering the
stochastic gradient w.r.t. w, it follows that

E[∇wF (z; ξ
s
k)] = E

[
mn̄

nli
qli∇ℓ(w; ξl)

]
=

mn̄∑
l=1

1

mn̄
· mn̄
nli

qli∇ℓ(w; ξl) = ∇wF (z). (96)

Then we consider the stochastic gradient w.r.t. q. Denote by ei ∈ Rm as the one-hot vector that has an i-th component 1
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with the rest component being 0. It follows that

E[∇qF (z; ξ
s
k)] = E

[
mn̄

nli
ℓ(w; ξl) · eli

]
=

mn̄∑
l=1

1

mn̄
· mn̄
nli

ℓ(w; ξl) · eli = ∇qF (z). (97)

Secondly, we analyze the continuity of the second-order moment of the stochastic gradient in (89). According to Lemma C.6,
we specify the following upper bound for the stochastic gradient w.r.t. w with Ci =

mn̄
nli

:

E
[∥∥∇wF (z

+; ξsk)−∇wF (z; ξ
s
k)
∥∥2
w,∗

]
≤2L2

∥∥w+ −w
∥∥2
w

m∑
li=1

mn̄

nli
q+
li
+ 2G2

m∑
li=1

mn̄

nli

(
q+
li
− qli

)2
≤2mn̄L2

∥∥w+ −w
∥∥2
w

m∑
li=1

q+
li

nmin
+ 2mn̄G2

m∑
li=1

(
q+
li
− qli

)2
nmin

≤2m n̄

nmin
L2
∥∥w+ −w

∥∥2
w
+ 2m

n̄

nmin
G2
∥∥q+ − q

∥∥2
1
.

(98)

Correspondingly, we consider the stochastic gradient w.r.t. q based on Lemma C.6,

E
[∥∥∇qF (z

+; ξsk)−∇qF (z; ξ
s
k)
∥∥2
∞

]
≤

m∑
li=1

mn̄

nli
·G2

∥∥w+ −w
∥∥2
w
= m2 n̄

n̄h
G2
∥∥w+ −w

∥∥2
w
. (99)

We finish the proof by following the similar merging process in (35) (cf. the proof of Lemma 4.3).

The following derivation process is analogous to the proof of Lemma C.1.

Proof of Lemma C.2. First, we study the first-order moment information of the stochastic gradient in (93). Considering the
stochastic gradient w.r.t. w, it follows that

E[∇wF (z; ξ
s
k)] = E

[
E
[
mqli∇ℓ(w; ξl)

∣∣∣li]] = E [mqli∇Rli(w)] =

m∑
li=1

1

m
·mqli∇Rli(w) = ∇wF (z). (100)

Then we consider the stochastic gradient w.r.t. q.

E[∇qF (z; ξ
s
k)] = E

[
E
[
mℓ(w; ξl) · eli

∣∣∣li]] = E [mRli(w) · eli ] = ∇qF (z). (101)

Secondly, we analyze the continuity according to Lemma C.6. With Ci = m, it holds that:

E
[∥∥∇wF (z

+; ξsk)−∇wF (z; ξ
s
k)
∥∥2
w,∗

]
≤2L2

∥∥w+ −w
∥∥2
w
+ 2G2

m∑
li=1

m
(
q+
li
− qli

)2
≤2mL2

∥∥w+ −w
∥∥2
w

m∑
li=1

q+
li

nmin
+ 2mG2

∥∥q+ − q
∥∥2
1
.

(102)

E
[∥∥∇qF (z

+; ξsk)−∇qF (z; ξ
s
k)
∥∥2
∞

]
≤

m∑
li=1

m ·G2
∥∥w+ −w

∥∥2
w
= m2G2

∥∥w+ −w
∥∥2
w
. (103)

The proof is finished by a simple merging process as in (35).

Proof of Theorem C.4. The theoretical guarantee is a direct application of Alacaoglu & Malitsky (2022, Theorem 8). We
only need to substitute the Lipschitz constant by Lc.
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Proof of Corollary C.5. First, we investigate the order of Lc according to the sampling strategy.

For uniform sampling, we have a data-dependent Lu in (90). The value of n̄
nmin

ranges from 1 to n̄, indicating that the order

could be worse as Θ(m). Due to the fact that n̄
n̄h
≥ 1, we can derive that Lu = O

(
m
√
lnm

)
. For importance sampling,

we can directly assert that Li = O
(
m
√
lnm

)
in view of (94). Therefore, we conclude that Lc = O

(
m
√
lnm

)
.

Before calculating the computation complexity, we need to verify the tightness of the Lipschitzness. A linear loss item for
ℓ(·; ξ) realizes the lower bound. From Lemma C.6 and Remark C.7 we can further confirm that the order of Lc could not be
improved.

The inner loop and outer loop of Algorithm 3 require Θ(KS) and Θ(mn̄S) computations in total, respectively. To set
the two costs in the same order, we choose K = Θ(mn̄). Consequently, we have S = O

(
Lc

ε
√
mn̄

)
. Therefore, we derive

a complexity of O
(

Lc

√
mn̄

ε

)
. Because the initial cost for the full gradient is mn̄ and Lc = O

(
m
√
lnm

)
, we get a total

complexity of O
(
mn̄+ m

√
mn̄ lnm
ε

)
.

Finally, we present a technical lemma used in the previous analysis, in which we can see why ALEG goes beyond the pure
extension of MPVR.
Lemma C.6. Let Ci =

mn̄
nli

for uniform sampling and Ci = m for importance sampling, then for any z+, z ∈ Z , we have
the following estimate

E
[∥∥∇wF (z

+; ξsk)−∇wF (z; ξ
s
k)
∥∥2
w,∗

]
≤ 2L2

∥∥w+ −w
∥∥2
w

m∑
li=1

Ciq
+
li
+ 2G2

m∑
li=1

Ci

(
q+
li
− qli

)2
(104)

for the stochastic gradient w.r.t. w, and

E
[∥∥∇qF (z

+; ξsk)−∇qF (z; ξ
s
k)
∥∥2
∞

]
≤

m∑
li=1

Ci ·G2
∥∥w+ −w

∥∥2
w

(105)

for the stochastic gradient w.r.t. q.

Proof. Using the tower rule, it’s straightforward to verify that

E
[
C2

i

]
=

m∑
li=1

C2
i

Ci

nli∑
j=1

1

nli
=

m∑
li=1

Ci (106)

holds for both sampling techniques. For the stochastic gradient w.r.t. w, we have

E
[∥∥∇wF (z

+; ξsk)−∇wF (z; ξ
s
k)
∥∥2
w,∗

]
=E

[
C2

i

∥∥q+
li
[∇ℓ(w+; ξl)−∇ℓ(w; ξl)] +

(
q+
li
− qli

)
∇ℓ(w; ξl)

∥∥2
w,∗

]
≤2E

[
C2

i

∥∥q+
li

[
∇ℓ(w+; ξl)−∇ℓ(w; ξl)

]∥∥2
w,∗

]
+ 2E

[
C2

i

∥∥(q+
li
− qli

)
∇ℓ(w; ξl)

∥∥2
w,∗

]
≤2

m∑
li=1

Ci

nli∑
j=1

1

nli

∥∥q+
li

[
∇ℓ(w+; ξl)−∇ℓ(w; ξl)

]∥∥2
w,∗ + 2E

[
C2

i

(
q+
li
− qli

)2 ∥∇ℓ(w; ξl)∥2w,∗

]

≤2
m∑

li=1

nli∑
j=1

Ci

nli

∥∥[∇ℓ(w+; ξl)−∇ℓ(w; ξl)
]∥∥2

w,∗ + 2

m∑
li=1

Ci

(
q+
li
− qli

)2 nli∑
j=1

1

nli
∥∇ℓ(w; ξl)∥2w,∗

≤2
m∑

li=1

nli∑
j=1

Ciq
+
li

nli
L2
∥∥w+ −w

∥∥2
w
+ 2

m∑
li=1

Ci

(
q+
li
− qli

)2 nli∑
j=1

1

nli
G2

≤2L2
∥∥w+ −w

∥∥2
w

m∑
li=1

Ciq
+
li
+ 2G2

m∑
li=1

Ci

(
q+
li
− qli

)2
.

(107)
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As for the stochastic gradient w.r.t. q, we have

E
[∥∥∇qF (z

+; ξsk)−∇qF (z; ξ
s
k)
∥∥2
∞

]
≤E

[∥∥Ci

[
ℓ(w+; ξl)− ℓ(w; ξl)

]
· eli

∥∥2
∞

]
≤E

[
C2

i

[
ℓ(w+; ξl)− ℓ(w; ξl)

]2]
≤E

[
C2

i

]
·G2

∥∥w+ −w
∥∥2
w
.

(108)

Plug the result for E
[
C2

i

]
into (108) yields the desired estimate.

Remark C.7. The subtle issue is closely related to the property of the infinity norm as shown in the second inequality
of (108), where the aggregation of the infinity norm for m one-hot vectors scales up by m times. However, our group
sampling-based stochastic gradient construction can solve this issue by switching the order of the summation and infinity
norm (check (33) to see our estimate), and thereby produce a better stochastic gradient with lower Lipschitz constant.

31


	Introduction
	Related Work
	Group Distributionally Robust Optimization
	Empirical GDRO and Empirical MERO
	Finite-Sum Convex-Concave Optimization
	Complexity Comparisons

	Preliminaries
	Notations
	Definitions and Assumptions
	Bregman Setups

	Algorithm for Empirical GDRO
	Our Algorithm
	Theoretical Guarantee

	Algorithm for Empirical MERO
	Experiments
	Setup
	Results for Empirical GDRO
	Results for Empirical MERO

	Conclusion
	Analysis for Empirical GDRO
	Preparations
	Variance-Reduced Routine
	Convergence and Complexity

	Analysis for Empirical MERO
	Optimization Error
	Stage 1: Excess Empirical Risk Convergence
	Stage 2: Empirical GDRO Solver Convergence

	Revisiting MPVR as a Black Box
	Problem Formulation
	Construction of Stochastic Gradients
	Uniform Sampling
	Importance Sampling

	Loose Complexity Bound
	Omitted Proofs


