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Abstract

There has been significant research on pro-001
pagandistic content detection across different002
modalities and languages. However, most stud-003
ies have primarily focused on detection, with004
little attention given to explanations justify-005
ing the predicted label. This is largely due006
to the lack of resources that provide explana-007
tions alongside annotated labels. To address008
this issue, we propose a multilingual (i.e., Ara-009
bic and English) explanation-enhanced dataset,010
the first of its kind. Additionally, we introduce011
an explanation-enhanced LLM for both label012
detection and rationale-based explanation gen-013
eration. Our findings indicate that the model014
performs comparably while also generating ex-015
planations. We will make the dataset and ex-016
perimental resources publicly available for the017
research community.1018

1 Introduction019

The proliferation of propagandistic content in on-020

line and social media poses a significant chal-021

lenge to information credibility, shaping public022

opinion through manipulative rhetorical strate-023

gies (Da San Martino et al., 2019). Automatic024

propaganda detection has been an active area of025

research, with studies focusing on textual (Barrón-026

Cedeno et al., 2019), multimodal (Dimitrov et al.,027

2021a), and multilingual approaches (Piskorski028

et al., 2023b; Zhang and Zhang, 2022). However,029

majority of existing systems lack the ability to pro-030

vide a justification as a form of model prediction031

explanation, which could greatly benefit end-users,032

improving their critical media literacy and increas-033

ing their trust in system’s predictions.034

Yu et al. (2021) developed interpretable models035

for propaganda detection in news articles, com-036

bining qualitative features with pre-trained lan-037

guage models to enhance transparency. More re-038

cently, Zavolokina et al. (2024) conducted a user039
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Figure 1: Example of a news sentence and its explana-
tion and quality assessment process.

study in which GPT-4 was used for propaganda 040

detection and explanation generation. They demon- 041

strate that explanations foster critical thinking and 042

highlight their importance. However, the current 043

literature has paid little to no attention to devel- 044

oping datasets that include explanations alongside 045

annotated propaganda labels. To address this gap, 046

we propose a large multilingual (i.e., Arabic and 047

English) explanation-enhanced dataset for propa- 048

ganda detection. We build upon existing datasets, 049

including ArPro (Hasanain et al., 2024a) and the 050

SemEval-2023 English dataset (Piskorski et al., 051

2023a), enhancing them with explanations. Given 052

the complexity of manually generating explana- 053

tions and the higher reliability reported for GPT-4- 054

based explanation generation (Wang et al., 2023), 055

we opted to use a stronger LLM for explanation 056

generation and manually checked for quality as- 057

surance. Figure 1 shows an example of a news 058

sentence, its explanation, and human evaluation 059

process. The developed dataset can be used to train 060

specialized LLMs for propaganda detection and to 061

provide explanations for their predictions. To this 062

end, our contributions to this study are as follows: 063

• We introduce an explanation-enhanced dataset 064

for propaganda detection, consisting of ap- 065

proximately 21k and 6k news paragraphs and 066

tweets for Arabic and English, respectively. 067

• To ensure the quality of the LLM-generated 068

explanations, we manually evaluate explana- 069
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Split # Articles #items Avg (W) Avg Exp. (W) % Prop.
Arabic

Train 8,103 18,453 32.4 48.1 63.8%
Dev 822 1,318 32.6 47.9 64.4%
Test 835 1,326 35.1 48.7 61.3%

Total 8,913∗ 21,097 32.6 48.1 63.7%
English

Train 250 4,472 24.0 61.2 26.9%
Dev 204 621 23.9 61.6 27.9%
Test 225 922 23.7 61.2 27.9%

Total 250∗ 6,015 24.0 61.2 27.2%

Table 1: Distribution of Arabic and English datasets.
Exp.: explanation. Data items: annotated data elements
including paragraphs and tweets. ∗ Total unique articles.
Prop.: Propagandistic. W: # Words

tions of the test set for each language.070

• Our comparative experiments show that the071

proposed LLM matches transformer-based072

models in performance while additionally pro-073

viding explanations for its predictions.074

2 Dataset075

We investigate LLMs’ ability for explainable pro-076

paganda detection in both a high-resource language077

(English) and a lower-resource language (Arabic).078

In this work, we extend existing datasets with natu-079

ral language annotation explanations generated by080

OpenAI o1, and evaluated by humans.081

2.1 Arabic Propaganda Dataset082

Building upon the ArPro Arabic dataset (Hasanain083

et al., 2024a), we follow the same annotation ap-084

proach to build a larger dataset by collecting and085

annotating 7K paragraphs. Furthermore, this ex-086

tension includes collecting and annotating tweets,087

to examine propaganda use in social media. Even-088

tually, our Arabic dataset comprises two types of089

annotated documents: tweets and news paragraphs.090

The news paragraphs are extracted from articles091

published by 300 distinct news agencies, captur-092

ing a broad spectrum of Arabic news sources. It093

covers a diverse range of writing styles and topics094

including 14 different topics such as news, politics,095

human rights, and science and technology. As for096

the tweets subset, we start from a manually con-097

structed set of 14 keywords and phrases, covering098

the topic of Israeli-Palestinian war, targeting sub-099

topics popular during October and early November100

2023. We use Twitter’s search API to search for101

tweets posted during the second week of November102

2023 and matching the collected phrases, resulting103

in 5.7K tweets to annotate.104

Data was annotated following a two-phase ap-105

proach (Hasanain et al., 2024a). In the first phase, 106

3 annotators independently examine each data item 107

(paragraph or tweet) and label it with propagandis- 108

tic techniques. In the second phase, 2 expert anno- 109

tators examine annotations from the first phase and 110

resolve any conflicts. Finally, the dataset set was 111

split into training, development, and testing subsets 112

following a stratified sampling approach. 113

2.2 English Propaganda Dataset 114

The English dataset is composed of 250 articles, 115

collected from 42 unique news sources, coming 116

from all political positions. The articles are man- 117

ually cleaned of any artifacts mistakenly included 118

during collection, such as links. The articles in- 119

clude topics that trended in the late 2023 and early 120

2024, with discussions of politics and the Israeli- 121

Palestinian war covering 60% of the articles. Each 122

article is annotated by at least 2 annotators and 123

reviewed by 1 curator, whose task is to resolve 124

inconsistencies between annotations. During the 125

whole process, random checks of the annotations 126

are carried out to verify the quality and give feed- 127

back on inaccuracies. To create the dataset, the 128

articles are divided into sentences and split into 129

three subsets: training, development and testing. 130

Note that these datasets are annotated for fine- 131

grained propaganda detection; however, for this 132

study, we perform classification and explanation 133

generation in a binary setup. 134

2.3 Explanation Generation 135

We use OpenAI o1 to generate natural language ex- 136

planations for gold propaganda annotations. This 137

LLM is designed to have superior reasoning capa- 138

bilities2 which we believe are required for the task 139

at hand. During pilot studies, we experimented 140

with another highly-effective LLM, GPT-4o and 141

a variety of prompts. Our manual evaluation of 142

different samples in English and Arabic revealed 143

that explanations generated by OpenAI o1 are bet- 144

ter on average (following the quality assessment 145

described in the next section). Eventually, the fol- 146

lowing prompt is used for explanation generation: 147

“Generate one complete explanation shorter than 148

100 words on why the paragraph as a whole is 149

[gold label (propagandistic/not propagandistic)]. 150

Be very specific in this full explanation to the para- 151

graph at hand. Your explanation must be fully in 152

[language].” 153

2https://openai.com/index/
introducing-openai-o1-preview/
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Quality of Generated Explanations We verify154

the quality of the generated explanations by hu-155

man evaluation. We used a 5-point Likert scale156

for various evaluation metrics selected from rele-157

vant studies on natural language explanation evalu-158

ation (Huang et al., 2024, 2023; Zavolokina et al.,159

2024), including informativeness, clarity, plausi-160

bility, and faithfulness. Evaluation was carried out161

for Arabic and English datasets on the full test set.162

We provided detailed annotation instructions guide-163

lines (see in Appendix A) for the human evaluators164

and each explanation assessed by three evaluators165

(see in Appendix C).166

In Table 2, we report the average scores for all167

evaluation metrics. We first compute the average168

across annotators for each explanation and then169

across all explanations. In addition, we also com-170

puted the annotation agreement on ordinal scales by171

adopting the agreement index r∗wg(j) (James et al.,172

1984), which compares the observed variance in173

ratings to the maximum possible variance under174

complete disagreement. As presented in Table 5,175

the values above 0.89 for Arabic and 0.94 for En-176

glish suggest a strong agreement (O’Neill, 2017).177

The results also suggest that OpenAI o1 generally178

generates explanations that are of high quality, con-179

sidering the metrics at hand (e.g., clarity).180

Data Faithfulness Clarity Plausibility Informative

Arabic 4.35 4.49 4.42 4.26
English 4.72 4.76 4.71 4.71

Table 2: Average Likert scale value for each human
evaluation metric across different sets of explanations.

3 LLM for Detection and Explanation181

Model. For developing an explanation-enhanced182

LLM, we adapted Llama 3.1 8B Instruct, a robust183

open-source model with strong multilingual capa-184

bilities (Dubey et al., 2024). We selected the 8B185

variant over larger versions (70B, 45B) due to the186

high computational cost of fine-tuning and infer-187

ence. Llama-3.1 8B has also shown strong perfor-188

mance in relevant multilingual tasks (Pavlyshenko,189

2023; Kmainasi et al., 2024).190

Instruction-following dataset. We constructed191

the instruction-following datasets with the aim of192

enhancing the model’s generalizability and to guide193

the LLM to follow user instructions, which is a194

standard approach to fine-tune an LLM (Zhang195

et al., 2023). To create versatile instructions, we196

prompt state-of-the-art LLMs including GPT-4o, 197

and Claude-3.5-sonnet to generate instructions (See 198

Appendix D). Using each LLM, we created ten 199

diverse English instructions per language. Each 200

instruction is uniformly distributed across dataset 201

samples. Each sample is structured with system, 202

user and assistant prompts, where user prompt is 203

defined as Instruction + {input_text}, and assistant 204

prompt is defined as Label: {class_label} Explana- 205

tion: {explanation}. 206

Training. Due to limited computational re- 207

sources, we adopted Low-rank Adaptation 208

(LoRA) (Hu et al., 2022) for training as a parameter- 209

efficient fine-tuning technique. LoRA captures 210

task-specific updates through low-rank matrices 211

that approximate full weight updates. 212

Parameters Setup. We fine-tune the model for 213

two epochs using mixed-precision training with 214

bfloat16 (bf16). LoRA hyperparameters are set 215

with a rank and α of 128, a dropout rate of 0.1, and 216

a learning rate of 2e-4. Optimization is performed 217

using AdamW (Loshchilov and Hutter, 2017), with 218

a weight decay of 0.01 to regularize the model and 219

mitigate overfitting by penalizing weights during 220

optimization. The learning rate follows a cosine 221

decay schedule, gradually decreasing over time to 222

aid model convergence. We maintain a consistent 223

LoRA learning rate of 2e-4 across all trained mod- 224

els. Training is conducted on four NVIDIA A100 225

GPUs using Distributed Data Parallel (DDP) (Bai, 226

2022). We set a per-device batch size of 4 and 227

use gradient accumulation with 2 steps, effectively 228

achieving an overall batch size of 32. 229

Evaluation. For the evaluation, we used a zero- 230

shot approach and selected a random instruc- 231

tion from our instruction sample as a prompt, 232

which is a common approach reported in a prior 233

study (Kmainasi et al., 2024). The temperature 234

parameter was set to zero to ensure result repro- 235

ducibility. Additionally, we implemented post- 236

processing function to extract the labels and corre- 237

sponding explanations. 238

Evaluation Metrics. To assess classification 239

performance, we used macro and micro F1 240

scores. For evaluating explanations, we used 241

BERTScore (Zhang et al., 2020), which leverages 242

contextual embeddings. Specifically, we computed 243

the F1 score using AraBERT (v2) (Antoun et al., 244

2020) for Arabic and BERT-base-uncased (Devlin 245

et al., 2019) for English.3 246

3BERTScore was chosen over BLEU and ROUGE as it
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Paragraph Gold Llama-Base Llama-FT
Every single person when I
came to them saying, ‘Can
I get a half billion dollar
bond?’

The paragraph is not propa-
gandistic because it merely
conveys an individual’s expe-
rience without attempting to
manipulate the audience’s per-
ception or promote a specific
agenda.

The text appears to be propa-
gandistic because it presents
a personal anecdote that is
likely intended to persuade or
influence the audience, rather
than providing a neutral state-
ment.

The paragraph is not propa-
gandistic because it presents
a straightforward statement
without employing manipula-
tive language or techniques.

Table 3: Generated explanations by different models.

Model F1Micro F1Macro F1BERT

Arabic

AraBERT 0.762 0.749 –
GPT-4o 0.575 0.567 –
Llama 3.1 8B (Base) 0.588 0.588 0.507
Llama 3.1 8B (FT) 0.769 0.750 0.706

English

BERT-base 0.772 0.691 –
GPT-4o 0.649 0.630 –
Llama 3.1 8B (Base) 0.572 0.562 0.596
Llama 3.1 8B (FT) 0.770 0.649 0.747

Table 4: Performance of the proposed model and
baselines. F1BERT is the F1 score computed using
BERTScore for the explanation.

4 Results and Discussion247

We compare our proposed fine-tuned Llama 3.1248

8B Instruct model to baseline models: fine-tuned249

transformer models using AraBERT (as reported250

in Hasanain et al. (2024a)) and BERT-base for251

Arabic and English, respectively. These models252

are commonly-used for the task (Hasanain et al.,253

2023). Note that BERT based models are used for254

label prediction only. Additionally, we compare255

the model’s performance to two LLMs: GPT-4o256

and un-finetuned Llama 3.1 8B Instruct. As Table 4257

shows, the performance of our fine-tuned Llama258

model achieves a micro F1 score that is on par or259

better than other models. Specifically, the model260

significantly outperforms the other LLMs tested.261

As for its performance in explanation, in refer-262

ence to the gold explanations, we observe a 25%263

and 40% improvements over the base model for264

English and Arabic, respectively. The fine-tuned265

model shows better alignment with gold explana-266

tions as demonstrated by the example in Table 4.267

5 Related Work268

Automatic detection of misinformation and propa-269

gandistic content has gained significant attention270

over the past years. Research has explored vari-271

ous problems, including cross-lingual propaganda272

captures semantics, better reflecting explanation quality.

analysis (Barrón-Cedeno et al., 2019), news arti- 273

cle propaganda detection (Da San Martino et al., 274

2019), and misinformation and propaganda related 275

to politics and war. Building on the seminal work 276

of Da San Martino et al. (2019), resources have 277

been developed for multilingual (Piskorski et al., 278

2023a; Hasanain et al., 2023) and multimodal 279

setups (Dimitrov et al., 2021b; Hasanain et al., 280

2024b). Reasoning-based explanations in NLP 281

have advanced fact-checking (Russo et al., 2023), 282

hate speech detection (Huang et al., 2024), and pro- 283

paganda detection (Zavolokina et al., 2024). While 284

binary classifiers effectively identify propaganda, 285

they often lack transparency, making interpretation 286

difficult (Atanasova, 2024). Yu et al. (2021) showed 287

that qualitative reasoning aids deception detection, 288

while Atanasova (2024) emphasized explanation 289

generation for better interpretability. Yet, explicit 290

prediction reasoning for propaganda detection re- 291

mains under-explored, particularly in multilingual 292

settings. Our work addresses the gap by develop- 293

ing a multilingual explanation-enhanced dataset 294

and proposing a specialized LLM. 295

6 Conclusions and Future Work 296

In this study, we introduce a multilingual dataset 297

for propaganda detection and explanation, which 298

is the first large dataset accompanied by explana- 299

tions for the task. For Arabic, we have created a 300

new propaganda-labeled dataset of size 13K sam- 301

ples, consisting of tweets and news paragraphs. 302

Using OpenAI o1, we generated explanations for 303

this dataset, as well as for ArPro (consisting of 304

8K instances), and for English starting from the 305

SemEval-2023 dataset. To ensure quality, we man- 306

ually evaluated the explanations and found they 307

can serve as gold-standard references. We propose 308

an explanation-enhanced LLM based on Llama- 309

3.1 (8B) that matches strong baselines in perfor- 310

mance while providing high-quality explanations. 311

For future work, we plan to extend it to multilabel 312

classification and span-level propaganda detection. 313
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7 Limitations314

Generating manual explanations is inherently com-315

plex. However, providing a rationale alongside the316

predicted label enhances trust and reliability in au-317

tomated systems. Given the challenges of manual318

explanation creation, we relied on OpenAI’s o1 –319

the most capable model at the time of writing – for320

generating explanations in this study. To ensure the321

reliability of these explanations, we conducted a322

manual evaluation based on four criteria: informa-323

tiveness, clarity, plausibility, and faithfulness. The324

preliminary evaluation scores suggest that we can325

use them as gold explanation. For both label pre-326

diction and explanation generation, we focused on327

a binary classification task. However, future work328

should extend this to multiclass and multilabel set-329

tings. Additionally, for fine-tuning, we explored a330

multilingual model (Llama 3.1 8B), leaving room331

for further investigations into other models, includ-332

ing language-centric models.333

Ethics and Broader Impact334

We enhanced existing datasets by incorporating335

explanations. To the best of our knowledge, the336

dataset does not include any personally identifi-337

able information, eliminating privacy concerns. For338

the explanations, we provided detailed annotation339

guidelines. It is important to acknowledge that340

annotations are inherently subjective, which may341

introduce biases into the evaluation process. We en-342

courage researchers and users of this dataset to crit-343

ically assess these factors when developing models344

or conducting further studies.345
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A Annotation Guideline 515

You will be shown a news paragraph, a label as- 516

signed to it, and an explanation for the assigned 517

label. As an annotator, your task is to carefully ex- 518

amine each news paragraph, label, and explanation. 519

Then assess the quality of the explanation provided 520

for the assigned label. Follow the steps below to 521

ensure a thorough evaluation: 522

Analyze the News Paragraph 523

• Read the news paragraph, sentence and/or so- 524

cial media post. 525

• Understand the overall message and potential 526

implications. 527
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Check the Assigned Label528

• Check the given label. The label is the result529

of annotation done by multiple human annota-530

tors.531

Evaluate the Explanation532

• Read the explanation provided for why the533

news paragraph has been assigned its label.534

• Assess the explanation based on the metrics535

below. Each metric is scored on a Likert scale536

from 1-5.537

Metrics538

Informativeness Measures the extent to which539

the explanation provides relevant and meaningful540

information for understanding the reasoning behind541

the label. A highly informative explanation offers542

detailed insights that directly contribute to the justi-543

fication, while a low-informative explanation may544

be vague, incomplete, or lacking key details.545

As an annotator, you are judging if the explana-546

tion is providing enough information to explain the547

label assigned.548

• 1 = Not informative: The explanation lacks549

relevant details and does not help understand550

why the news paragraph is labeled as such.551

• 2 = Slightly informative: The explanation pro-552

vides minimal information, but key details are553

missing or unclear.554

• 3 = Moderately informative: The explanation555

contains some useful details but lacks depth556

or supporting reasoning.557

• 4 = Informative: The explanation is well-558

detailed, providing a clear and meaningful559

justification for the label.560

• 5 = Very informative: The explanation is thor-561

ough, insightful, and fully justifies the label562

with strong supporting details.563

Clarity Assesses how clearly the explanation564

conveys its meaning. A clear explanation is well-565

structured, concise, and easy to understand without566

requiring additional effort. It should be free from567

ambiguity, overly complex language, or poor phras-568

ing that might hinder comprehension.569

As an annotator, you are judging the language570

and the structure of the explanation. Spelling mis-571

takes, awkward use of language, and wrong trans-572

lation will affect this metric negatively.573

• 1 = Very unclear: The explanation is confus-574

ing, vague, or difficult to understand.575

• 2 = Somewhat unclear: The explanation has576

some clarity but includes ambiguous or poorly577

structured statements. 578

• 3 = Neutral: The explanation is somewhat 579

clear but may require effort to fully grasp. 580

• 4 = Clear: The explanation is well-structured 581

and easy to understand with minimal ambigu- 582

ity. 583

• 5 = Very clear: The explanation is highly read- 584

able, precise, and effortlessly understandable. 585

Plausibility Refers to the extent to which an ex- 586

planation logically supports the assigned label and 587

appears reasonable given the news paragraph’s con- 588

tent. A plausible explanation should be coherent, 589

factually consistent, and align with the expected 590

reasoning behind the label. While it does not re- 591

quire absolute correctness, it should not contain 592

obvious contradictions or illogical claims. 593

As an annotator, you are judging if the explana- 594

tion actually supports the label assigned to it. For 595

example, if a text is labeled as “Not Propaganda,” 596

the explanation given should be for that label. 597

• 1 = Not plausible at all: The explanation does 598

not align with the label and seems completely 599

incorrect. 600

• 2 = Weakly plausible: The explanation has 601

some relevance but lacks strong justification 602

or contains logical inconsistencies. 603

• 3 = Moderately plausible: The explanation 604

somewhat supports the label but may be in- 605

complete or partially flawed. 606

• 4 = Plausible: The explanation logically sup- 607

ports the label and is mostly reasonable. 608

• 5 = Highly plausible: The explanation is fully 609

aligned with the label and presents a strong, 610

logical justification. 611

Faithfulness Measures how accurately an expla- 612

nation reflects the reasoning behind the assigned 613

label. A faithful explanation correctly represents 614

the key factors and logical steps that justify the 615

label, without adding misleading or unrelated de- 616

tails. High faithfulness means the explanation stays 617

true to the actual reasoning used for classification, 618

ensuring reliability and consistency. 619

As an annotator, you are judging how well the 620

explanation reflects the logic behind the label. For 621

example, if the explanation claims an implication 622

of the text, it should also present the logical reason- 623

ing behind it. 624

• 1 = Not faithful at all: The explanation is com- 625

pletely unrelated to the given label and does 626

not reflect a valid reasoning process. 627
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• 2 = Weakly faithful: Some elements of the628

explanation are relevant, but much of it is mis-629

leading, inconsistent, or lacks proper justifica-630

tion.631

• 3 = Moderately faithful: The explanation cap-632

tures parts of the reasoning but includes unre-633

lated, unclear, or unnecessary justifications.634

• 4 = Faithful: The explanation aligns well with635

the reasoning behind the label and includes636

relevant, logical details.637

• 5 = Highly faithful: The explanation fully and638

accurately reflects the correct reasoning, with-639

out any misleading or irrelevant information.640

B Annotation Platform641

We present the screenshot of the interface designed642

for the evaluation of LLM generated explanation,643

which consisted of a paragraph, label, and expla-644

nation for the label, annotation guidelines, and645

four different evaluation metrics including infor-646

mativeness, clarity, plausibility, and faithfulness.647

5-point Likert scale is used for each evaluation648

metric and the annotator is asked to follow the an-649

notation guideline to select an appropriate Likert650

scale value for each metric.651

C Annotation Details652

C.1 Annotation Setup653

We recruited annotators who are native Arabic654

speakers and fluent in English, all holding at least655

a bachelor’s degree. Since they were proficient in656

English, they also worked on English news para-657

graphs. We provided annotation guidelines and658

necessary consultation. All annotators had prior659

experience with similar tasks. A total of six an-660

notators participated in the evaluation task. In661

accordance with institutional requirements, each662

signed a Non-Disclosure Agreement (NDA). For663

their compensation, we hired a third-party com-664

pany to manage payments at standard hourly rates665

based on location.666

C.2 Annotation Agreement667

To assess the consistency of human ratings, we
also computed inter-annotator agreement for each
evaluation metric – informativeness, clarity, plau-
sibility, and faithfulness – based on 5-point Likert
scale annotations. We adopted the r∗wg(j) index
(James et al., 1984), a widely used measure for
inter-annotator agreement on ordinal scales, which

Dataset Faithfulness Clarity Plausiblity Informative

Arabic 0.90 0.92 0.89 0.89
English 0.94 0.95 0.94 0.95

Table 5: Annotation agreement for each human evalua-
tion (annotation) metric across datasts.

compares observed variance in ratings to the max-
imum possible variance under complete disagree-
ment. For each item, the agreement score is com-
puted as:

r∗wg(j) = 1−
S2
X

σ2
mv

,

where S2
X is the observed variance across anno- 668

tators and σ2
mv is the maximum variance possible 669

given the scale (computed as σ2
mv = 0.5(X2

U + 670

X2
L)−[0.5(XU+XL)]

2, with XU = 5 and XL = 1 671

for a 5-point scale). This method allows us to 672

capture the degree of consensus among annotators 673

while accounting for the bounded nature of Likert 674

ratings. We report the average r∗wg(j) per metric. 675

In Figure 5, we report the agreement scores for 676

both datasets. The average agreement scores for 677

Arabic and English are above 0.89 and 0.94, re- 678

spectively, for all metrics. These values indicate a 679

strong agreement (O’Neill, 2017). 680

D Prompts 681

To generate instructions for the instruction- 682

following dataset, we prompt the LLMs using the 683

following prompt: We are creating an English 684

instruction-following dataset for an [language] 685

dataset covering the task of propaganda detection 686

with explanation. The user defined the task as fol- 687

lows: Detecting propaganda in a piece of text and 688

explaining why this piece of text is propagandistic. 689

Propaganda can be defined as a form of commu- 690

nication aimed at influencing people’s opinions or 691

actions toward a specific goal, using well-defined 692

rhetorical and psychological techniques. For that 693

task, the labels include: [’non-propagandistic’, 694

’propagandistic’]. Write 10 very diverse and con- 695

cise English instructions making sure the labels 696

provided above are part of the instruction. Only 697

return the instructions without additional text. 698

E Data Release 699

Our proposed dataset4 will be released under 700

the CC BY-NC-SA 4.0 – Creative Commons 701

Attribution 4.0 International License: https:// 702

creativecommons.org/licenses/by-nc-sa/4.0/. 703

4anonymous.com
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Figure 2: A screenshot of the annotation platform for the explanation evaluation of English propaganda.

F Potential Applications704

LLMs capable of detecting propaganda with expla-705

nations have several real-world applications. They706

can enhance social media moderation by identi-707

fying manipulative content, support fact-checkers708

with transparent justifications, and serve as educa-709

tional tools for improving media literacy. Addition-710

ally, such models can aid NGOs and government711

agencies in monitoring disinformation campaigns,712

while offering tools to understand bias in online713

content. By providing interpretable outputs, these714

systems foster trust, accountability, and informed715

decision-making in digital environments.716
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