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Abstract

In this paper, we study the problem of learning the structure of a discrete set of
N tokens based on their interactions with other tokens. We focus on a setting
where the tokens can be partitioned into a small number of classes, and there exists
a real-valued function f defined on certain sets of tokens. This function, which
captures the interactions between tokens, depends only on the class memberships
of its arguments. The goal is to recover the class memberships of all tokens from
a finite number of samples of f . We begin by analyzing this problem from both
complexity-theoretic and information-theoretic viewpoints. We prove that it is
NP-complete in general, and for random instances, we show that on the order
of N ln(N) samples, implying very sparse interactions, suffice to identify the
partition. We then investigate the conditions under which gradient flow dynamics
of token embeddings can reveal the class structure, finding that this is achievable
in certain settings when given on the order of N2 ln2(N) samples.

1 Introduction

Modern machine learning systems are able to learn extremely complicated relations from data. They
often rely on learned embeddings of discrete tokens in a continuous space. This is notably true for
Large Language Models (LLMs) [9, 17, 25, 23] which encode their input by converting text into a
sequence of discrete tokens that are embedded in a high dimensional embedding space and those
embeddings are fed into, e.g., a transformer architecture [28] which allows predicting the next token.
But also in the other domains, e.g., in vision, discrete embeddings are frequently used as a component
of deep learning architectures [27, 10] as this enables capturing complex concepts that are often
discrete.

It was observed that after training, these word embeddings exhibit many interesting structures. The
most prominent example probably is the observation that the difference of the Word2Vec embedding
vectors of the nouns ’king’ and ’queen’ approximately equals the difference of the embeddings of
’man’ and ’woman’ [21, 22]. Similarly, it was found that using word similarity as an inductive bias to
structure latent spaces helps downstream performance [4]. Thus, a properly structured latent space
seems to be an important ingredient to capture the intricate correlations in complex data.

A proper theoretical understanding of such complex models currently remains an elusive goal.
However, there have been various attempts to understand various components of deep learning
models. Many works investigated the behavior of feedforward-networks in particular focusing on
shallow networks [2, 8] and asymptotic regimes [15, 29]. More recently, several works investigated
transformer architectures (often focusing on the one layer case with linearized attention mechanism)
[16, 1, 30, 12]. On a technical level [11] is closely related as they study the large depth limit of
transformers through the lens of particle systems (however in their case time corresponds to depth,
while in our case it corresponds to training time). A feature shared by many of those works is that
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little structure is assumed on the input, i.e., fixed token embeddings are assumed and often those are
even assumed to be isotropic Gaussian.

Here we instead focus on the dynamics of the token embeddings and study how these can recover
structure present in the data. There is no ground truth target for the embeddings for large scale models
used in deep learning and their embeddings need to capture a variety of nuanced correlations and
relations that are hard to formalize. Therefore, we focus on a simplified problem that nevertheless
shares important features with more complex real world settings. One general heuristic is that the
embeddings contain information about the similarity of tokens. We focus here on the strongest form
of similarity, namely equality. Indeed, our central assumption is that tokens can be clustered in a
small number of groups such that tokens within a cluster behave exactly the same, i.e., they interact
in the same manner with other tokens.

Then the central questions is what assumptions allow us to recover a hidden structure. The crucial
feature of this setting is that we only get information about a token by its interaction with other tokens
about which we also only learn through their interaction behavior. Moreover, those interactions
are typically sparse, i.e., we observe only a small subset of all possible interactions. Note that this
setting resembles observations made in the context of collective behavior where a global structure
emerges from local interactions [13, 24, 3]. A related question was investigated in [6] where they
study associative memory and also want to identify a hidden structure, however, they learn the
class memberships directly through the interaction with a class embedding (and they train the
interaction instead of the embedding). In [19] the dynamics of word embeddings and transformer
layers was investigated when the data follows a topic model. This work shares the crucial feature
that membership of a word in a certain topic is only transmitted through the co-occurrence with
other words from the same topic. In contrast to their work, we here do not focus on learning class
membership from token frequencies and in fact consider uniform token distribution. Instead, we view
this problem as a logical inference problem: Given a set of facts about a set of tokens can the hidden
structure of the tokens discovered.

We summarize the main contributions of the paper as follows:

• We introduce a learning problem that shares important features with learning through the
interaction behavior that is crucial for LLMs and complex systems.

• We analyze this problem from a complexity-theoretic viewpoint where we show that it is in
general hard, and from an information-theoretic viewpoint where we show, roughly, that
for N different tokens in the alphabet order N ln(N) samples are sufficient to identify the
latent structure.

• We then carefully investigate the gradient dynamics of token embeddings, finding local
recovery of the cluster structure and global recovery for tensor-product functions on the
tokens if we have more than N2 ln(N) samples for an alphabet with N tokens.

Notation. We write [N ] = {1, . . . , N} for the set of the first N integers. The cardinality of a finite
set A is denoted by |A| and we also denote the standard Euclidean norm of any vector v ∈ Rd by |v|.
The expressions λmax(A) and λmin(A) denote the largest and smallest eigenvalue of a symmetric
matrix A respectively. We denote the uniform distribution over a set A by U(A). For two subsets
A,B ⊂ Rd we denote by A+ B = {a+ b : a ∈ A, b ∈ B} their Minkowski sum. We denote the
permutation group on k elements by Sk. An overview of the used variable names can be found in
Appendix A.

2 Setting and Motivation

In this section, we illustrate our problem with an example and define the setup more formally.
Consider the set of all animals. Those can be grouped into classes such as mammals, birds, or reptiles
(in fact there is a rich hierarchical structure which we ignore here). Those groups were conceived
by findings sets of animals that share many properties. Once these groups are found, we can predict
unobserved properties by first identifying the cluster to which an animal belongs and then predict
that the property is shared with animals in the same cluster. Note that this is a specific instance of
a general problem in scientific inference, where we want to uncover a hidden grouping of similar
entities from sparse observations about these entities.
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Figure 1: Illustration of the setting for I = 3 different groups clustered in 3, 2, and 3 subgroups
respectively. Samples consist of one element of each group, the dashed lines indicate samples (1, 3, 1)
and (3, 7, 6).

Here our main motivation, however, stems from the analysis of large language models where a similar
problem arises implicitly during training. They are trained by next token prediction, so we do not
expect them to learn structure by deductive reasoning such as cows are mammals, and mammals have
lungs, so cows have lungs. Instead, their learning signal is whether a token can be replaced by another
token for a given context. Thus, it is a natural question whether gradient descent-based training on
token embeddings can uncover a hidden cluster structure of the data. Note that if the hidden structure
is recovered, then generalization to unseen prompts is possible.

We now introduce our formal setup that captures key aspects of the discussion. We consider I sets of
N1, N2, . . . , NI tokens or entities (such as words). For simplicity, we identify these with tokens from
the set [Ni]. For each of the sets [Ni] there is a partition Pi in Ki classes which we can identify with
the set [Ki]. Then we can encode the partitions through maps Πi : [Ni] → [Ki] so that the partition
is given by Pi = (Π−1

i (ki))ki∈[Ki], i.e., Πi encode the class membership. We consider the map

Π = Π1 ⊗ . . .⊗ΠI , i.e., Π(n1, . . . , nI) = (Π1(n1), . . . ,ΠI(nI)). (1)

This structure is illustrated in Figure 1 Now we assume that there is a function g : [K1] × [K2] ×
· · · [KI ] → R which depends only on the classes. The map f = g ◦ Π extends this map to the
tokens such that it only depends on the group a token belongs to. In the case where g (and thus f )
maps to {0, 1} this can be interpreted as truth assignments, i.e., a statement consisting of a sequence
(n1, . . . , nI) is true if f(n1, . . . , nI) = 1 and false otherwise and this case is the main motivation of
our work. More generally, f could output the index of a suitable next token where in the 0, 1 case 0
could correspond to a negation while 1 to an end of sentence token. Our goal is to learn the partitions
Pi or, equivalently, Π up to a permutation and thereby identify the hidden structure.

We assume that we are given data in the form of samples (ns, f(ns) where ns = (ns
1, . . . , n

s
I) and

ns
i ∈ [Ni]. In other words, we try to learn the underlying structure from the interactions of a token

with the other tokens, which is the same for every element of the partition. To simplify the notation
and statements, we assume in the following that Ni = N and Ki = K for some N , K and all
1 ≤ i ≤ I . Our main interest concerns the case where N is large, i.e., there are many entities and K
and I are small, i.e., the number of groups is small.

Let us summarize several features that this model shares with real world problem, such as learning
suitable embeddings in latent space.

• Hierarchical structures, i.e., groups of objects that share certain features, as discussed here,
are abundant in language and science.

• We only receive an indirect learning signal for the value of Πi(n) through its interaction
with other tokens.

• Interactions can be very complex, i.e., here the output depends on the interaction of I
different tokens and ignoring parts of the context makes learning infeasible.

On the other hand, many important features are abstracted away, e.g.:

• Here we assume that tokens from the same element of the partition interact in exactly the
same way with other tokens while in reality there are many different partitions of the tokens
depending on the broader context (e.g., we can group species by habitat, color, or, size each
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resulting in different partitions) or there are exceptions, e.g., mammals generally do not lay
eggs but the platypus does.

• Many more complex notions of similarity or further properties of embeddings such as a
vector space structure are not covered. Also, there can be many uninformative features.

• We do not consider noisy data or errors in this work, which is crucial for real world
applications.

3 Complexity-Theoretic and Information-Theoretic Analysis

We now study this learning problem in different settings. Let us first briefly discuss complexity-
theoretic and information-theoretic properties of the learning problem to understand the general
boundaries of this learning task. We first study the information-theoretic viewpoint, i.e., the question
of how many samples are necessary to identify Π (and potentially g). We focus on the case where
we sample Π and the data-samples uniformly at random. To learn an unstructured map [N ]I →
R we generally need of the order N I ln(N I) independent samples (N I when sampling without
replacement).

For the structured setting we show that if Π is drawn uniformly at random then generally order
KIN ln(N) samples are sufficient to learn f and the partition induced by Π. In other words, for
every token ni and each of the KI classes Π−1(k) we need of the order of ln(N) samples n such that
Π(n) = k and ni = ni. In particular, for N ≫ KI any token will interact only with KI ln(N) ≪ N
other tokens, i.e., a very sparse subset of the other tokens.

We require the following necessary condition for identifiability: For every ki ̸= k′i there are
k1, . . . , ki−1, ki+1, . . . , kI ∈ [K] such that

g(k1, . . . , ki−1, ki, ki+1, . . . , kI) ̸= g(k1, . . . , ki−1, k
′
i, ki+1, . . . , kI). (2)

Note that if this condition is indeed necessary because if it is not satisfied then it is not possible to
distinguish Π−1

i (ki) and Π−1
i (k′i). Clearly, we can generally only identify Π up to a permutation

symmetry, i.e., we can only find Π̃ such that there are permutations πi ∈ SK such that Πi = πiΠ̃i.
We have the following result.
Theorem 1. Assume that g : [K]I → R is a function satisfying the assumption (2). Assume we
randomly sample maps Πi such that Πi(ni) = ki with probability K−1 for all i, ni, and ki and
such that (Πi(ni))i∈I,ni∈[N ] are independent. Assume we are given S samples (n, g ◦Π(n)) where
n ∼ U([N ]I). Then there is a constant N0(I,K, η) such that with probability at least 1− 2e−η for
N ≥ N0(I,K, η) and

S ≥ 22I+3IKIN ln(N) (3)

we can recover Π and g up to permutations of [K].

This result is a special case of Theorem 6 in Appendix B which shows similar bounds for arbitrary
maps Π that are not necessarily random. In the more general setting, there are additional dependencies
on the size of the preimages Π−1

i (k). Note that this dependency cannot be avoided because if there
is a k such that |Π−1(k)| = 1 and g(k) = 1 and g(k′) = 0 for k ̸= k′ then order N I samples
are necessary to find n such that Π(n) = k and thus Π. The general proof idea is to bound the
probability that any fixed Π′ ̸= Π is compatible with the dataset. It turns out that it is possible to
bound this probability in terms of the partitions distance of the partitions induced by Π and Π′. Then
we are left with bounding the number of partitions, and we conclude with the union bound. We now
show that this bound is essentially tight.
Theorem 2. Let g : [K]I → R be a function such that g(1, k2, . . . , kI) = g(2, k2, . . . , kI) for all
k2, . . . , kI ∈ [K] except when k2 = k3 = . . . = kI = 1. Assume that N is divisible by K and
that |Π−1

i (k)| = N/K for all i ∈ [I] and k ∈ [K]. Given 3 ≤ S ≤ NKI−1 ln(N/K)/4 samples
(ns, g ◦Π(ns)) where n ∼ U([N ]I) i.i.d. Then the function Π is identifiable with probability at most

2e−
√

N/K .

The proof of this result can be found in Appendix B. Next, we emphasize that while typically a
rather small number of samples is sufficient to learn Π it can generally be very hard to do this
in practice. More concretely, we show that for I ≥ 3 even deciding whether there is a map

4



Π = Π1 ⊗ . . .⊗ΠI : [N ]I → [K]I such that f = g ◦Π given access to samples of the form (ns, ts)
is NP-complete. We show that this is true even if g is known, I = 3 and K = 2.
Theorem 3. Consider the map g : {0, 1}3 → {0, 1} given by

g(k1, k2, k3) = 1k1+k2+k3=2. (4)

Then it is an NP-complete problem to decide given samples of the form (ns
1, n

s
2, n

s
3, t

s) ∈ [N ]3×{0, 1}
whether there is a map Π = Π1 ⊗Π2 ⊗Π3 with Πi : [N ] → {0, 1} such that ts = g ◦Π(ns

1, n
s
2, n

s
3)

for all samples.

The proof of this result can be found in Appendix C. Now that we established under what the
conditions Π can in principle be learned, and clarified that this might be hard in general, we next
discuss how we can find Π in practice. First, we remark that Theorem 3 rules out the existence
of any general fast algorithms to learn Π. Given the combinatorial nature and the hardness of the
problem, it is natural to reformulate the task as a constraint satisfaction problem which can then be
solved using standard SAT solvers (see, e.g., [14] for a review). Indeed, we can introduce Boolean
variables tikn for i ∈ [I], k ∈ [K], and n ∈ [N ] which encode whether Πi(n) = k and rkv for
every k ∈ [K]I and v ∈ Im(f) in the (finite) image of f that encode whether g(k) = v. It is then
relatively straightforward to then express the conditions for the map Π as a constraint satisfaction
problem which is satisfiable if and only if there are maps Π and g such that ts = g(Π(ns)) holds
for all samples. We outline the construction in more detail in Appendix C. We leave the task of
developing and studying efficient algorithms for the considered problem for future work because
the main motivation of this paper is rather to understand how the complex statistical patterns can be
extracted using simple gradient based algorithms. This will be investigated in the next section.

4 Analysis of Gradient Descent Dynamics

In this section, we investigate under what conditions the clustering induced by Π can be learned
using gradient descent on token embeddings. Our main finding is that for uniformly random Π and S
sufficiently large gradient descent can be used to uncover or at least preserve the cluster structure of
the embeddings. This shows that while the general problem is NP hard typical random instances with
sufficiently many samples can be solved with straightforward algorithms quickly. This is in spirit
similar to the results found in, e.g., [5]. Let us start by introducing the setting.

Setting. We assume that we have token embeddings for each of the I sets [N1] to [NI ], i.e., we
assume that there are vectors v(i, n) ∈ RD for some D and all i ∈ [I], n ∈ [N ]. Based on these
embeddings, we assume that we are given a function f̂ : RID → R that transforms the embeddings
into a prediction. We will abuse notation and write for n ∈ [N ]I

f̂(n) = f̂(v(1,n1), . . . , v(I,nI)), (5)

i.e., we will suppress the map from tokens to embeddings in the notation.

Now we consider gradient descent for the embedding vectors using the least square loss on training
samples, i.e., the loss of a sample (n, t = f(n)) is (f̂(n)− f(n))2.

We assume that we are given a dataset D = {n1, . . . ,nS} ∼ U([N ]I)S . Then the empirical loss
reads (the division by 2 is convenient for the gradient evaluation later)

L̂((v(i, n))i∈[I],n∈[N ]) =
1

2

S∑
s=1

(f̂(ns)− f(ns))2. (6)

We also define shorthands for certain concatenations of embeddings. For a sample n ∈ [N ]I we
denote the collection of embeddings by v(n) = (v(1,n1), . . . , v(I,nI)). Using the convention (5)
we can then write f̂(v(n)) = f̂(n).

Moreover, we define v̄(i) ∈ RDN as the concatenation of the vectors v(i, 1), . . . , v(i, n), i.e., the
combined embedding for the i-th slot and v̄ ∈ RDNI as the concatenation of the vectors v̄(i) for
1 ≤ i ≤ I , i.e., all token embeddings concatenated. We consider the regularized loss given by

R̂λ(v̄) =
N

S
L̂(v̄) + λ

2
|v̄|2. (7)
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Note that the scaling by N/S (instead of usual 1/S) is natural because every token embedding v(i, n)

occurs in approximately S/N of the samples and so the scaling ensures that the gradient of R̂λ with
respect to the token embedding v(i, n) is of order one. Now, we consider the continuous gradient
descent of the loss with respect to the embeddings, i.e., we consider (omitting the time variable from
the notation)

v̇(i, n) = − d

dv(i, n)
R̂λ(v̄) = −N

S

d

dv(i, n)
L̂(v̄)− λv(i, n). (8)

This introduces a time dynamics on the token embeddings. We indicate the time dependence by
v(i, n, t) but we drop t if not necessary. Our main goal is to understand which conditions ensure that
the token embeddings v(i, n, t) and v(i, n′, t) converge to each other if Πi(n) = Πi(n

′) as t → ∞.
To investigate this we define the center of the class embeddings by

w(i, k, t) =
1

|Π−1
i (k)|

∑
n∈Π−1

i (k)

v(i, n, t) (9)

and we consider the deviations from the class centers given by

δ(i, n, t) = v(i, n, t)− w(i,Πi(n), t). (10)

Thus the vectors δ(i, n, t) capture whether we recover the cluster structure, in particular if all norms
|δ(i, n, t)| are small then we essentially recovered the hidden structure. Therefore, we define

δmax(t) = max
i∈[I]

max
n∈[N ]

|δ(i, n, t)|. (11)

Similarly, to the notation introduced before we consider for k ∈ [K]I the vector w(k) =
(w(1,k1), . . . , w(I,kI)). As in (5) we abuse notation and write

ĝ(k) = f̂(w(k)) = f̂(w(1,k1), . . . , w(I,kI)). (12)

Similar to v̄(i) and v̄ we introduce w̄(i) as the concatenation of (w(k, i))k∈[K] and w̄ as the
concatenation of w̄(i).

Assumptions. Our first result for the gradient dynamics states that clusters are stable under the
dynamics if the initial loss is sufficiently small. More precisely, this means that we assume that
v(i, n) and v(i, n′) are close initially whenever Πi(n) = Πi(n

′), i.e., δmax(0) is small. In addition,
we assume that |ĝ(k)− g(k)| is small. To capture this we define

rmax(t) = max
k∈[K]I

|ĝ(w(k, t))− g(k)|. (13)

Then the result shows that δmax stays small for all times if S ≳ N2 under mild additional assumptions.
In other words, if we start from the correctly learned substructures and ĝ(k) ≈ g(k) for all k ∈ [K]I

then this remains true for all times. Note that while we phrase smallness as an assumption on the
mean embeddings w(i, k) this is generally a consequence of δmax small and a small empirical loss
L̂(v̄). Let us now state the required assumptions.
Assumption 1. We assume that the map Π : [N ]I → [K]I is approximately balanced which means
that for all i ∈ [I], k ∈ [K]

N

2K
≤ Π−1

i (k) ≤ 2N

K
. (14)

This assumption ensures that clusters are of approximately equal size. We have already seen in
Section 3 that different cluster sizes increase the sample complexity of learning Π.
Assumption 2. We assume that there is a convex set Ω ⊂ RD and a constant M ′ ≥ 1 such that the
following bound holds

sup
v∈ΩI

sup
i1,i2,i3∈[DI]

max
(
|f̂(v)|, |∂i1 f̂(v)|, |∂i1 f̂(v)|, |∂i1∂i2∂i3 f̂(v)|

)
≤ M ′ =

√
M

4
. (15)

Here it is convenient to introduce M = 16M ′2 so that later certain errors in a Taylor approximation
are bounded by M . We also assume that

max
k∈[K]I

|g(k)| ≤ M ′ =

√
M

4
. (16)

6



This is a rather mild assumption. For C3 functions f̂ and Ω bounded this is always true. The next
assumption entails a rigidity of approximate minimizers of the loss.
Assumption 3. We assume that for all embeddings w(i, k) ∈ RD for i ∈ [I], k ∈ [K] that satisfy

rmax = max
k∈[K]I

|f̂(w(k))− g(k)| ≤ 1 (17)

the bound

ω0 = min
k,i

λmin

 ∑
k∈[K]I ,ki=k

∇w(i,k)f̂(w(k))⊗∇w(i,k)f̂(w(k))

 > 0 (18)

holds for some positive constant ω0. Of course, the bound rmax ≤ 1 could be replaced by any other
constant.

Note that this condition can only hold if D ≤ KI−1, i.e., the latent space dimension cannot be too
large. The high level intuition of this assumption is essentially that (at least if

∑
k(f̂(w(k))− g(k))2

is small) there is no direction v ∈ RD such that v · ∇w(i,k)f̂(w(k)) ≈ 0 for all k such that ki = k,
i.e., we cannot move one single embedding without changing the output f̂(w(k)) for at least one k.
If this condition does not hold, then we cannot guarantee that

∑
k(f̂(w(k))− f(k))2 is minimized

for a unique w(i, k) (for all other embeddings fixed). This generally prevents concentration of v(i, n).
Note that this condition does not ensure that there is a unique minimizer w̄, in particular there could
still be a rotationally invariant family of embeddings w(i, k) such that f̂(w(k)) = g(k) for all
k ∈ [K]I . Finally, we need a further mild assumption that ensures that mean token embeddings
w(i, k) stay bounded in some set if the loss is small. This can be achieved, e.g., if f̂ → ∞ if
|w(k)| → ∞.
Assumption 4. We assume that for all collections of mean embeddings w(i, k) ∈ RD for i ∈ [I],
k ∈ [K] that satisfy

rmax = max
k∈[K]I

|f̂(w(k))− g(k)| ≤ 1 (19)

there is a convex set Ω0 ⊂ Rd such that w(i, k) ∈ Ω0 for all i ∈ [I], k ∈ [K]. Again, the right-hand
side of the bound rmax ≤ 1 could be replaced by any other constant.

Results. The first stability theorem can then be stated as follows.
Theorem 4. Let Π : [N ]I → [K]I be approximately balanced as stated in Assumption 1 Assume
that the functions g : [K]I → R and f̂ : RID → R satisfy Assumption 3 for some ω0 > 0 and
Assumption 4 for some convex set Ω0. Assume that Assumption 2 holds for some M and the set
Ω = Ω0 +B2(0). Then there are constants c1, C2, C3, C4 > 0 depending on I , M , D, and ω0 such
that for all initial embeddings v(i, n, t = 0) ∈ RD for i ∈ [I] and n ∈ [N ] satisfying

δmax(0) ≤ C2K
−3I/2, rmax(0) ≤ C3K

−3I/2 (20)

and sample size

S ≥ c1 max
(
K3IN2 ln2(N), N ln(N)K9I/2

)
(21)

the following holds with probability at least 1 − S−1 over the randomness of the dataset. When
considering the gradient dynamics of the embeddings given by (8) the bound

R = lim sup
t→∞

rmax(t) ≤ 1 (22)

holds and moreover

lim sup
t→∞

δmax(t) ≤ C4K
3I/2

√
ln(S)

N

S
R. (23)

In particular δmax(t) → 0 if rmax(t) → 0, i.e., all token embeddings for one fixed class converge to
the same point.
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This result shows that for order N2 ln(N) samples and initialization sufficiently close to a global
minimum the cluster structure remains stable. We do not provide conditions that ensure rmax(t) → 0
which guarantees convergence to 0 loss and perfect recovery of the clusters.

Next we note that we cannot expect the clustering to be stable in general even if δmax(0) is arbitrarily
small if initialization is not close to a minimum. This is true even in the simplest case where
I = K = 1, i.e, we consider gradient descent for a single function value. Then gradient descent
does not necessarily converge to a global minimum and close by points do not necessarily stay close
because gradient descent is not well posed. Let us clarify this by an example.

4 2 0 2 4 6

4

2

0

2

4

6

0 50 100 150 200 250
Gradient steps

0

1

2

3

4

Average distance all embeddings

Figure 2: Simulation of the setting in Theorem 5 with N = 1000, K = I = 3, D = 2, λ = 0,
S = 100.000. (left) trajectories of 50 randomly sampled tokens from 6 different classes. (right)
Average distance of token embeddings within a class for different classes (colored) and average
distance between all pairs of embeddings (black).

Example 1. Assume I = K = D = 1, N > 1, f̂(x) = −x2 + x3 and f(n) = −2. Consider the
dataset D = {1, . . . , n}. Assume that v(1, n, t = 0) ∼ N(0, σ2) for any σ2 > 0. Then the gradient
dynamics introduced in (8) reads

v̇(1, n, t) = f̂ ′(v(1, n, t))(f̂(v(1, n, t))− f(n)) ≈ 4v(1, n, t) if |v(1, n, t)| is small. (24)

We find that v(1, n, t) → 2/3 (which is a local minimum of f̂ as t → ∞ if v(1, n, t = 0) > 0. On
the other hand v(1, n, t) → −1 if v(1, n, t = 0) < 0. So in this case δmax(0) = O(σ2

√
ln(N)) but

δmax(t) → 5/3 as t → ∞. Slight modifications show that also δmax → ∞ is possible.

The previous example shows that without additional assumption, we cannot expect to recover the
structure of the data. Therefore, we impose additional restrictions on the function f̂ . As apparent from
Example 1 and also from the bound in Lemma 1 in Appendix E, it is the curvature of the function f̂
that can push token embeddings of the same class apart. We therefore consider the function class of
slow-wise linear functions defined as follows.
Definition 1. We call f̂ slot-wise linear if for every v = (v(1), . . . , v(I)) ∈ RD×I and any i ∈ [I],
α, β ∈ [D] the relation

d

dvα(i)

d

dvβ(i)
f̂(v) = 0 (25)

holds.

Let us denote for v ∈ RD by ṽ ∈ RD+1 the vector v where we append a 1. The most general
slot-wise linear function is then of the form

f(v) = T (ṽ(1)⊗ ṽ(2)⊗ . . .⊗ ṽ(I)) (26)
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where T : R(D+1)I → R is a linear map. Note that this class covers linearized attention where the
embeddings v(i, n) are split in three separate parts that are used to form key, query, and value vectors.
For this function class we can show stronger clustering results.

Theorem 5. Let Π be approximately balanced, i.e., assume that Assumption 1 holds. Let f̂ : RID →
R be a slot-wise linear. Assume that v(i, n, t) follow the gradient dynamics (8) and that v(i, n, t) ∈ Ω
for all i ∈ [I], n ∈ [N ] and t > 0 for some convex set Ω. Assume that Assumption 2 holds with
constant M for the set Ω. Let C1 be the constant from Lemma 1 (which depends on I , D, M ). Assume
that at initialization

|v(i, n, t = 0)| ≤ λ

8C1
. (27)

Then there are constant C2, C3 ≥ 0 depending on M , I , D, such that for

S ≥ max

(
C2

N2KI−1

λ2
ln2(N/λ), C3

NKI−1

λ4
ln(N/λ)

)
(28)

the bound

δmax(t) ≤ max

(
δmax(0)e

−λt/8,
4C1K

(I−1)/2

λ

√
ln(S)

N

S

)
(29)

holds for all t ≥ 0.

The high level summary of this result is that for order N2 ln(N) samples the clusters can be recovered
up to an error of order λ−1

√
ln(S)N/S. Note that the a-priori assumption that the gradient flow is

restricted to the set Ω might appear difficult to guarantee in practice. However, we conjecture that the
results extend to gradient dynamics clamped at the boundary. Moreover, in Lemma 2 we prove that
the mean embeddings w(i, k, t) stay within a ball of radius R = O(

√
λ
−1

) for all times. This allows
us to prove Theorem 8 which does not require any a-priori bounds on the evolution of v(i, n, t) but
comes at the price that the constants C1, C2, and C3 depend on λ so we cannot infer the explicit λ
dependence. Let us make an important remark.
Remark 1. While we state our results for a fixed function f̂ this function could in principle be
time-dependent, e.g., f̂ could be given by a neural network, and we consider gradient descent not
only on the token embeddings but also on the network parameters. The only requirement is that the
assumptions hold uniformly for all times t. In particular, for Theorem 5 we only need to ensure that
the derivatives of f̂ stay uniformly bounded in time. This can, e.g., be guaranteed by clipping the
parameters of the slot-wise linear map f̂ .

Our results so far show that we can recover the right cluster structure in the sense that the embeddings
from the same group cluster. However, this leaves open whether there is any non-trivial dynamics at
all, i.e., all embeddings could cluster at the same point. This is in general not the case as can be seen
from Corollary 1 which states that in the setting of Theorem 5 and for large times the dynamics of
the cluster-means follow the equation

ẇ(i, k) = −
∑

k∈[K]I ,ki=k

αk,i

2
∇w(i,ki)(ĝ(k)− g(k))2 − λw(i, k) +O

(√
ln(S)

N

S

)
(30)

where (2K)−I ≤ αk,i ≤ (2/K)I are positive numbers. This shows that w(i, k) follow generally
a non-trivial dynamic (and this also justifies the scaling as this expression is of order 1). So in the
generic case the cluster structure will be revealed if the numbers of samples is sufficiently large,
however, there is no general guarantee that the clusters are well separated. As an illustration of this
result we refer to Figure 2 where the clustering of the embeddings becomes apparent.

Proof idea and overview. Let use here give a quick summary of the main steps of the proof
and where to find them. The first important ingredient is an expansion of the loss gradient. We
Taylor expand the loss of a sample v(n) around the point w(Π(n)) to second order with remainder
terms, the relevant calculations can be found in Appendix D (see Proposition 1 for the outcome).
A second ingredient are concentration bounds for certain datapoint-statistics random variables and
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random matrices. Those are derived in Section G with the necessary results collected in Theorem 9.
Combining the Taylor expansion with the concentration result, we can extract the dominant terms of
the expansion (see Appendix E). Moreover, we obtain such an expansion for ẇ(i, k) (see Corollary 1)
and thus the displacements δ̇(i, n) (see Corollary 2). This expansion can then be used to control
∂t|δ(i, n)|2 (see Lemma 1) which is sufficient to control δmax.

Discussion of assumptions Let us contemplate the differences and similarities to training token
embeddings in neural networks.

• For the first main result Theorem 4 we make minimal assumptions on f̂ so this could
in principle be a neural network applied to the token embeddings. The second result,
Theorem 5, is more restrictive but covers subclasses of linearized attention.

• An important feature of the results is that f̂ itself could be time dependent (see Remark 1).

Differences to standard training of neural networks are:

• We use continuous time gradient descent instead of stochastic gradient descent. This is a
frequently used modification and in suitable limits those converge (see, e.g., [20]).

• We use mean squared error, while sequence modelling usually relies on cross entropy loss.
This simplification is frequently used in theoretical analysis, but it is expected that results
generally extend to the non-convex cross entropy loss.

• A more crucial difference is that the embedding space dimension in practice is usually
chosen large to provide large representation capacity. Here D has to be rather small to allow
a unique optimal solution of the token embeddings that allows us to recover the cluster
structure.

5 Conclusion

In this paper, we considered a learning problem where we try to recover a partition of tokens from
their interaction with other tokens. This can be seen as a toy problem for next token prediction in
LLMs, but also more broadly as a problem in scientific inference. We studied this problem from
different perspectives, namely from an information-theoretic, complexity-theoretic, and gradient
descent based viewpoint. We found that order N ln(N) samples are sufficient to recover the partition
for N tokens, while we showed that N2 ln(N) samples are sufficient for gradient based methods.
There are several natural open follow-up questions. First, there are some open questions regarding the
tightness of our analysis of the gradient descent. In particular, it is a natural question whether already
Ω(N ln(N)) samples are sufficient to control δmax which is the information-theoretic threshold and
would be similar to the optimal results for matrix completion [18, 7]). Another interesting question
for future research is whether Theorem 5 holds for standard initialization schemes for the token
embeddings. Secondly, it is of interest to relax the notion of clustering of embeddings to more general
notions that still allow recovering some structure but are also applicable to high dimensional latent
spaces and potentially to multiple partitions and relations on the same tokens (e.g., tokens belonging
to different clusters). Thirdly, it is a natural question whether this work can be connected more closely
to empirical findings.
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Supplementary Material
This supplementary material is structured as follows. We first review the notation used in the paper
in Appendix A. Then we provide the proofs for the information-theoretic results in Section 3 in
Appendix B and the proof of Theorem 3 and a reduction to a constraint satisfaction problem in
Appendix C. The proofs of the main results concerning the gradient flow rely on a careful Taylor
expansion of the loss gradient. This expansion can be found in Appendix D and bounds for this
expansion are derived in Appendix E. Based on these bounds, we can prove our main results in
Appendix F. An important ingredient in bounding the Taylor expansion are concentration results for
the dataset statistics that can be found in Appendix G. Finally, we review some results on random
matrices in Appendix H which are necessary for the concentration bounds and we review the definition
of Kronecker products in Appendix I.

A Overview of Notation used

Let us here collect important notation used throughout the paper and the proofs.

General notation.

• Numbers up to n: [n] = {1, . . . , n}
• Eigenvalues of a matrix: λi(A)

• Largest eigenvalue: λmax(A)

• Operator norm of a matrix: ∥A∥

Notation used in the learning problem.

• Number of slots: I
• Number of tokens for each slot: N
• Number of classes: K
• Number of samples: S
• Map defining the partition in subclasses: Π = Π1 ⊗ . . .⊗ΠI : [N ]I → [K]I

• Function on classes: g : [K]N → R
• Induced function on tokens: f : [N ]I → R, f = g ◦Π

Notation used in the gradient descent analysis.

• Dimension of latent space: D
• Embedding for token n of slot i: v(i, n)
• Token embeddings for a sample n: v(n) = (v(1,n1), . . . , v(I,nI))

• Token embeddings of a slot i: v̄(i) = (v(i, n))n∈[N ]

• All token embeddings: v̄ = (v̄(i))i∈[I]

• Mean of cluster embeddings: w(i, k)
• Sample version: w(k) = (w(1,k1), . . . , w(I,kI))

• Mean token embeddings for slot i: w̄(i) = (w(i, k))k∈[K]

• All mean embeddings: w̄ = (w̄(i))i∈[I]

• Displacements from cluster center: δ(i, n) = v(i, n)− w(i,Πi(n))

• Displacements of a sample: δ(n) = (δ(1,n1), . . . , δ(I,nI))

• Displacements of all tokens for slot i: δ̄(i) = (δ(i, n))n∈[N ]

• Function on token embeddings: f̂ : RDI → R, identified with f̂ : [N ]I → R, f̂(n) =

f̂(v(n))

• Function on classes: ĝ : [K]I → R, ĝ(k) = f̂(w(k))

• Regularization: λ
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B Proofs for Information-Theoretic Results

In this section, we provide the proofs and additional results for Section 3. Let us first start to state the
general information-theoretic bound that handles the case where |Π−1

i (k)| might be of arbitrary size.

Theorem 6. Let g : [K]I → R satisfy (2) and there is a projection Π = Π1⊗. . .⊗ΠI : [N ]I → [K]I .
Assume there is L > 0 such that for every k ∈ [K]I we have Π−1(k) ≥ N I/L. Moreover, assume
for all i ∈ [I] and k ∈ [K] the bound |Π−1

i (k)| ≥ M , i.e., every class has at least M members.
Assume we are given S samples {(ns, g ◦Π(ns)) : s ∈ [S]} where n ∼ U([N ]I). If

S ≥ 2 ·max

(
KI+1L

M
max (ln(K)IN, η) , 2ILN max(2 ln(NK)I, η)

)
(31)

for some η ≥ 2 then with probability at least 1− 6e−η we can recover Π and g up to permutations of
[K]. In other words, for any map Π′ = Π′

1 ⊗ . . . ⊗ Π′
I and g′ such that g ◦ Π(ns) = g′ ◦ Π′(ns).

There are permutations πi ∈ SK such that Πi = πi ◦Π′
i and the corresponding relation holds for g,

g′.

A few remarks to explain this result are in order.
Remark 2. The scaling of S might appear slightly complicated, so let us comment on this. We are
mostly interested in the case where N large and K stays bounded. In addition, we are primarily
interested in the regime where L ≤ CKI bounded and M ≥ cN/K (which holds for random Π), i.e.,
the sampling probability of each class k̄ ∈ [K]I is of similar size. In this case, the first term in the
condition (31) for S stays constant as N → ∞. The second term dominates, and we see that we need
only O(N ln(N)) samples to identify Π and g. This is the setting studied in Theorem 1 in the main
text. The result is essentially tight in this limit (up to the dependence on I) as stated in Theorem 2.
Note that as remarked in the main text, the dependence on L cannot be avoided. Indeed, consider
the extreme case where Πi(n) = 1 for n = 1 and Πi(n) = 2 for n > 1 and g(k1, . . . , kI) = 1 iff
k1 = . . . = kI = 0 and g(k1, . . . , kI) = 1 otherwise. Then we have L = N I and we also need of
order N I samples to sample the point (0, 0, . . . , 0) ∈ [N ]I which is necessary to identify Π.

Proof. Let us first introduce some notation. We denote the set of samples

D = {n1, . . . ,nS}. (32)

Consider two partitions P , Q of a set [N ]. We denote by PA for A ⊂ [N ] the restriction of a partition
to a subset (i.e., {P ∩A : P ∈ P}). The partition distance is defined by

D(P1,P2) = min{|Ac| : PA
1 = PA

2 , A ⊂ [N ]}, (33)

i.e., the minimal number of elements that need to be removed such that the partitions agree.

We call Π′ compatible with the datapoints D if there is a g′ such that g′ ◦ Π′ = g ◦ Π on the data.
Now the general strategy is to consider any other candidate map Π′ and upper bound the probability
that is compatible, i.e., for some function g′ the functions f ′ = g′Π and f agree on the data. We will
then conclude by applying the union bound over maps Π′. Thus, we need to prove an upper bound on
the number of partitions with partition distance at most ∆ and a lower bound on the error probability
for a given ∆. Let us start with the latter. Denote by

Pi = {Π−1
i (k) : k ∈ [K]} (34)

the partition generated by Πi. Consider any other map Π′ = Π′
1 ⊗ . . . ⊗ Π′

I : [N ]I → [K]I with
corresponding partitions P ′

i . We define for any such Π′ the quantity

∆(Π′) = max
i∈[I]

D(Pi,P ′
i) (35)

Assume now that

∆ = ∆(Π′) = D(P1,P ′
1) ≤

M

2
, (36)

and in particular D(Pi,P ′
i) ≤ ∆. Let P1 = {P1, . . . , PK} where Pk = Π−1

1 (k). Let A be a set of
maximal size such that PA

1 = P ′A
1 . After relabeling we can assume that P ′

1 = {P ′
1, . . . , P

′
K} and
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Pk ∩ A = P ′
k ∩ A. By composing Π′

1 with a permutation we can also assume that P ′
k = Π′−1

1 (k).
Moreover,

|P ′
k ∩A| = |Pk ∩A| ≥ |Pk| − |Ac| ≥ |Pk| − |Pk|/2 = |Pk|/2. (37)

The same applies to all partitions Pi and P ′
i . Next, we claim that if f = g ◦Π and f ′ = g′ ◦Π′ agree

on all samples then with probability KIe−
S

2IL over the randomness of the samples g = g′. Define
Ek := Π′−1(k) ∩Π−1(k). Using (37) and the assumption on Π we have that for k ∈ [K]N

|Ek| := |Π′−1(k) ∩Π−1(k)| ≥ 2−I |Π−1(k)| ≥ N I

2IL
. (38)

The probability that none of the S samples is in Ek can then be bounded as follows

P(D ∩ Ek = ∅) =
(
1− |Ek|

N I

)S

≤
(
1− 1

2IL

)S

≤ e−
S

2IL . (39)

Applying the union bound over k we find that

PD(Π
′ is consistent with D for some g′ ̸= g) ≤ KIe−

S

2IL . (40)

Now we bound the probability that g′ = g is compatible, i.e., g ◦Π(ns) = g ◦Π′(ns) for all s ∈ [S].
Let now n1 ∈ [N ]. Denote by En1

⊂ [N ]I the set of all vectors n = (n1, n2, . . . , nI) such that

g ◦Π(n) ̸= g ◦Π′(n) (41)

We now lower bound the size of En1
under the assumption that there is k ∈ [K] such that n1 ∈ P ′

k∩Ac

(where A is as above a set such that PA
1 = P ′A

1 ). Then Π′
1(n1) = k and (by minimality of Ac) we

find n1 /∈ Pk and thus Π1n1 = k̄ ̸= k for some k̄. By assumption, we can find k2, . . . , kI such
that g(k, k2, . . . , kI) ̸= g(k̄, k2, . . . , kI). Consider now any vector n = (n1, n2, . . . , nI) such that
ni ∈ Π−1

i (ki) ∩Π′−1
i (ki). Then, for any such n

g ◦Π(n) = g(k̄, k2, . . . , kI) ̸= g(k, k2, . . . , kI) = g ◦Π′(n) (42)

we conclude that all such n are in En1
By assumption we have∣∣∣∣∣[N ]×

I∏
i=2

(Π−1
i (ki) ∩Π′−1

i (ki))

∣∣∣∣∣ ≥ N I

2IL
. (43)

This implies that

|En1
| ≥ N I−1

2IL
(44)

and therefore

P(En1) ≥
1

2ILN
. (45)

The sets En1 are disjoint so we conclude that E = ∪n1∈[N ]En1
satisfies

P(E) =
∑

n1∈[N ]

P(En1
) ≥ |Ac| 1

2ILN
=

∆

2ILN
. (46)

Now we can upper bound the probability that D is compatible with Π′ and g by

PD(D is compatible with Π′, g) ≤ PD(E ∩ D = ∅) ≤
(
1− ∆

2ILN

)S

≤ e−
S∆

2ILN . (47)

Clearly the same reasoning applies to any other index instead of 1.

The next step is to upper bound the number of such candidate partitions. The number of partitions
such that D(P1,P ′

1) ≤ ∆ can be bounded by (NK)∆, i.e., we ∆ times select one of N tokens and
assign it to another (or the same) class. This bound can be applied to all indices 1 ≤ i ≤ I and by the
union bound, we find that

|{(P ′
1, . . . ,P ′

I) : maxD(P ′
i,Pi) ≤ ∆}| ≤ (NK)I∆. (48)
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Thus we can bound the the probability that any of the maps Π′ (there are more such maps than
partitions because there is a label assigned to each class, but consistency with the data depends only
on the underlying permutation) with 0 < ∆(Π′) ≤ M/2 is consistent with the data is bounded by

PD(∃Π′ with ∆(Π′) ≤ M/2 consistent with D) ≤ I

M/2∑
∆=1

(NK)I∆
(
e−

S∆

2ILN +KIe−
S

2IL

)
. (49)

Here the first term corresponds to the upper bound for the probability that (after permutation) g = g′

is compatible with the data and the second term bounds the probability that any other function is
compatible with the data and I accounts for the fact that any i ∈ [I] can be argmaxi D(Pi,P ′

i).

We now consider the remaining case that there is an index i ∈ [I] such that D(Pi,P ′
i) ≥ M/2 where

we can assume w.l.o.g. that i = 1. As above, let P1 = {P1, . . . , PK} and P ′
1 = {P ′

1, . . . , P
′
K} such

that Pk ∩A = P ′
k ∩A and A is a set of maximal size. We now claim that we can find an index k ̸= k̄

such that

|P ′
k ∩ Pk| ≥

M

2K
and |P ′

k ∩ Pk̄| ≥
M

2K2
. (50)

Indeed, first assume that there is an index k such that |P ′
k ∩ Pk| ≤ M/K. Since |P ′

k| ≥ M there is
another index k̄ such that |P ′

k̄
∩Pk| ≥ M/K. By maximality of A we have Pk∩A = P ′

k∩A = Pk∩P ′
k

and moreover

|P ′
k ∩ Pk|+ |P ′

k̄ ∩ Pk̄| ≥ |P ′
k̄ ∩ Pk|+ |P ′

k ∩ Pk̄| (51)

because otherwise exchanging P ′
k and P ′

k̄
would allow picking a larger A. By our assumption, we

conclude from here that

|Pk̄ ∩ P ′
k̄| ≥ |Pk ∩ P ′

k̄|+ |Pk̄ ∩ P ′
k| − |Pk ∩ P ′

k| ≥
M

K
− M

2K
=

M

2K
. (52)

Thus, in this case |P ′
k̄
∩ Pk̄| ≥ M/(2K) and |P ′

k̄
∩ Pk| ≥ M/K and (50) holds. Assume now to the

contrary that there is no index k such that |P ′
k ∩ Pk| < M/K. The assumption |Ac| ≥ M/2 implies

that there is k such that |Ac ∩ P ′
k| ≥ M/(2K) and by minimality of Ac we find Ac ∩ P ′

k ∩ Pk = ∅
and thus there is k̄ ̸= k such that |P ′

k ∩ Pk̄| = |Ac ∩ P ′
k ∩ Pk̄| ≥ M/(2K2). This finishes the proof

of (50).

We now fix k and k̄ such that |Pk ∩ P ′
k| ≥ M/(2K2) and |Pk̄ ∩ P ′

k| ≥ M/(2K2). Then, by
assumption, we can find k2, . . . , kI ∈ [K] such that k = (k, k2, . . . , kI) and k̄ = (k̄, k2, . . . , kI)
satisfy g(k) ̸= g(k̄).

Moreover |Π−1(k)| ≥ N I/L. Now for every ki there is k′i such that |Π−1
i (ki) ∩ Π′−1

i (k′i)| ≥
K−1|Π−1

i (ki)|. Thus, there is k′ ∈ [K]I such that

I∏
i=2

∣∣Π′−1
i (k′i) ∩Π−1

i (ki)
∣∣ ≥ K−I+1

∣∣∣∣∣
I∏

i=2

Π−1
i (ki)

∣∣∣∣∣ ≥ N I

KI−1L
. (53)

Define Ai = Π′−1
i (k′i) ∩Π−1

i (ki) and A1 = Pk ∩ P ′
k and Ā1 = Pk̄ ∩ P ′

k. Define A = A1 ×A2 ×
. . .×AI and Ā = Ā1 ×A2 × . . .×AI . Note that by (50)

|A|, |Ā| ≥ N I M

2KI+1L
. (54)

Clearly Π′ is constant (and equal to (k, k′2, . . . , k
′
I)) on A ∩ Ā and therefore also g′ ◦Π′ is constant

for any g′. On the other hand, Π(A) = {k} is constant and Π(Ā) = k̄ is constant but

g ◦Π(n) = g(k) ̸= g(k̄) = g ◦Π(n̄) (55)

for n̄ ∈ A and n̄ ∈ Ā. Now Π′ can only be consistent with the data (for any g′) if there is no sample
in A or no sample in Ā, i.e., and thus

PD((Π
′, g′) consistent with D for a g′) ≤ PD(D ∩A = ∅ or D ∩ Ā = ∅)

≤ PD(D ∩A = ∅) + PD(D ∩ Ā = ∅)
(56)
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where we used the union bound in the last step. Then we find using (54) and (56)

PD ((Π′, g′) consistent with D for a g′) ≤ 2

(
1− M

2KI+1L

)S

≤ 2e−
SM

2KI+1L . (57)

Finally, we can bound the number of partitions by the number of maps Πi : [N ] → [K] which implies
that

|{P1, . . . ,PI : Pi partition of [N ] in at most K classes}| ≤ (KN )I = KNI . (58)

So we get the upper bound

PD(∃Π′ such that ∆(Π′) ≥ M/2 and Π′ compatible with D) ≤ 2IKNIe−
MS

KI+1L . (59)

Combining (49) and (59) and using the union bound we find

PD((Π, g) not identifiable up to permutations) ≤ PD( ∃Π′ with ∆(Π′) > 0 is compatible with D)

≤ 2KNIIe−
MS

KI+1L + I

M/2∑
∆=1

(NK)I∆
(
e−

S∆

2ILN +KIe−
S

2IL

)
.

(60)

Note that clearly the assumptions imply M ≤ N/K < N and thus e−S/(2IL) ≤ e−S∆/(2ILN) for
∆ ≤ M/2. We then find (using the simple bound IKI ≤ (2K)I ≤ (NK)I∆ that

M/2∑
∆=1

(NK)I∆
(
e−

S∆

2ILN +KIe−
S

2IL

)
≤ 2

M/2∑
∆=1

e(2 ln(NK)I− S

2ILN
)∆ ≤ 4e−η (61)

for

S ≥ max(4 ln(NK)I2ILN, 2I+1ηLN) (62)

and η > 2 where we bound the geometric sum by twice its largest term. The first summand in (60)
can be bounded by

2IKNIe−
MS

KI+1L = 2e2 ln(K)NI− MS

KI+1L ≤ 2e−η (63)

for

S ≥ max

(
4 ln(K)IKI+1LN

M
,
2ηKI+1L

M

)
. (64)

The proof of Theorem 1 is now a direct consequence of the previous result because when assuming
that a uniformly random map Π is chosen we can estimate the quantities M and L in the previous
theorem with high probability.

Proof of Theorem 1. We observe that |π−1
i (ki)| ∼ Bin(N,K−1). Applying a Chernoff bound on

the tail of the binomial variable we obtain

P
(
|π−1

i (ki)| <
N

K
(1− 1

2 )

)
≤ e−

1
22

N/K
2 = e−

N
8K . (65)

By the union bound we get

P
(

min
i∈[I],k∈[K]

|π−1
i (k)| < N/(2K)

)
≤ KIe−

N
8K = eln(K)I− N

8K ≤ e−η (66)

if N ≥ N0(η,K, I). Note that M ≥ N/(2K) implies that L ≤ (N/M)I ≤ (2K)I . Assuming that
Π is such that the bounds for M and L hold we can apply Theorem 6 and find that for N ≥ N0

sufficiently large (depending on I , K, η) and

S ≥ 22I+3IKIN ln(N) (67)

(we bounded ln(NK) ≤ 2 ln(N)) the maps Π and g are identifiable with probability at least 1− e−η .
Here we used that as N → ∞ the term indicated above is dominating in (31). Now the union bound
over the bad events ends the proof.
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Proof of Theorem 2. As before, we note D = {n1, . . . ,nS}. Assume there is n1 such that Π1(n1) =
1 and such that

D ∩ {n1} ×Π−1
2 (1)× . . .×Π−1

I (1) = ∅. (68)

Then Π′ ̸= Π is compatible with D where Π′
i = Πi for i ≥ 2 and Π1(n) = Π′

1(n) for n ̸= n1 and
Π′

1(n1) = 2 ̸= 1 = Π1(n1) (by assumption on g). Let us denote

An1 = {n1} ×Π−1
2 (1)× . . .×Π−1

I (1) ⊂ [N ]I . (69)

Then

P(ns ∈ An1) =
1

NKI−1
. (70)

To estimate the probability of the event
⋃

n1
{An1 ∩D = ∅} we use Poissonization to make the events

independent. Consider datasets D̃ whose distribution is generated by first sampling S̄ ∼ Poi(2S) and
then conditional on S̄ sample a dataset D̃ as before, i.e., ns ∼ U([N ]I) for s ∈ [S̄]. Then we find
that

|An1 ∩ D̃| ∼ Poi

(
2S

NKI−1

)
(71)

and those events are independent for n1 ̸= n′
1. Thus, we find that

PD̃(|An1
∩ D̃| = 0) = e−

2S

NKI−1 . (72)

By independence we now find that

PD̃

 ⋂
n1∈Π−1

1 (1)

{An1 ∩ D̃ ≠ ∅}

 =
∏

n1∈Π−1
1 (1)

PD̃

(
An1 ∩ D̃ ≠ ∅

)
=
(
1− e−

2S

NKI−1

)N/K

≤
(
1− e−

1
2 ln(N/K)

)N/K

=

(
1−

√
K√
N

)N/K

≤ e−
√

N/K

(73)

where we used the upper bound for S and (1− x) ≤ e−x. Assume Ds ∼ U([N ]I)s and define

ps = PDs

 ⋂
n1∈Π−1

1 (1)

{An1
∩ Ds ̸= ∅}

 . (74)

Note that pS is an upper bound on the probability that Π is identifiable as explained above. We have
shown that

E(pPoi(2S)) ≤ e−
√

N/K . (75)

Clearly ps is decreasing in s. This implies that

e−
√

N/K ≥ E(pPoi(2S)) ≥ pS · P(Poi(2S) ≥ S). (76)

A Chernoff bound for the Poisson distribution reads

P(Poi(λ) ≤ x) ≤ (eλ)xe−λ

xx
(77)

which implies with λ = 2S and x = S that

P(Poi(2S) ≤ S) ≤ (2Se)Se−2S

SS
=

(
2

e

)S

. (78)

We thus conclude that

pS ≤ 2e−
√

N/K (79)

for S ≥ 3 (implying 1− (2/e)S ≥ 1/2).
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C Proofs of Complexity-Theoretic Analysis and Constraint Satisfaction
Reduction

In this section, we provide the proof of Theorem 3 and a general reduction to a constraint satisfaction
problem. We start with the proof of Theorem 3. An important property we will use frequently
in the proof is that T has the property that for all values x1 and x2 there is x3(x1, x2) such that
T (x1, x2, x3(x1, x2)) = 0. Indeed, x3(x1, x2) = 0 except for x1 = x2 = 1 where x3(1, 1) = 0 has
this property.

Proof. We reduce the problem to 3SAT. We consider an arbitrary formula

ϕ(x) =
∧

Ci(x) (80)

on ℓ variables with m clauses Ci. We denote f = g ◦ Π. To improve readability, we consider a
symbol set S instead of [N ] which is used for all 3 slots. We proceed in three steps. First we show
that we can write down a set of equations that ensures that two symbols s0, s1 ∈ S satisfy Πi(sj) = j
for all i (if f = g ◦Π). Suppose the following relations hold

f(s0, s0, s1) = f(s0, s1, s0) = f(s1, s0, s0) = 0,

f(s0, s1, s1) = f(s1, s0, s1) = f(s1, s1, s0) = 1.
(81)

Then it is easy to conclude that Πi(sj) = j holds. Indeed, suppose that Π1(s1) = 0. Then the
lower part of the previous display combined with the definition of g imply Π2(s0) = Π3(s1) =
Π2(s1) = Π3(s0) = 1. But this is a contradiction to f(s1, s0, s0) = 0. Thus Π1(s1) = 1 and the
same reasoning implies Πi(s1) = 1. Then the second equation in (81) directly implies Πi(s0) = 0.

We now consider a symbol set

S = {s0, s1} ∪ X ∪ X̄ ∪ C ∪ C̄ ∪ T ∪ T ′ ∪ F (82)

where

X = {X1, . . . , Xℓ} (83)

will encode the variables in the formula ϕ and

C = {C1,1, C1,2, C2,1, C2,2, . . . , Cm,1, Cm,2} (84)

are auxiliary variables for the clauses. In addition, we need further auxiliary variables

X̄ = {X̄1, . . . , X̄ℓ},
C̄ = {C̄1,1, C̄1,2, C̄2,1, C̄2,2, . . . , C̄m,1, C̄m,2}, and
O = {o1, . . . , om}.

(85)

We now add a set of equations that will ensure that for some value xi ∈ {0, 1}
Π1(Xi) = Π2(Xi) = Π3(Xi) = xi

Π1(X̄i) = Π2(X̄i) = Π3(X̄i) = 1− xi.
(86)

This can be achieved by adding the following relations for all i

f(Xi, X̄i, s1) = f(X̄i, Xi, s1) = f(s1, X̄i, Xi) = 1,

f(s1, Xi, X̄i) = f(Xi, s1, X̄i) = f(X̄i, s1, Xi) = 1.
(87)

Note that the these relations indeed imply that Πa(Xi) ̸= Πb(X̄i) for a ̸= b, a, b ∈ {1, 2, 3}. This
implies then that (86) holds. We add the similar relations for Ci,k which again ensure that

Πj(Ci,k) = Πj′(Ci,k) ̸= Πj(C̄i,k). (88)

Now we encode the clauses of the formula. Consider a clause Cl of the form xi1 ∨ xi2 ∨ xi3 . Then
we add the relations

f(X̄i1 , X̄i2 , Cl,1) = 0

f(X̄i2 , X̄i3 , Cl,2) = 0

f(C̄l,1, C̄l,2, ol) = 1.

(89)
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For a given choice of Π we set xi = Π1(Xi). We now claim that the relations in the last display can
hold if and only if xi1 ∨ xi2 ∨ xi3 evaluates to true. Suppose the formula evaluates to false. Then

Πj(Xi1) = Πj(Xi2) = Πj(Xi3) = 0 (90)

and therefore

Πj(X̄i1) = Πj(X̄i2) = Πj(X̄i3) = 1. (91)

Then relation (89) implies

Π3(Cl,i) = 1 (92)

for i = 1, 2. Using (88) we find that Π1(C̄l,1) = Π2(C̄l,2) = 0 which implies

f(C̄l,1, C̄l,2, ol) = f(0, 0, ol) = 0 (93)

for any Π3(ol). Therefore, the equations cannot all hold.

Suppose to the contrary that the formula evaluates to true. Let us first assume that Π1(Xi1) = 1.
Then Π1(X̄i1) = 0 and we can set Π3(Cl,1) = 0 which ensures that the first equation is satisfied
(for any Π2(X̄i2)). By definition of g we can also find a value cl,2 such that for cl,2 = Π3(Cl,2) the
relation f(X̄i2 , X̄i3 , Cl,2) = f(xi2 , xi3 , cl,2) = 0 holds. Now Π1(C̄l,1) = 1−Π3(Cl,1) = 1 ensures
that for any value of c̄l,2 = Π2(C̄l,2) we can choose Π3(ol) such that the relation f(C̄l,1, C̄l,2, ol) =
f(1, c̄l,2, ol) = 1 holds. The same reasoning applies for Π1(Xi3) = 1 and a similar argument applies
if Π1(Xi2) = 1. For clauses containing negations the same construction works except that X̄ij has to
be replaced by Xij for the negated variables in equation (89).

Putting everything together, we have shown that for a given formula ϕ there is a set of relations
of the form f(ns) = ts where ns ∈ S3 given by (81), (87) (plus similar equations for Cl,i), and
(89) which has the following properties. For an assignment x = (x1, . . . , xn) ∈ {0, 1}n such that
ϕ(x) = 1 evaluates to true, there is a map Π such that for all s the relations ts = f(ns) hold and
where Π1(Xi) = xi. On the other hand, if for some Π all the relations ts = f(ns) hold, then the
Boolean variables xi = Π(Xi) will satisfy the formula ϕ. This ends the proof.

We now show how the problem of finding Π and g can be generally expressed as a constraint
satisfaction problem. Recall that we want to find (if they exist) for a given K a projection map
Π : [N ]I → [K]I and g : KI → R such that for all given samples (ns, ts) the relation ts = g◦Π(ns)
holds. The general strategy is to introduce Boolean variables encoding the maps Π and g and then
express all conditions as suitable constraints for these variables. We first introduce Boolean variables
tikn for i ∈ [I], k ∈ [K], and n ∈ [N ] which are 1 if the token n is in cluster k, i.e., Πi(n) = k and 0
otherwise. Then the expression

ti1n ∨ ti2n ∨ . . . ∨ tikn (94)

for i ∈ [I] and n ∈ [N ] is true if and only if n is assigned to to at least one cluster. In addition, we
consider variables rkv for every k ∈ [K]I and v ∈ Im(f) in the (finite) image of f . These variables
shall encode whether g(k) = v is true or not. Then the constraints

¬rkv ∨ ¬rkv′ (95)

for v ̸= v′ and all k ensure that each cluster is assigned at most one value v. Finally, we add for every
datapoint (ns, f(ns)) and every k the constraint

¬t1k1ns
1
∨ . . . ∨ ¬tIkIns

I
∨ rkf(ns). (96)

This ensures that if Π(ns) = k then this cluster must be assigned the value f(ns).

We then consider the constraint satisfaction problem consisting of the
∧

of all the conditions in (94),
(95), and (96). Then any satisfying assignment gives rise to a map Π and g such that g ◦Π(n2) = ts.
Indeed, we set g(k) = v if skv = 1 if such a v exists and arbitrarily otherwise. Note that for every
satisfying assignment and every k there is at most one such v so g is well-defined. Moreover, we
set Πi(n) = k for any k such that tink = 1 and at least one such k exists. On the other hand, we can
easily construct a satisfying assignment given Π and g so that there are no solutions Π and g if the
constraint satisfaction problem has no solution.

Note that we did not ensure that each token is assigned only to a single cluster but this can be achieved
in post-processing or by adding additional constraints (such as ¬tik1n

∨ ¬tik1n
).
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D Taylor Expansion of the Loss Gradient

The goal of this and the following section is to lay the groundwork for the proof of the main results.

The general strategy of our proofs is to Taylor expand the loss of each term around the mean token
embedding w(i,Πi(ni)) to first order plus a remainder term. We can then extract the dominating
terms of these expansions using concentration results for the datapoint statistics. It turns out that
the linearized dynamics has favorable properties, while the remainder terms can be bounded. In
this section, we derive the expansion of the loss gradient while the required bounds, in particular
Theorem 7 and Lemma 1, are derived in the next section, Appendix E (they rely on concentration
results which are deferred to Appendix G).

As pointed out above, the goal of this section is to Taylor expand the sample loss for one sample,
where we expand the loss around the point w(Π(n)). Let us first introduce some notation. Recall that
we denoted by v(n) = (v(1,n1), . . . , v(I,nI)) and by v̄(i) the concatenation of the embeddings
(v(i, n))n∈[N ]. We define similarly

δ(n) = (δ(1,n1), . . . , δ(I,nI)) (97)

and we denote by δ̄(i) ∈ RDN the concatenation of δ(i, 1), . . . , δ(i, n), i.e.,

δ̄(i) = (δ(i, n))n∈[N ] (98)

and δ̄ ∈ RIDN as the concatenation of δ̄(1), . . . , δ̄(I).

Consider a data-point n with Π(n) = k. We now consider the derivative of the mean squared error
of this term, i.e.,

L(n) =
1

2
(f̂(n)− f(n))2 =

1

2
(f̂(n)− g(k))2. (99)

We use Greek-indices for the latent space dimension. Fix an i ∈ [I] as the slot with respect to which
we take the derivative. We then find for α ∈ [D]

d

dvα(i,ni)

1

2

(
f̂(v(n))− f(k)

)2
=

d

dvα(i,ni)

1

2

(
f̂(v(n))− f(k)

)2
=

(
d

dvα(i,ni)
f̂(v(n))

)
·
(
f̂(v(n))− f(k)

)
=: h(v(n)).

(100)

Here we introduced the shorthand h(v(n)) for this function which also depends on i, k, and α. Now
we estimate this function by Taylor expanding it around the point

w(k) = (w(1,k1), . . . , w(I,kI))). (101)

Then we find the following expansion to second order

h(v(n)) = h(w(k)) +
∑
j∈[I]

∑
β∈[D]

d

dwβ(j,kj)
h(w(k))δβ(j,nj)

+
∑

j1,j2∈[I]

∑
β1β2∈[D]

Rn,i,α
(j1,β1),(j2,β2)

(w(k))δβ1
(j1,nj1)δβ2

(j2,nj2)
(102)

where R(j1,β1),(j2,β2) denotes the remainder terms. We remark that if we assume that v(i, n) ∈ Ω for
some convex set Ω and all i ∈ [I], n ∈ [N ] then (by convexity of Ω) also w(i,ki) ∈ Ω and

|Rn,i,α
(j1,β1),(j2,β2)

| ≤ max
v∈ΩI

1

2

∣∣∣∣ d

dvβ1
(j1,nj1)

d

dvβ2
(j2,nj2)

h(v)

∣∣∣∣ . (103)

Let us now (abusing notation again, it will be clear from context which function we refer to) write

L(k) =
1

2
(f̂(w(k))− g(k))2. (104)
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We introduce some more quantities to get a concise representation of the Taylor expansion. We define
the matrices Di,jL(k) ∈ RD×D containing the derivatives of a function L with respect to w(j1,nj1)
and w(j2,nj2), i.e., we consider

(Dj1,j2L(k))α,β =
d

dwα(j1,kj1)

d

dwβ(j2,kj2)
L(k). (105)

Similarly we define the vector DjL(k) ∈ RD by

(DjL(k))α =
d

dwα(j,kj)
L(k). (106)

For the diagonal entries Dj,j we need a more fine-grained decomposition. Note that by the product
rule we have

d

dwα(j,kj)

d

dwβ(j,kj)
L(k) =

(
d

dwα(j,kj)

d

dwβ(j,kj)
f̂(w(k))

)
·
(
f̂(w(k))− g(k)

)
+

(
d

dwα(i,ki)
f̂(w(k)

)(
d

dwβ(i,ki)
f̂(w(k))

)
.

(107)

Using the notations we introduced we can therefore write (recall ĝ(k) = f̂(w(k)))

Dj,jL(k)) = (Dj,j ĝ(k)) (ĝ(k)− g(k)) +Dj ĝ(k)⊗Dj ĝ(k). (108)

Collecting finally all remainder terms as

Rα(i,n) =
∑

j1,j2∈[I]

∑
β1β2∈[D]

Rn,i,α
(j1,β1),(j2,β2)

(w(k))δβ1
(j1,nj1)δβ2

(j2,nj2) (109)

we can thus summarize the Taylor expansion result as follows

DiL(n) = DiL(k) + ((Di,iĝ(k)) (ĝ(k)− g(k)) +Diĝ(k)⊗Diĝ(k)) δ(i,ni)

+
∑
j ̸=i

(Di,jL(k))δ(j,nj) +R(i,n) (110)

Based on the expansion (110) we now want to get an expression for the gradient of the total loss on
the entire dataset. We decompose the dataset as follows

Dk,n,i = {ns ∈ D|Π(ns) = k, ns
i = n}. (111)

Note that if Πi(n) ̸= ki then Dk,n,i = ∅. We also define similarly

Dn,i = {ns ∈ D|ns
i = n}. (112)

We find the following expansion

d

dv(i, n)
L̂(v̄) = d

dv(i, n)

S∑
s=1

L(ns) =
∑

k∈[K]I

∑
n∈Dk,n,i

d

dv(i, n)
L(n)

=
∑

k∈[K]I

∑
n∈Dk,n,i

DiL(k) + ((Di,iĝ(k)) (ĝ(k)− g(k)) +Diĝ(k)⊗Diĝ(k)) δ(i,ni)

+
∑

k∈[K]I

∑
n∈Dk,n,i

∑
j ̸=i

(Di,jL(k))δ(j,nj) +
∑

n∈Dn,i

R(i,n)

(113)

We now rewrite or bound the four summands. First, we relate those expressions to the datapoint
statistics matrices. We define

Bk,i
n = |Dk,n,i| = |{n ∈ D : Π(n) = k, ni = n}|. (114)

and

Ak,i,j
n,n′ = |{n ∈ Dk,n,i|nj = n′}| = |{n ∈ D : Π(n) = k, ni = n, nj = n′}|. (115)
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Then the first term equals ∑
k∈[K]I

∑
n∈Dk,n,i

DiL(k) =
∑

k∈[K]I

Bk,i
n DiL(k). (116)

The second term is similarly given by∑
k∈[K]I

∑
n∈Dk,n,i

((Di,iĝ(k)) (ĝ(k)− g(k)) +Diĝ(k)⊗Diĝ(k)) δ(i,ni)

=
∑

k∈[K]I

Bk,i
n

(
(Di,iĝ(k)) (ĝ(k)− g(k)) +Diĝ(k)⊗Diĝ(k)

)
δ(i, n)

(117)

The third term is given by∑
k∈[K]I

∑
n∈Dk,n,i

∑
j ̸=i

(Di,jL(k))δ(j,nj) =
∑

k∈[K]I

∑
j ̸=i

∑
n′∈[N ]

Ak,i,j
n,n′ (Di,jL(k))δ(j, n

′)

=
∑

k∈[K]I

∑
j ̸=i

((
Ak,i,j ⊗Di,jL(k)

)
δ̄(j)

)
nD:(n+1)D

(118)

where δ̄ was introduced in (98). Let us summarize those findings as a proposition.
Proposition 1. Assume that the bound (15) holds for some Ω and v(i, n) ∈ Ω for all i ∈ [I], n ∈ [N ].
Then the following expansion holds

d

dv(i, n)
L̂(v̄) =

∑
k∈[K]I

Bk,i
n DiL(k)

+
∑

k∈[K]I

Bk,i
n ((Di,iĝ(k)) (ĝ(k)− g(k)) +Diĝ(k)⊗Diĝ(k)) δ(i, n)

+
∑

k∈[K]I

∑
j ̸=i

((
Ak,i,j ⊗Di,jL(k)

)
δ̄(j)

)
nD:(n+1)D

+
∑

n∈Dn,i

R(i,n)

(119)

Proof. The result follows from the calculations above.

E Bounds for the Loss Gradient

The goal of this section is to extract the asymptotically (with high probability) dominating terms of
the expansion from the previous section as S → ∞. The crucial observation is that the appearing
averages can be essentially replaced by their expectation. This is a consequence of concentration
properties of the datapoint statistics. These properties will be derived in Appendix G where they
are collected in Theorem 9. Here, we just prove the result conditional on the bound in Theorem 9.
Recall that we defined δmax = maxi∈[I],n∈[N ] |δ(i, n)| in (11) as the maximal deviation norm and
rmax = maxk∈[K]I |ĝ(k)− g(k)| in (13) as the maximal residual. Finally, we introduce the notation

p(k, i) =
|Π−1(k)|

N I |Π−1
i (ki)|

. (120)

Note that Bk,i
n ∼ Bin(S, p(k, i)) if Πi(n) = ki and Bk,i

n = 0 otherwise. In particular, EBk,i
n =

S · p(k, i). Note that if Π is approximately balanced if the following bounds hold

Np(k, i) = N
|Π−1(k)|

N I |Π−1
i (ki)|

=
∏
j ̸=i

|Π−1
j (kj)|
N

. (121)

This implies (
1

2K

)I

≤ Np(k, i) ≤
(

2

K

)I

. (122)
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Theorem 7. Assume that the bounds in Theorem 9 hold and assume f̂ satisfies Assumption 2 for
some set Ω and v(i, n) ∈ Ω for i ∈ [I] and [N ]. Then we obtain the following expansion for the loss
gradient

N

S

d

dv(i, n)
L̂(v̄)

=
∑

k∈[K]I :ki=Πi(n)

Np(k, i)DiL(k)

+
∑

k∈[K]I :ki=Πi(n)

Np(k, i)
(
(ĝ(k)− g(k))Di,iĝ(k) +Diĝ(k)⊗Diĝ(k)

)
δ(i, n)

+ EF (i, n) + ES,1(i, n) + ES,2(i, n) + EI(i, n) + ET (i, n).

(123)

Here the error terms are bounded by

|EF
α (i, n)| ≤ 4M min(1, rmax) (2K)

(I−1)/2

√
ln(S)

N

S
, (124)

|ES,1
α (i, n)| ≤ 4DM min(1, rmax) (2K)

(I−1)/2

√
ln(S)

N

S
δmax, (125)

|ES,2
α (i, n)| ≤ 4DM (2K)

(I−1)/2

√
ln(S)

N

S
δmax, (126)

|EI(i, n)| ≤ 6DM (2K)
(I−1)/2

ln(S)

√
N2

S
δmax, (127)

∣∣ET
α (i, n)

∣∣ ≤ MI2Dδ2max

(
1 + 4

√
ln(S)N

S

)
. (128)

Proof. The proof is a bit technical and essentially combines the assumptions and the concentration
results in a straightforward fashion. First we remark that for n ∈ Π−1

i (k) we have as stated before
that

EDB
k,i
n = S · p(k, i) (129)

and Bk,i
n = 0 otherwise. Then Proposition 1 implies that (123) holds with the definitions of the error

terms given below. We now define and bound the error terms in the decomposition. Note that we have

|(DjL(k))α| =
∣∣∣∣ d

dvα(j,kj)
L(k)

∣∣∣∣ = ∣∣∣∣ d

dvα(j,kj)
ĝ(k)(ĝ(k)− g(k))

∣∣∣∣ ≤ M min(1, rmax). (130)

where we either bound both terms using Assumption 2 or the second term by rmax and the first one by
Assumption 2 together with M ′ ≤ M . This then implies that the error term capturing the fluctuations
of the occupation statistics

EF (i, n) =
N

S

∑
k∈[K]I

(
Bk,i

n − EDB
k,i
n

)
DiL(k) (131)

can be bounded by

|EF
α (i, n)| ≤ 4M min(1, rmax) (2K)

(I−1)/2

√
ln(S)

N

S
≤ C(I,K,M)min(1, rmax)

√
ln(S)

N

S
.

(132)

Here we used that there are KI−1 non-vanishing terms in the sum (if Πi(n) ̸= ki we have Bk,i
n =

EBk,i
n = 0). Next, we consider the self interaction error terms

ES,1(i, n) =
N

S

∑
k∈[K]I

(
Bk,i

n − EBk,i
n

)
(ĝ(k)− g(k)) (Di,iĝ(k)) δ(i, n), (133)

ES,2(i, n) =
N

S

∑
k∈[K]I

(
Bk,i

n − EBk,i
n

)
(Diĝ(k)⊗Diĝ(k))δ(i, n). (134)
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For ES,1 we get (similar to above) and using that the operator norm of a D×D matrix A is bounded
by Dmax |aij |) the bound

|ES,1
α (i, n)| ≤ 4DM min(1, rmax) (2K)

(I−1)/2

√
ln(S)

N

S
δmax

≤ C(I,K,M,D)min(1, rmax)δmax

√
ln(S)

N

S
.

(135)

The error term ES,2 could also be absorbed in other terms later on but since it is not dominant, we
just bound it. We can obtain similarly to our treatment of ES,1 the bound

|ES,2
α (i, n)| ≤ 4DM (2K)

(I−1)/2

√
ln(S)

N

S
δmax

≤ C(I,K,M,D)δmax

√
ln(S)

N

S
.

(136)

Next, we consider the interaction error term

EI(i, n) =
N

S

∑
k∈[K]I

∑
j ̸=i

((
Ak,i,j ⊗Di,jL(k)

)
δ̄(j)

)
nD:(n+1)D

(137)

We note that E(Ak,i,j
n1,n2

) = c for some constant c if Πi(n1) = ki and Πj(n2) = kj and 0 otherwise.
This implies that if Πi(n) = ki((

EAk,i,j ⊗Di,jL(k)
)
δ̄(j)

)
nD:(n+1)D

=
∑

n′∈Π−1
j (kj)

L(k)δ(j, n′) = 0 (138)

here we used ∑
n∈|Π−1

i (k)|

δ(i, n) = 0 (139)

which follows from the definition (10) in the last step. If Πi(n) ̸= ki then this expression is clearly
zero as the corresponding row of Ak,i,j is zero. Thus, we find that

|EI(i, n)| =

∣∣∣∣∣∣NS
∑

k∈[K]I

∑
j ̸=i

((
(Ak,i,j − EAk,i,j)⊗Di,jL(k)

)
δ̄(j)

)
nD:(n+1)D

∣∣∣∣∣∣
≤ KI−1N

S
max
k,i,j

∥Ak,i,j − EAk,i,j∥∥Di,jL(k)∥ ·max
j

|δ̄(j)|.

(140)

Here we used the submultiplicativity of the operator norm of Kronecker-products stated in (281).
Now we use |δ̄(j)| ≤

√
Nδmax, the concentration bound (252), and bound ∥Di,jL(k)∥ ≤ DM

similar as before to find

|EI(i, n)| = 6DM (2K)
(I−1)/2

ln(S)

√
N2

S
δmax. (141)

Finally, we bound the Taylor expansion remainder term

ET (i, n) =
N

S

∑
n∈Dn,i

R(i,n). (142)

Recall that

Rα(i,n) =
∑

j1,j2∈[I]

∑
β1β2∈[D]

Rn,i,α
(j1,β1),(j2,β2)

(w(k))δβ1(j1,nj1)δβ2(j2,nj2) (143)

and

|Rn,i,α
(j1,β1),(j2,β2)

| ≤ max
v∈Ω

1

2

∣∣∣∣ d

dvβ1(j1,nj1)

d

dvβ2(j2,nj2)
h(v)

∣∣∣∣ (144)
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where h = hn,i,α was introduced in (100).

Assuming the bounds (15) and (16) we find

|Rn,i,α
(j1,β1),(j2,β2)

| ≤ max
v∈Ω

1

2

∣∣∣∣ d

dvβ1
(j1,nj1)

d

dvβ2
(j2,nj2)

h(v)

∣∣∣∣ ≤ 4

√
M

4
·

(√
M

4
+

√
M

4

)
≤ M.

(145)

Indeed, the derivatives of h can be decomposed by the product rule in 4 terms which each can
bounded using (15) and (16). Then we can bound the remainder term as follows

|Rα(i,n)| ≤ M
∑

j1,j2∈[I]

∑
β1β2∈[D]

|δβ1(j1,nj1)δβ2(j2,nj2)| ≤ MID
∑
j∈[I]

|δ(j,nj)|2. (146)

Recalling that Dn,i defined (112) satisfies |Dn,i| = Bi
n we obtain using the concentration bound

(253) from Lemma 9

∣∣ET
α (i, n)

∣∣ = N

S

∣∣∣∣∣ ∑
n∈Dn,i

Rα(i,n)

∣∣∣∣∣ ≤ N

S
Bi

nMI2Dδ2max ≤ MI2Dδ2max

(
1 + 4

√
ln(S)N

S

)
.

(147)

If we consider the gradient descent dynamics we obtain the following expansion for the time derivative
ẇ(i, n). Let us from now on absorb the dependence on I and D in generic constants C.

Corollary 1. Under the same assumptions as in Theorem 7 we get

ẇ(i, k) = −
∑

k∈[K]I ,ki=k

Np(k, i)DiL(k)− λw(i, k) + Ew(i, k) (148)

where Ew can be bounded by

|Ew
α (i, k)| ≤ Cmin(1, rmax)K

(I−1)/2

√
ln(S)

N

S
+ CK(I−1)/2 ln(S)

√
N2

S
δmax + Cδ2max

(149)

for S ≥ N ln(N).

Proof. The result follows from Theorem 7, the gradient dynamics (see (8)), and the definition of
w(i, n) (see (9)). We also use the relation

∑
n∈|Π−1

i (k)| δ(i, n) = 0 (already stated in (139)) to
conclude that terms involving δ(i, n) cancel. The condition S ≥ N ln(N) allows us to bound
ln(S)N/S ≤ 2 to control ET . Note that here we use that ES,1 and ES,2 can be bounded by EI .
Note that we absorbed all terms involving δmax into the dominating term.

We therefore get the following bound for δ̇(i, n).

Corollary 2. Under the same assumptions as in Theorem 7 we get

δ̇(i, n) = −
∑

k∈[K]I ,ki=n

Np(k, i)
(
(ĝ(k)− g(k))Di,iĝ(k) +Diĝ(k)⊗Diĝ(g)

)
δ(i, n)

− λδ̇(i, n) + Eδ(i, n).

(150)

where Eδ can be bounded by

|Eδ(i, n)| ≤ Cmin(1, rmax)K
(I−1)/2

√
ln(S)

N

S
+ CK(I−1)/2 ln(S)

√
N2

S
δmax + Cδ2max

(151)

for S ≥ N ln(N).
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Proof. This follows from Theorem 7, Corollary 2, and the relation
δ̇(i, n) = v̇(i, n)− ẇ(i,Πi(n)). (152)

Now we are in the position to control the time evolution of |δ(i, n)|2. We obtain the following relation
Lemma 1. Under the same assumptions as in Theorem 7 the following bound holds

d

dt

1

2
|δ(i, n)|2 ≤

(
−λ− ω

(2K)I
+ 2I sup

v1,...,vI∈Ω
max

i
∥D2

i,if̂(v1, . . . , vn)∥rmax

)
|δ(i, n)|2

+ C1 min(1, rmax)K
(I−1)/2

√
ln(S)

N

S
δmax

+ C1K
(I−1)/2 ln(S)

√
N2

S
δ2max + C1δ

3
max

(153)

where C1 is a constant depending on D, I , and M , and ω is defined by

ω = min
k,i

λmin

 ∑
k∈[K]I ,ki=k

Diĝ(k)⊗Diĝ(k)

 ≥ 0. (154)

Proof. We have
d

dt

1

2
|δ(i, n)|2 = δ(i, n)δ̇(i, n)

= −
∑

k∈[K]I ,ki=n

Np(k, i)(ĝ(k)− g(k))δ(i, n) · (Di,iĝ(k)) δ(i, n)

−
∑

k∈[K]I ,ki=n

Np(k, i)δ(i, n) ·Diĝ(k)⊗Diĝ(k)δ(i, n)

− δ(i, n)Eδ(i, n)− λ|δ(i, n)|2.

(155)

Recall that by (122) we have (
1

2K

)I

≤ Np(k, i) ≤
(

2

K

)I

. (156)

We consider ω as defined in the statement of the lemma where ω ≥ 0 follows because we sum
positive semi-definite rank one matrices. Then we find using the lower bound on the spectrum

δ(i, n)·

 ∑
k∈[K]I ,ki=n

Diĝ(k)⊗Diĝ(k)

 δ(i, n)

≥ |δ(i, n)|2λmin

 ∑
k∈[K]I ,ki=n

Diĝ(k)⊗Diĝ(k)

 ≥ ω|δ(i, n)|2.

(157)

Thus we find
d

dt

1

2
|δ(i, n)|2 ≤ −λ|δ(i, n)|2 − ω

(2K)I
|δ(i, n)|2

+ 2I sup
v1,...,vI∈Ω

max
i

∥D2
i,if̂(v1, . . . , vn)∥rmax|δ(i, n)|2 − δ(i, n)Eδ(i, n)

(158)

where we used for the second to last contribution that we sum over KI−1 terms which is cancelled
by the (2/K)I factor. We finally bound the error term by
|δ(i, n) · Eδ(i, n)|

≤ C
√
Dmin(1, rmax)K

(I−1)/2

√
ln(S)

N

S
δmax + CK(I−1)/2

√
ln(S)

N2

S
δ2max + Cδ3max

≤ Cmin(1, rmax)K
(I−1)/2

√
ln(S)

N

S
δmax + CK(I−1)/2

√
ln(S)

N2

S
δ2max + Cδ3max.

(159)
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This ends the proof.

F Proofs of the Main Results

In this section, we prove our main results, Theorem 4 and Theorem 5. In addition, we state and prove
Theorem 8 which is a variant of Theorem 5 without a-priori bound on the embeddings. Essentially,
the proof strategy for both results is to rely on the groundwork from the previous two sections, in
particular on Lemma 1. Indeed, we first verify that the conditions of Lemma 1 hold for all times and
then application of this Lemma allows us to control the evolution of δmax for all times.

Proof of Theorem 4. The proof proceeds in three steps. First we use the monotonicity of the loss to
deduce that rmax(t) can be bounded in terms of rmax(0) and δmax(t) and δmax(0). Then we show
that choosing the variables as in the statement of the theorem allows us to bound all the terms in
Lemma 1 in Appendix E. Then we apply Lemma 1 and deduce the decay of the maximum of the
displacements |δ(i, n, t)|. Here we need to check carefully that the assumptions of the lemma are
satisfied for all t.

First we assume the conclusions on the concentration properties from Theorem 9 in Appendix G hold
which occurs with probability at least 1− S−1 over the randomness of the training data.

Let us consider any time T > 0 and we assume that v(i, n, t) ∈ Ω for all i ∈ [I], n ∈ [N ] and
0 ≤ τ ≤ T . This allows us in particular to apply the Assumption 2 up to time T for embeddings
v(i, n).

We now implement the first step where we bound rmax(t) for all 0 ≤ t ≤ T in terms of rmax(0),
δmax(t), and δmax(t). The idea is to upper bound the initial sample loss L̂(t = 0) and lower bound
the loss L̂(t > 0). First we note that by a first order Taylor expansion and using Assumption 2

|f̂(v(n))− f̂(w(Π(n)))| ≤
∑
i∈I

M |δ(i,ni)| ≤ MIδmax. (160)

This implies that

L̂(v̄) = 1

2

∑
n∈D

(f̂(v(n))− g(Π(n)))2

≤ 1

2

∑
n∈D

(
|f̂(w(Π(n)))− g(Π(n))|+

∑
i∈I

M |δ(i,ni)|

)2

≤ 1

2
S(rmax + IMδmax)

2.

(161)

Next, we derive a lower bound on the loss. Let k be such that |f̂(k)− f(k)| = rmax. By assumption

|Π−1(k)| ≥
(

N

2K

)I

(162)

and using concentration bounds (e.g., by summing (254) over n and using the lower bound for S) we
find that

|Dk| = |{n ∈ D : Π(n) = k}| ≥ 1

2

S

(2K)I
. (163)

Thus we can lower bound the loss using the same Taylor expansion as before by

L̂(v̄(t)) ≥ 1

4

S

(2K)I
(max(0, rmax(t)−MIδmax(t)))

2
. (164)

Since gradient descent does not increase the loss the bounds (161) and (164) together imply for t ≥ 0

1

2
S(rmax(0) + IMδmax(0))

2 ≥ L̂(v̄(0))) ≥ L̂(v̄(t))

≥ 1

4

S

(2K)I
(max(0, rmax(t)−MIδmax(t)))

2
.

(165)
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This implies

rmax(t) ≤ 2(2K)I/2(rmax(0) + IMδmax(0)) + IMδmax(t). (166)

Then we get the bound

rmax(t) ≤ 4(2K)I/2(rmax(0) + IM max(δmax(0), δmax(t))). (167)

Now we choose C2 and C3 such that the initialization condition (20) becomes

δmax(0) ≤ min

(
ω0

8C1(2K)I
,

ω0

64IM2D(2K)3I/22I
,

1

8(2K)I/2IM
, 1

)
=: δ̄ (168)

and

rmax(0) ≤ min

(
ω0

64MD(2K)3I/22I
,

1

8(2K)I/2

)
. (169)

Assume in addition that for all times 0 ≤ t ≤ T the bound δmax(t) ≤ δ̄ holds. Using (167) we then
find that for 0 ≤ t ≤ T

rmax(t) ≤ 4(2K)I/2
(

1

64MD(2K)3I/22I
+ IM

ω0

64IM2D(2K)3I/22I

)
≤ ω0

8MD(2K)I2I
.

(170)

and similarly

rmax(t) ≤ 4(2K)I/2
(

1

8(2K)I/2
+ IM

1

8(2K)I/2IM

)
≤ 1 (171)

and therefore

rmax(t) ≤ min

(
ω0

8MD(2K)I2I
, 1

)
. (172)

The next step is to bound the various error terms appearing in Lemma 1. Using the last display we
can bound for all i ∈ [I] and n ∈ [N ] using Assumption 2 for t ∈ [0, T ]

2I sup
v1,...,vI∈Ω

max
i

∥D2
i,if̂(v1, . . . , vn)∥rmax(t)|δ(i, n, t)|2 ≤ 2IMD

ω0

8MD(2K)I2I
|δ(i, n, t)|2

≤ ω0

8(2K)I
|δ(i, n, t)|2.

(173)

Moreover, we can estimate for 0 ≤ t ≤ T

C1δ
3
max(t) ≤ C1δ

2
max(t)

ω0

8C1(2K)I
≤ ω0

8(2K)I
δ2max(t). (174)

Now we observe that for x = a ln2(a) and a ≥ 1 we find (using ln(a) ≤ a) the bound

ln(x)√
x

≤ ln(a3)√
a ln(a)

=
3√
a
. (175)

Hence we consider

S ≥ S0 =
242C2

1 (2K)3IN2

ω2
0

ln2
(
242C2

1 (2K)3IN2

ω2
0

)
. (176)

Note that tracking only the dependence on K and N (and using K ≤ N ) this condition reads

S ≥ C(2K)3IN2 ln2(N). (177)
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Then we find using (175) combined with the observation that ln(S)/
√
S is decreasing for S ≥ e2 for

S ≥ S0 the bound

C1K
(I−1)/2 ln(S)

√
N2

S
≤ C1K

(I−1)/2 ln(S0)

√
N2

S0

≤ 3C1K
I/2N

24C1(2K)3I/2Nω−1
0

≤ 1

8

ω0

(2K)I
.

(178)

We note that similarly for x = a ln(a) we get

ln(x)

x
≤ 2 ln(a)

a ln(a)
=

2

a
. (179)

Thus we consider similarly

S ≥ S1 =
2 · 162N(2K)3IC2

1

ω2
0 δ̄

ln

(
2 · 162N(2K)3IC2

1

ω2
0 δ̄

)
(180)

where δ̄ was introduced in (168). Note that tracking only N and K this bound becomes

S ≥ CN ln(N)K9I/2. (181)

Then, similar to before, (using monotonicity of ln(S)/S for S ≥ e) we find for S ≥ S1

C1K
(I−1)/2 max(1, rmax)

√
ln(S)

N

S
≤ C1K

I/2 max(1, rmax)

√
ln(S1)

N

S1

≤ 1

16

ω0

(2K)I
δ̄max(1, rmax(t)).

(182)

After all these preliminary estimates we can now finish the proof.

Let us define T ∈ R+
0 ∪ {∞} to be the maximal time such that v(i, n, t) ∈ Ω for all i ∈ [I], n ∈ [N ]

and 0 ≤ t ≤ T and the bound (168) holds for δmax(t) where we for convenience recall

δmax(t) ≤ δ̄ = min

(
ω0

8C1(2K)I
,

ω0

64IM2D(2K)3I/22I
,

1

8(2K)I/2IM
, 1

)
. (183)

We want to show that T = ∞. We assume that T < ∞ and prove by contradiction that this
does not hold. By (172) we know that for t ≤ T the bound rmax(t) ≤ 1 holds and therefore
Assumption 4 implies that w(i, k, t = 0) ∈ Ω0 and since moreover δmax(t) ≤ 1 for t ≤ T we find
that v(i, n, t = 0) ∈ Ω0 + B1(0) ⊂⊂ Ω. By continuity of v(i, n, t) in t we conclude that there is
ε > 0 such that v(i, n, t) ∈ Ω for all 0 ≤ t ≤ T + ε, i ∈ [I], and n ∈ [N ]. Thus, we can apply
Lemma 1 for t = T and then find using Assumption 3 and the bounds (173), (174), (178), and (182)
d

dt

1

2
|δ(i, n, t)|2 ≤

(
−λ− ω0

(2K)I
+ 2I sup

v1,...,vI∈Ω
max

i
∥D2

i,if̂(v1, . . . , vn)∥rmax

)
|δ(i, n, t)|2

+ C1 max(1, rmax)K
(I−1)/2

√
ln(S)

N

S
δmax(t) + C1K

(I−1)/2 ln(S)

√
N2

S
δ2max + C1δmax(t)

3

≤ ω0

(2K)I

(
−|δ(i, n, t)|2 + 1

8 |δ(i, n, t)|
2 +

1

16
max(1, rmax(t))δ̄ +

1
8δmax(t)

2 + 1
8δmax(t)

2

)
≤ ω0

(2K)I

(
−|δ(i, n, t)|2 + 3

8δmax(t)
2 +

1

16
max(1, rmax(t))δ̄.

)
(184)

If |δ(i, n, t)| ≥ 3/4δmax we find |δ(i, n, t)|2 ≥ δmax(t)
2/2 and we conclude that

d

dt

1

2
|δ(i, n, t)|2 ≤ ω0

(2K)I
δmax(t)(−

1

2
δmax(t) +

3

8
δmax(t) +

1

16
max(1, rmax(t))δ̄

≤ 1

8

ω0

(2K)I
δmax(t)(−δmax(t) + δ̄/2).

(185)
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Now, if δmax(T ) ≤ δ̄/2 we conclude by continuity that there is ε > 0 such that δmax(t) < δ̄ for
t ∈ [T, T + ε]. On the other hand, if δmax(t) > δ̄ we conclude that d

dt
1
2 |δ(i, n, T )|

2 < 0 for all i, n
such that |δ(i, n, t)| ≥ 3/4δmax. This in particular implies that δmax(t) < δmax(T ) for t ∈ [T, T +ε]
and some ε > 0 (δmax is non-increasing at T ). This is a contradiction, and we conclude that T = ∞.

Finally, we prove the decay of δmax. Assume that for t ≥ T the bound min(1, rmax(t)) ≤ R holds.
Note that the function δmax(t) is not necessarily differentiable but its left and right derivative exist
(as the maximum of finitely many differentiable functions). Then we obtain, similar to (184), for the
right derivative the bound

d

dt+
1

2
δmax(t)

2 ≤ −1

8

ω0

(2K)I
δmax(t)

2 + C1RK(I−1)/2

√
ln(S)

N

S
δmax(t). (186)

For

δmax(t) >
C116(2K)IK(I−1)/2R

ω0

√
ln(S)

N

S
(187)

the previous bound simplifies to

d

dt+
1

2
δmax(t)

2 ≤ − 1

16

ω0

(2K)I
δmax(t)

2 (188)

which implies that for t ≥ T by Gronwall’s Lemma

δmax(t)
2 ≤ exp

(
− 1

16

ω0

(2K)I
(t− T )

)
δmax(T )

2. (189)

Thus in finite time we achieve

δmax(t) ≤ 2
C116(2K)IK(I−1)/2R

ω0

√
ln(S)

N

S
≤ CK3I/2

√
ln(S)

N

S
R. (190)

This ends the proof. Note that we also get an exponential rate of convergence.

Remark 3. The exponent 9/2 for the lower bound of S in (181) is not tight because we could use
that rmax is small, but this provides only a small improvement that does not justify the additional
technicalities.

Before proving and stating Theorem 8 let us first prove that the weight decay λ > 0 allows us to
derive a-priori bounds on the time evolution as stated in the following lemma.

Lemma 2. Let Π be approximately balanced, i.e., assume that Assumption 1 holds. Let M1 > 0 be
such that

sup
v1,...,vI∈B1(0)⊂RD

|f̂(v1, . . . , vi)| ≤
√
M1

2
, max

k
|g(k)| ≤

√
M1

2
. (191)

Let 0 < λ ≤ 1 be a fixed number and assume that v(i, n, t) follow the gradient dynamics (8) and are
initialized such that

|v(i, n, t = 0)| ≤ 1 (192)

and assume that the dynamics exists for all times. Then for all i ∈ [I], k ∈ [K], and all times

|w(i, k, t)| ≤ R′ =

√
4KM1

λ
+ 2IK. (193)

Proof. Note that by assumption

N

S
L̂(v̄(t = 0)) =

N

S

∑
n∈D

1

2
(f̂(n)− f(n))2 ≤ N

S
S

(
2
√
M1

2

)2

= NM1. (194)
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Then we conclude that

N

(
M1 + I

λ

2

)
≥ R̂λ(v̄(0)) ≥ R̂λ(v̄(t)) ≥ λ

2
max
i∈[I]

max
k∈[K]

∑
n∈Π−1

i (k)

|v(i, n, t)|2

≥ λ

2
min

i∈[I],k∈[K]
|Π−1

i (k)| max
i∈[I],k∈[K]

|w(i, k, t)|2 ≥ Nλ

4K
max

i∈[I],k∈[K]
|w(i, k, t)|2.

(195)

Thus we conclude that

max
i∈[I],k∈[K]

|w(i, k, t)|2 ≤ 4KM1

λ
+ 2IK. (196)

This ends the proof.

Now we state a refined version of Theorem 5 which does not require an a-priori bound but instead
proves boundedness of the embeddings v(i, n, t) for all times using Lemma 2.
Theorem 8. Let Π be approximately balanced, i.e., assume that Assumption 1 holds. Assume that
the function f̂ : RID → R is slot-wise linear. Assume that there is M1 > 0 such that

sup
v1,...,vI∈B1(0)⊂RD

|f̂(v1, . . . , vI)| ≤
√
M1

2
, max

k
|g(k)| ≤

√
M1

2
. (197)

Let 0 < λ ≤ 1 be a fixed number and assume that for

R =

√
4KM1

λ
+ 2IK + 3 (198)

Assumption 2 holds with Ω = BR(0) and some M > 0. Note that M depends on R and thus on K
and λ. Let C1 be the constant from Lemma 1. Assume that v(i, n, t) follow the gradient dynamics (8)
and are initialized such that

|v(i, n, t = 0)| ≤ λ

8C1
. (199)

Then there are constants C2, C3 ≥ 0 depending on M , I , D, λ, and C1 such that for

S ≥ max

(
C2

N2KI−1

λ2
ln2(N/λ), C3

NKI−1

λ4
ln(N/λ)

)
(200)

the bound

δmax(t) ≤ max

(
δmax(0)e

−λt/8,
4C1K

(I−1)/2

λ

√
ln(S)

N

S

)

≤ max

(
δmax(0)e

−λt/8, CI,D,λ,K

√
ln(S)

N

S

) (201)

holds for all t ≥ 0.
Remark 4. We emphasize again that since M might depend on λ we obtain no explicit rate in λ.
However, the S and N dependence is the same as in Theorem 5.

Proof. The general strategy of the proof is similar to the proof of Theorem 4, but the proof is slightly
simpler, as it is easier to obtain a-priori estimates on the evolution of v(i, n, t). We assume that the
conclusion of Theorem 9 holds, which occurs with probability at least 1− S−1 over the randomness
of D.

Now let T ≥ 0 be the largest time such that for all 0 ≤ t ≤ T and all i ∈ [I] and n ∈ [N ] we have
v(i, n, t) ∈ Ω and the bound

δmax(t) ≤
λ

4C1
≤ 1 (202)
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(we assume w.l.o.g. that C1 ≥ 1) holds for 0 ≤ t ≤ T . By assumption, those relations hold at t = 0
(note that δmax(t) ≤ 2maxi,n |v(i, n)|). We can bound for t = T using the a-priori estimate (193)
from Lemma 2 and find

|v(i, n, T )| ≤ |w(i,Πi(k), T )|+ δmax(T ) ≤
√

4KM1

λ
+ 2IK + 2 ≤ R− 1. (203)

Thus, by continuity, there is ε > 0 such that v(i, n, t) ∈ BR(0) for some ε > 0 and all t ∈ [0, T + ε].
Now we can apply Lemma 1 for the interval [T, T + ε]. We note that by slot-wise linearity we have
Di,if̂ = 0 and ω ≥ 0. Therefore, we get

d

dt

1

2
|δ(i, n)|2 ≤ −λ|δ(i, n)|2 + C1K

(I−1)/2

√
ln(S)

N

S
δmax

+ C1K
(I−1)/2 ln(S)

√
N2

S
δ2max + C1δ

3
max.

(204)

Now (with the same reasoning as in the proof of Theorem 4) there is a constant C2 depending on D,
I , and M such that for

S ≥ S0 =
(12)2C2

1N
2KI−1

λ2
ln2
(
(12)2C2

1N
2KI−1

λ2

)
(205)

the bound

C1K
(I−1)/2 ln(S)

√
N2

S
≤ λ

4
(206)

holds. Clearly, we get for a suitable constant C2

S0 ≤ C2
N2KI−1

λ2
ln2(N/λ). (207)

Similarly, we get for

S ≥ S1 =
2 · 162C4

1NKI−1

λ4
ln

(
2 · 162C4

1NKI−1

λ4

)
(208)

the bound

C1K
(I−1)/2

√
ln(S)

N

S
≤ λ2

16C1
(209)

holds. And we find

S1 ≤ C3
NKI−1

λ4
ln(N/λ). (210)

Now we can continue to bound (204) for S satisfying (205) and (208) and using (202) as follows

d

dt

1

2
|δ(i, n, T )|2 ≤ −λ|δ(i, n)|2 + λ2

16C1
δmax +

λ

4
δ2max +

λ

4
δ2max. (211)

Now, if δmax(T ) ≤ λ/(8C1) then there is ε > 0 such that δmax(t) ≤ λ/(4C1) holds for t ∈
[0, T + ε]. Thus, we assume that δmax(T ) ≥ λ/(8C1). Let i ∈ [I], n ∈ [N ] be any index such that
|δ(i, n, T )| = δmax(T ). Then we conclude that

d

dt

1

2
|δ(i, n, T )|2 ≤ −λ

2
δ2max +

λ2

16C1
δmax ≤ −λ

2

λ

8C1
δmax +

λ2

16C1
δmax = 0. (212)

This implies that
d

dt+
1

2
δmax(T )

2 ≤ 0 (213)

from which we conclude that there is ε > 0 such that δmax(t) ≤ λ/(4C1) holds for 0 ≤ t ≤ T + ε.
In either case, we get a contradiction and thus T = ∞. In particular, we can apply Lemma 1 for all
times t ≥ 0. Suppose now that for some t

δmax(t) ≥
4C1K

(I−1)/2

λ

√
ln(S)

N

S
(214)
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then we conclude from Lemma 1 that

d

dt

1

2
δ2max(t) ≤ −λ

2
δmax(t)

2 + C1K
(I−1)/2

√
ln(S)

N

S
δmax(t)

≤ −λ

2
δ2max(t) +−λ

4
δ2max(t) ≤

λ

4
δ2max(t).

(215)

Thus we conclude from Gronwall’s inequality that

δmax(t)
2 ≤ max

δmax(0)
2e−λt/4,

(
4C1K

(I−1)/2

λ

√
ln(S)

N

S

)2
 . (216)

This ends the proof.

Proof of Theorem 5. The proof is the same as the proof of Theorem 8 above with the only exception
that we do not need to show that v(i, n, t) ∈ Ω but this holds by assumption which makes the proof
strictly simpler.

G Concentration of Datapoint Statistics Matrices

In this section, we prove high probability concentration bounds for certain matrices and vectors
capturing the statistics of the dataset. They are used in Section E to extract the asymptotically
dominating contribution of the loss gradient and therefore of the gradients of the embeddings under
gradient flow. All concentration bounds derived in this section are a simple consequence of the
general and standard matrix concentration bound stated in Lemma 7.

We start with the matrices Aij ∈ RN×N with entries

Ai,j
n1,n2

= |{n ∈ D : ni = n1,nj = n2}| =, (217)

the matrix counting the appearance of a pair of tokens in slot i and j (this is closely related to the
matrices Ak,i,j which we will consider below). Then we have the following result.

Lemma 3. Let Ai,j ∈ RN×N be as defined above. Assume that S ≥ 12N . Then the following
bound holds for η > 0

PD

(
∥Ai,j − E(Ai,j)∥ ≥ (1 + η) ln(S)

√
S

N

)
≤ S−η+ 3

2 . (218)

This implies

PD

(
∥Ai,j∥ ≥ S

N
+ (1 + η) ln(S)

√
S

N

)
≤ S−η+ 3

2 . (219)

Proof. As in the proof of Theorem 2, we use Poissonization, i.e., we consider dataset D̃ generated
by first sample S̄ ∼ Poi(S) and then DS̄ ∼ U([N ]I)S̄ . A uniform sample n ∼ U([N ]I) satisfies
ni = n1 and nj = n2 with probability

p =
1

N2
. (220)

Therefore the distribution of Ai,j is

Ai,j
n1,n2

= Poi

(
S

N2

)
(221)

and the entries are independent. We can now apply Lemma 7 where we use η ln(S) as η in the
statement of the lemma and find using S ≥ N that

PD̃

(
∥Ai,j − E(Ai,j)∥ ≥ (1 + η) ln(S)

√
S

N

)
≤ 4NS−η. (222)
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Let us define

r(S,N, η) = (1 + η) ln(S)

√
S

N
(223)

Note that P(S̄ = S) = SSe−S/S! ≥ 1/(3
√
S). This implies

PD
(
∥Ai,j − E(Ai,j)∥ ≥ r(S,N, η)

)
= PD̃

(
∥Ak,i,j − E(Ai,j)∥ ≥ r(S,N, η)|S̄ = S

)
=

PD̃
(
∥Ai,j − E(Ai,j)∥ ≥ r(S,N, η) and S̄ = S

)
PD̃(S̄ = S)

≤ 4NS−η

(
1

3
√
S

)−1

≤ S−η+3/2.

(224)

Here we used S ≥ 12N in the last step. The relation (219) follows because ∥EAi,j∥ = NS/N2 =
S/N .

Next we prove a similar but slightly more involved result for the matrices that capture a similar
statistics as Ai,j but which in addition only consider n such that Π(n) = k. We thus consider
any k ∈ [K]I and any indices i, j ∈ I which we consider fixed for now. Consider the sets
N (i,k) = Π−1

i (ki),N (j,k) = Π−1
j (kj) ⊂ [N ]. For a given dataset D = {n1, . . . ,nS} we define

the matrices Ak,i,j ∈ RN (i,k)×N (j,k) by

Ak,i,j
n1,n2

= |{n ∈ D : Π(n) = k, ni = n1, nj = n2}| (225)

for n1 ∈ N (i,k), n2 ∈ N (j,k). Thus, the entries are the number of datapoints that are mapped to k
by Π and whose entries i and j are equal to n1 and n2. We emphasize that this essentially agrees
with the definition in (115) given in Section D (except that the dimensions of the matrices do not
agree, we address this below the lemma). Similar reasoning as in the previous result, Lemma 3, gives
the following statement.

Lemma 4. Let Ak,i,j ∈ RN (i,k)×N (j,k) be as defined above. Assume that for all i ∈ [I] and k ∈ [K]
the bound N/(2K) ≤ |Π−1

i (k)| ≤ 2N/K holds and let S ≥ 24N . Then the following bound holds
for η > 0

PD

(
∥Ak,i,j − E(Ak,i,j)∥ ≥ (1 + η) ln(S)max

(
1,
(

2
K

)(I−1)/2

√
S

N

))
≤ 3S−η+3/2. (226)

Note that in particular for K ≥ 2 we find for S ≥ 24N the bound

PD

(
∥Ak,i,j − E(Ak,i,j)∥ ≥ (1 + η) ln(S)

√
S

N

)
≤ S−η+3/2. (227)

Proof. The proof is essentially the same as the proof of Lemma 3 with some additional notational
complications. Again, we consider a dataset D̃ generated by first sampling S̄ ∼ Poi(S) and then
DS̄ ∼ U([N ]I)S̄ . Note that a uniform sample n ∼ U([N ]I) satisfies Π(n) = k, ni = n1, and
nj = n2 for n1 ∈ N (i,k) and n2 ∈ N (j,k) with probability

p(k, i, j) =
1

N I

|Π−1(k)|
|Π−1

i (ki)| · |Π−1
j (kj)|

(228)

and thus the distribution of Ak,i,j is

Ak,i,j
n1,n2

= Poi

(
S

N I

|Π−1(k)|
|Π−1

i (ki)| · |Π−1
j (kj)|

)
=: Poi(λ(k, i, j)) (229)
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for all n1 ∈ N (i,k) and n2 ∈ N (j,k) and the entries are independent. Note that the assumption
N/(2K) ≤ |Π−1

i (k)| ≤ 2N/K implies that

|Π−1(k)|
|Π−1

i (ki)| · |Π−1
j (kj)|

=
∏

l∈[K]\{i,j}

|Π−1
l (kl)|

{
≤ 2I−2NI−2

KI−2 ,

≥ NI−2

2I−2KI−2

(230)

which implies

1

(2K)I−2

S

N2
≤ λ(k, i, j) ≤

(
2

K

)I−2
S

N2
. (231)

Now we apply Lemma 7 where we use η ln(S) as η in the statement of the lemma and find that

PD̃

(
∥Ak,i,j − E(Ak,i,j)∥ ≥ (1 + η) ln(S)max

(
1,
(

2
K

)(I−1)/2

√
S

N

))
≤ 8N

K
S−η. (232)

Let us set

r(S,N,K, I, η) = (1 + η) ln(S)max

(
1,
(

2
K

)(I−1)/2

√
S

N

)
(233)

Again, P(S̄ = S) = SSe−S/S! ≥ 1/(3
√
S). This implies

PD
(
∥Ak,i,j − E(Ak,i,j)∥ ≥ r(S,N,K, I, η)

)
= PD̃

(
∥Ak,i,j − E(Ak,i,j)∥ ≥ r(S,N,K, I, η)|S̄ = S

)
=

PD̃
(
∥Ak,i,j − E(Ak,i,j)∥ ≥ r(S,N,K, I, η) and S̄ = S

)
PD̃(S̄ = S)

≤ 8N

K
S−η

(
1

3
√
S

)−1

≤ S−η+3/2.

(234)

Here we used S ≥ 24N in the last step.

We also consider the matrix Ak,i,j ∈ RIN×IN already defined in (115), which we equivalently
obtain by embedding Ak,i,j suitable, i.e, we have

Ak,i,j
(i1,n1),(j1,n2)

=

{
Ak,i,j

n1,n2
if i1 = i, j1 = j and n1 ∈ N (i,k), n2 ∈ N (j,k)

0 otherwise.
(235)

Since Ak,i,j is a submatrix of Ak,i,j we find

∥Ak,i,j − EAk,i,j∥ = ∥Ak,i,j − EAk,i,j∥ (236)

so that Lemma 4 applies to Ak,i,j .

We also need a simpler concentration statement for the frequency of datapoints ns such that ni = n.
We define the vectors Bi ∈ RN by

Bi
n = |{n ∈ D : ni = n}|. (237)

We need a simple upper bound on the vectors Bi.
Lemma 5. The following bound holds for η > 0

P
(
Bi

n ≥ S

N
+max(2

√
η ln(S)SN−1, 4/3η ln(S))

)
≤ S−η. (238)

Proof. Note that Bi
n ∼ Bin(S,N−1). The variance of a Ber(p) variable is p(1−p) ≤ p. Bernstein’s

one-sided inequality then reads

P
(
Bin(S,N−1)− SN−1 ≥ t

)
≤ exp

(
− t2

2SN−1 + 2t/3

)
≤ exp

(
−min

(
t2

4SN−1
, 3t/4

))
.

(239)
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Now we apply this bound with t = max(2
√
η ln(S)SN−1, 4/3η ln(S)) which implies

P

(
Bin(S,N−1)− S

N
≥ max

(
2

√
η ln(S)

S

N
, 4/3η ln(S)

))
≤ S−η. (240)

As before for the A matrices we also need an extension of the previous result to a setting where we in
addition require Π(n) = k for a given k and n ∈ [N ]. Recall that N (i,k) = Π−1

i (ki). Then we
consider the vector Bk,i ∈ RN (i,k) given by

Bk,i
n = |{n ∈ D : Π(n) = k, ni = n}| = |Dk,i,n|. (241)

Again, this agrees with the definition of B given in (114). The following Lemma holds.
Lemma 6. Let Bk,i ∈ RN (i,k) be as defined above. Assume that for all i ∈ [I] and k ∈ [K] the
bound |Π−1

i (k)| ≤ 2N/K holds. Then the following bound holds for η > 0 and n ∈ N (i,k)

P

(
|Bk,i

n − E(Bk,i
n )| ≥ max

(
2

(
2

K

)(I−1)/2
√
η ln(S)

S

N
,
4

3
η ln(S)

))
≤ 2S−η. (242)

Note that viewing I and K as constant we get for S ≥ N · ln(N) the bound

PD

(
|Bk,i

n − E(Bk,i
n )| ≥ CI,K

√
η ln(S)

S

N

)
≤ 2S−η. (243)

Proof. The proof is along the lines of Lemma 5 but slightly more technical. Note that the entries of
Bk,i are distributed according to Bin(S, p(k, i)) where

p(k, i) =
|Π−1(k)|

N I |Π−1
i (ki)|

. (244)

Note that by assumption

p(k, i) ≤
(
2N

K

)I−1

N−I =
1

N

(
2

K

)I−1

. (245)

Since the variance of a Ber(p) variable is p(1− p) ≤ p Bernstein’s inequality then implies

P(|Bin(S, p(k, i))− S · p(k, i)| ≥ t) ≤ 2 exp

(
− t2

2Sp(k, i) + 2t/3

)
≤ 2 exp

(
−min

(
t2

4Sp(k, i)
, 3t/4

))
.

(246)

Now we apply this bound with t = max(2
√

η ln(S)Sp(k, i), 4/3η ln(S)) which implies

P
(
|Bin(S, p(k, i))− S · p(k, i)| ≥ max(2

√
η ln(S)Sp(k, i), 4/3η ln(S))

)
≤ 2S−η. (247)

Applying (245) we find

P

(
|Bin(S, p(k, i))− S · p(k, i)| ≥ max

(
2

(
2

K

)(I−1)/2
√
η ln(S)

S

N
,
4

3
η ln(S)

))
≤ 2S−η.

(248)

To conclude that (243) holds, we just need to show that for S ≥ N ln(N) the expression S/(N ln(S))
is bounded which follows by monotonicity of S/ ln(S) in S.

Recall that we introduced Bk,i ∈ R[N ] in (114) and then

Bk,i
n =

{
Bk,i

n if n ∈ N (i,k)

0 otherwise.
(249)

For our analysis we want to summarize all those concentration bounds in one result. To simplify the
statement, we only consider our main regime of interest.
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Theorem 9. Assume that the bound N/(2K) ≤ |Π−1
i (k)| ≤ 2N/K holds for all i ∈ [I] and

k ∈ [K]. Assume that

S ≥ N max
(
24, 3(K/2)I−1 ln(N), 4IKI/2

)
. (250)

Then with probability at least 1− S−1 the following bounds hold simultaneously for all k ∈ [K]I ,
i, j ∈ [I]

∥Ai,j − E(Ai,j)∥ ≤ 5 ln(S)

√
S

N
, (251)

∥Ak,i,j − E(Ak,i,j)∥ ≤ 6 ln(S)
(

2
K

)(I−1)/2

√
S

N
, (252)

Bi
n ≤ S

N
+ 4

√
ln(S)S

N
, (253)

|Bk,i
n − E(Bk,i

n )| ≤ 4

(
2

K

)(I−1)/2
√

ln(S)
S

N
. (254)

Proof. Applying Lemma 3 with η = 4 we obtain that the first bound holds with probability at least
1− S−2 (here we used S ≥ 12N ). Similarly, we obtain for S ≥ (K/2)I−1N

max

(
1,
(

2
K

)(I−1)/2

√
S

N

)
=
(

2
K

)(I−1)/2

√
S

N
. (255)

Setting η = 5 in Lemma 4 we get that the second bound holds (by the union bound) with probability
at least 1− 3I2KIS−3 for all i, j ∈ [I] and k ∈ [K]I . For S ≥ αN ln(N) and N ≥ α we find

S

ln(S)
≥ αN ln(N)

ln(α ln(N)N)
≥ αN ln(N)

3 ln(N)
≥ α

3
N (256)

which implies for η = 2 and S ≥ 3N ln(N)

max

(
2

√
η ln(S)

S

N
, 4/3η ln(S)

)
≤ 4

√
ln(S)

S

N
(257)

and thus applying Lemma 5 with η = 2 implies that the third bound holds with probability at least
1− S−2. Finally, we find for S ≥ 3(K/2)I−1N ln(N) and η = 3 the bound

max

(
2

(
2

K

)(I−1)/2
√
η ln(S)

S

N
,
4

3
η ln(S)

)
≤ 4

(
2

K

)(I−1)/2
√
ln(S)

S

N
. (258)

Lemma 6 implies that the last bound holds with probability at least 1 − 2IKIS−3. All bounds
simultaneously then hold with probability at least

1− S−2 − 3I2KIS−3 − S−2 − 2IKIS−3 ≥ 1− 2S−2 − 2 · 1
4
S−1 ≥ 1− S−1. (259)

H Spectral bounds for Random Matrices

In the derivation of the concentration bounds in the previous section, we needed concentration bounds
for random matrices whose entries follow a Poisson distribution. In this section we provide the
required result. Lemma 7 below should be folklore, but we did not find an exact reference so we
provide a proof based on standard concentration results for random matrices. Let us first state the
general result.

38



Theorem 10 (Corollary 3.7 in [26]). Let Xk be a sequence of independent random symmetric
matrices with dimension d. We assume that there is a function g : (0,∞) → [0,∞] and symmetric
matrices Ak such that

EeθXk ≤ eg(θ)Ak for θ > 0. (260)

Define

ρ := λmax(
∑
k

Ak). (261)

Then for all t ∈ R the following bound holds

P

(
λmax

(∑
k

Xk

)
≥ t

)
≤ d · inf

θ>0
e−θt+g(θ)ρ. (262)

We now apply the previous concentration bound to our specific setting of interest.
Lemma 7. Consider a random matrix A ∈ Rd1×d2 whose entries are independent random variables
with Aij ∼ Poi(λ) for some λ > 0. Then the following bound holds for all η ≥ 0

P
(
∥A− E(A)∥ ≥ (η + 1)max

(√
max(d1, d2)λ, 1

))
≤ 2(d1 + d2)e

−η. (263)

Proof. To bound the norm of this non-symmetric matrix we use the usual approach to consider

Q =

(
0d1×d1

A− E(A)
A⊤ − E(A)⊤ 0d1×d1

)
. (264)

Consider the index set

I = {(i, j) : i ∈ [d1], j ∈ {d1 + 1, . . . , d2 + d2}} (265)

then we can write

Q
D
=
∑

(i,j)∈I

(Ni,j − λ)(Ei,j + Ej,i) (266)

where Ei,j is the matrix whose entry (i, j) is 1 and all other entries vanish and Ni,j ∼ Poi(λ). Let
Xij = (Ni,j − λ)(Ei,j + Ej,i). Note that by induction one directly finds

(Ei,j + Ej,i)
k =

{
Eii + Ejj if k is even,
Ei,j + Ej,i if k is odd.

(267)

In any case we get ±(Ei,j + Ej,i)
k ≤ Ei,i + Ej,j in the sense of symmetric matrices and we set

Aij = Ei,i + Ej,j . Now we obtain for any θ ∈ R the relation

EeθXij = Aij

∞∑
k=0

θ2kE(Poi(λ)− λ)2k

(2k)!
+ (Ei,j + Ej,i)

∞∑
k=0

θ2k+1E(Poi(λ)− λ)2k+1

(2k + 1)!

≤ Aij

( ∞∑
k=0

θ2kE(Poi(λ)− λ)2k

(2k)!
+

∣∣∣∣∣
∞∑
k=0

θ2k+1E(Poi(λ)− λ)2k+1

(2k + 1)!

∣∣∣∣∣
)
.

(268)

Note that the first summand is invariant under θ → −θ while the term in absolute values changes its
sign. This implies that( ∞∑

k=0

θ2kE(Poi(λ)− λ)2k

(2k)!
+

∣∣∣∣∣
∞∑
k=0

θ2k+1E(Poi(λ)− λ)2k+1

(2k + 1)!

∣∣∣∣∣
)

= max

( ∞∑
k=0

θkE(Poi(λ)− λ)k

k!
,

∞∑
k=0

(−θ)kE(Poi(λ)− λ)k

k!

)
= max

(
Eeθ(Poi(λ)−λ),Ee−θ(Poi(λ)−λ)

)
= max

(
eλ(e

θ−1)−λθ, eλ(e
−θ−1)+λθ

)
= eλ(e

|θ|−1)−λ|θ|.

(269)

39



Here we used the moment generating function of the Poisson distribution and in the last step that
λ ≥ 0 and then for θ ≥ 0

eθ − e−θ = 2 sinh(θ) ≥ 2θ. (270)

Thus we infer from (268) and (269) that

EeθXij ≤ eλ(e
|θ|−1)−λ|θ|Aij = e(λ(e

|θ|−1)−λ|θ|)Aij := egλ(|θ|)Aij . (271)

using that Ak
ij = Aij in the second step. Note that here

∑
(i,j)∈I

Aij =
∑

(i,j)∈I

Ei,i + Ej,j =

d1∑
i=1

d2Ei,i +

d2+d2∑
i=d1+1

d1Ei,i (272)

which implies

ρ = λ

 ∑
(i,j)∈I

Aij

 = max(d1, d2). (273)

Thus we can apply Theorem 10 and get

P

λmax

 ∑
(i,j)∈I

Xij

 ≥ t

 ≤ (d1 + d2) · inf
θ>0

e−θt+g(θ)ρ

≤ (d1 + d2) · inf
θ>0

e−θt+λmax(d1,d2)(e
θ−1−θ).

(274)

If max(d1, d2)λ ≤ 1 we apply this bound with t = η + 1 and θ = 1 and find

P

λmax

 ∑
(i,j)∈I

Xij

 ≥ (1 + η)

 ≤ (d1 + d2) · exp
(
−(1 + η) + λmax(d1, d2)(e

1 − 2)
)

≤ (d1 + d2)e
−η.

(275)

If max(d1, d2)λ ≥ 1 we set θ =
√
max(d1, d2)λ

−1
≤ 1 and t = (η + 1)

√
max(d1, d2)λ and find

using that for 0 ≤ θ ≤ 1 the bound eθ − 1− θ ≤ θ2 holds

P

λmax

 ∑
(i,j)∈I

Xij

 ≥ (η + 1)
√
max(d1, d2)λ

 ≤ exp
(
−θt+ λmax(d1, d2)θ

2
)

≤ (d1 + d2) · exp

(
−(1 + η)

√
max(d1, d2)λ√
max(d1, d2)λ

+ λmax(d1, d2)
√

max(d1, d2)λ
−2

)
= (d1 + d2)e

−η.

(276)

Thus we can combine both cases and obtain the relation

P
(
λmax (Q) ≥ (η + 1)max

(√
max(d1, d2)λ, 1

))
≤ (d1 + d2)e

−η. (277)

We observe that by (271)

Eeθ(−Xij) = Ee−θXij ≤ egλ(|θ|)Aij . (278)

Thus the same reasoning shows that

P
(
λmin (Q) ≤ −(η + 1)max

(√
max(d1, d2)λ, 1

))
≤ (d1 + d2)e

−η. (279)

and since ∥A − EA∥ = ∥Q∥ = max |λi(Q)| the claim follows by applying the union bound over
(277) and (279).
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I Kronecker Products

Let us here state some basic properties of the Kronecker product of matrices. For two matrices
A ∈ Rn×m and B ∈ Rp×q the Kronecker product is defined by

A⊗B =

a11B · · · a1mB
...

. . .
...

an1B · · · anmB

 ∈ Rnp×mq. (280)

We will need the property that the operator norm satisfies

∥A⊗B∥ ≤ ∥A∥ · ∥B∥. (281)

Note that we use the notation v ⊗ w = vw⊤ to denote the outer product. Formally we have
vw⊤ = v ⊗ w⊤ but it is convenient and common to drop the transposed here.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: See main results and Section 3.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: See discussions in Section 2 and Section 4 and Section 5.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

42



Justification: All assumptions are stated and complete proofs can be found in the sumpple-
mentary material.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA]
Justification:
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification:
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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Justification:
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