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Abstract001

Effective content moderation systems require002
explicit classification criteria, yet online com-003
munities like subreddits often operate with004
diverse, implicit standards. This work intro-005
duces a novel approach to identify and ex-006
tract these implicit criteria from historical mod-007
eration data using an interpretable architec-008
ture. We represent moderation criteria as score009
tables of lexical expressions associated with010
content removal, enabling systematic compari-011
son across different communities. Our experi-012
ments demonstrate that these extracted lexical013
patterns effectively replicate the performance014
of neural moderation models while providing015
transparent insights into decision-making pro-016
cesses. The resulting criteria matrix reveals017
significant variations in how seemingly shared018
norms are actually enforced, uncovering pre-019
viously undocumented moderation patterns in-020
cluding community-specific tolerances for lan-021
guage, features for topical restrictions, and un-022
derlying subcategories of the toxic speech clas-023
sification.024

1 Introduction025

Content moderation is essential for fostering026

healthy online discourse, but remains challenging027

due to the diverse and often implicit norms that028

govern different communities. While platforms like029

Reddit1 host numerous micro-communities (sub-030

reddits) with distinct norms and moderation prac-031

tices, the specific criteria used to enforce these032

norms often remain opaque.033

Previous research has examined emergent norms034

across Reddit communities, identifying both035

generic norms (shared across many communities)036

and community-specific norms (Table 1) (Fiesler037

et al., 2018; Chandrasekharan et al., 2018; Park038

et al., 2024). However, even when communities039

share similar norm categories (e.g., “Be civil”),040

1https://www.reddit.com/

the precise criteria for violations differ between 041

communities based on moderator decisions, topic 042

domains, and user expectations. These criteria are 043

rarely fully captured in stated rules alone, instead 044

requiring substantial domain knowledge and famil- 045

iarity with community practices. 046

While existing approaches have leveraged his- 047

torical moderation data to train classifiers that pre- 048

dict norm violations (Chandrasekharan et al., 2019; 049

Park et al., 2021), these models often function as 050

black boxes, making it difficult to understand the 051

specific patterns being used for classification deci- 052

sions. This opacity presents significant challenges 053

for practical implementation, as moderation sys- 054

tems must reflect moderators’ intent (Kolla et al., 055

2024) rather than merely detecting superficial fea- 056

tures. 057

In this work, we aim to explicitly discover the im- 058

plicit criteria used in moderation decisions across 059

Reddit communities. We introduce an approach 060

that extracts and represents these criteria as score 061

tables of lexical expressions associated with con- 062

tent removal. We propose to build this CriteriaMa- 063

trix by employing Partial Attention Transformer 064

(PAT) (Kim et al., 2023), an interpretable archi- 065

tecture that can predict moderation probabilities 066

on any lexical expressions. . For each of individ- 067

ual communities, a PAT model is trained with cor- 068

responding data, and used to predict moderation 069

scores for a given lexical expression in the corre- 070

sponding community. This enables comparison of 071

moderation patterns across communities. 072

Our experiments on the Reddit moderation 073

dataset (Chandrasekharan et al., 2018) show that in- 074

terpretable model PAT can effectively replicate the 075

performance of neural moderation models, achiev- 076

ing comparable results to ChatGPT. PAT is further 077

used to build analysis using PAT provides various 078

insights of implicit criteria that drive moderation 079

decisions, providing hints of potential risks and 080

future directions for better moderation system. 081

1

https://www.reddit.com/


Figure 1: Overview of criteria discovery. For each subreddit, a text classifier (PAT) is trained from past moderation
data of comment deletion. PAT models for each subreddit score each term in the vocabulary, allowing us to compare
across different subreddits.

Our contributions include: (1) a novel represen-082

tation of moderation criteria as scores assigned to083

lexical expressions, providing unambiguous and084

verifiable insights; (2) demonstrating how PAT can085

effectively identify global moderation patterns by086

assigning well-calibrated scores to text spans; and087

(3) revealing previously unrecognized character-088

istics of moderation practices across Reddit com-089

munities, including varying tolerances for similar090

content types and community-specific enforcement091

patterns.092

Violation Category Example Rule

Incivility “Be civil”
Harassment, Doxxing “Don’t harass others”
Spam, Reposting, Copyright “No excessive posting”
Format, Images, Links “Use the correct tags”
Low-quality, Spoilers “No low-quality posts”
Off-topic, Politics “Only relevant posts”
Hate Speech “No racism, sexism”
Trolling, Personal Army “No trolls or bots”
Meta-Voting “No downvoting”

Table 1: Common subreddit norm violations and para-
phrased rules (Park et al., 2021)

2 Related works093

2.1 Criteria extraction for content094

moderation.095

Research on online community standards has iden-096

tified underlying norms that guide content mod-097

eration across platforms (Chandrasekharan et al.,098

2018; Park et al., 2024; Neuman and Cohen, 2023).099

These norms typically represent high-level con-100

cepts, while community rules provide more ex-101

plicit, fine-grained enforcement guidance (Park 102

et al., 2021; Rao et al., 2023). 103

Prior works on norm discovery exhibit several 104

notable limitations. First, many approaches are 105

constrained by limited categories of norms, such 106

as (e.g., supportiveness, politeness, humor) (Park 107

et al., 2024; Goyal et al., 2024), which restricts the 108

discovery of novel norm types. 109

Second, both norms and rules remain abstract, 110

with the specific criteria used in violation decisions 111

often remaining vague or implicit. Previous ap- 112

proaches to determine whether a given text violates 113

a particular norm have relied on assessments from 114

crowd-workers or generic LLMs (Neuman and Co- 115

hen, 2023; Park et al., 2024). However, these as- 116

sessment methods likely deviate from the actual 117

criteria applied by moderators. 118

Lastly, the extracted norms are not evaluated 119

if they are actually predictive of moderation out- 120

comes (Chandrasekharan et al., 2018; Neuman 121

and Cohen, 2023), while only parts of extraction 122

pipeline is evaluated. 123

Interviewing or surveying on actual moderators 124

and users are informative (Lambert et al., 2024; 125

Weld et al., 2024), but they focused on commonal- 126

ity of aspects and less on identifying fine-grained 127

criteria differences. 128

2.2 Model interpretability 129

Our work approaches criteria extraction as a feature 130

extraction problem. We train a model and interpret 131

it to gain insights about the data, which is relevant 132

to the broader field of model interpretability. Specif- 133

ically, we choose PAT (Kim et al., 2023), which is 134
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an interpretable architecture and demonstrated to135

be capable of discovering dataset or model biases136

in information retrieval domain (Kim et al., 2024).137

There are a few reasons that we chose PAT over138

alternatives. While most interpretability methods139

like LIME (Ribeiro et al., 2016) and SHAP (Lund-140

berg and Lee, 2017) focus on local explanations141

for specific instances (Burkart and Huber, 2021),142

we require global explanations that characterize the143

entire model (Phillips et al., 2018; Kim et al., 2024).144

Local explanation methods have significant draw-145

backs for our purposes: they are computationally146

expensive (Ahmed et al., 2024), require multiple147

forward passes per instance, and produce scores148

that are not meaningful as a probability.149

2.3 Content moderation systems150

Large portion of works in content moderation151

are focused on incivility (toxicity) and hate152

speech (Park et al., 2021), which are not sufficient153

to capture diverse norms in micro-communities154

like Reddit. A notable approach for capturing di-155

verse norms involves using moderators’ rule viola-156

tion comments as training signals, allowing models157

to learn from explicit moderation decisions (Park158

et al., 2021). However, it is limited to few commu-159

nities where explanation comments are provided.160

Moreover, it is not clear if a violation criteria for a161

norm in one community is applicable to others.162

Recent work has explored using instruction-163

following LLMs like ChatGPT for moderation164

rule enforcement (Kolla et al., 2024), but our ex-165

periments confirm previously reported limitations:166

these models achieve only moderate accuracy and167

struggle with community-specific rules beyond uni-168

versal violations like incivility and hate speech.169

There were concern that content moderation170

models with seemingly high performance are171

indeed relying on the mentions of the ethnic172

group and spurious features (Röttger et al., 2021;173

Hartvigsen et al., 2022). Our work address this174

issue by discovering actual criteria used for classifi-175

cations, which allow us to identify spurious features176

or potential limitations of models.177

3 Criteria discovery178

3.1 Overview179

We conceptualize the challenge of understanding180

community-specific moderation as a vocabulary181

scoring problem. While moderation decisions are182

complex and contextual, we hypothesize that they183

can be meaningfully represented through predic- 184

tive lexical patterns that signal rule violations. Our 185

approach aims to build explicit, unambiguous repre- 186

sentations of subreddit-specific moderation criteria 187

by extracting and scoring phrasal expressions for 188

each communities. This vocabulary-based repre- 189

sentation offers several advantages: interpretable, 190

verifiable, and actionable. 191

Task definition: Given datasets {(Xi, Yi)}Ni=1 192

from N communities (subreddits), where Xi = 193

{x1i , x2i , ..., x
ni
i } represents the set of texts from 194

community i and Yi = {y1i , y2i , ..., y
ni
i } denotes 195

the corresponding binary labels, our goal is to 196

build a vocabulary V = {v1, v2, ..., v|V |} and 197

community-specific score matrices Si ∈ R|V | for 198

each community i, where each element sji indicates 199

the contribution of term vj to moderation decisions 200

in community i. 201

3.2 Dataset 202

We use the Reddit moderation data that was used in 203

prior works in norms discovery Chandrasekharan 204

et al. (2018), so that one can compare our finding 205

with theirs. The dataset was collected from May 206

2016 to March 2017. First, the researchers streamed 207

comments via Reddit’s API, then after a 24-hour 208

delay checked which ones had been removed by 209

moderators, and retrieved the original content from 210

their logs. Through this process, about 2.8 million 211

moderated comments from 100 top subreddits. As 212

this dataset only contains moderated comments, we 213

augmented it with comments collected from dumps 214

of 2016 Oct to Nov. We built a balanced dataset for 215

each subreddits, where median size of the training 216

data is 18,000 an min size was 8,000 instances. 217

3.3 Method overview 218

The traditional way of building a machine learning 219

model based on n-gram features suffers from the 220

curse of dimensionality and data sparsity. Thus, we 221

propose to use the novel approach PAT to train a 222

neural classifier to extract n-gram features. 223

We employ Partial Attention Transformer 224

(PAT) (Kim et al., 2023), which is a model de- 225

signed for model explanations for text-pair classi- 226

fication tasks, such as natural language inference, 227

and query-document relevance (Kim et al., 2024). 228

The key strength of PAT lies in that it is trained with 229

labels for full texts, while it is forced to predict the 230

label based on scores from two parts of the texts, 231

which gives it ability to assign well-calibrated (0-1 232

range) probability values. 233
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3.4 PAT training234

ρ1

BERT

t1

ρ2

BERT

t2

t1 You asked a [MASK] question.

t2 stupid

Agg

y

Figure 2: PAT training architecture. A comment text
“You asked a stupid question” is partitioned into two
sequences and encoded by BERT. The model is super-
vised with final y label, while encouraging the model
to generate corresponding scores ρ1 and ρ2 for each
sequences.

We are given a input text x and a label y. we cre-235

ates two partial sequences (t1, t2) from x, where236

one sequence t1 is formed by extracting a continu-237

ous span from x, while t2 contains the remaining238

tokens with a mask token in place of the extracted239

span.240

PAT encode each partial sequence through a241

BERT encoder (Devlin et al., 2019). The CLS to-242

ken representation is projected to obtain scores for243

both classes244

PAT(ti) = W · BERTCLS(ti) + b. (1)245

Two outputs from PAT for each of t1 and t2246

are aggregated by element-wise sum followed by247

softmax:248

ŷ = softmax(PAT(t1) + PAT(t2)) (2)249

We use cross-entropy loss on predicted probabili-250

ties ŷ and gold label y.251

Given an arbitrary span t, we can use PAT predict252

a probability that a text is moderated if it contain t,253

which is given as254

P (y|t) = softmax(PAT(t)). (3)255

3.5 CriteriaMatrix construction256

For each subreddit, we train one PAT model with257

the training data from the subreddit. We then build258

a vocabulary that is shared across different subred-259

dits, which allow us to compare moderation criteria260

between communities.261

mean politics Games history

Russian 0.56 0.96 0.73 0.69
do you speak english 0.59 0.94 0.88 0.55
Tesla 0.49 0.36 0.84 0.82
Asian man 0.68 0.49 0.96 0.76
fucked up 0.65 0.51 0.81 0.93
holy shit 0.50 0.51 0.78 0.84
Trump 0.79 0.58 1.00 0.93

Table 2: Sample entries from CriteriaMatrix. First two
terms have high scores for being moderated in the pol-
itics subreddit, as users used them to accuse others
as a Russian spy. Terms having scores around 0.8 are
moderated for being off-topic. The topic about the last
term was moderated in most subreddits at 2016 (Chan-
drasekharan et al., 2018).

Since the potential space of all possible token se- 262

quences is prohibitively large, we selectively iden- 263

tify the spans that likely influence moderation de- 264

cisions. For each subreddit i, we sampled 1,000 265

comments and applied the corresponding model, 266

PATi to these comments. We then extracted spans 267

of texts that received high scores. For each span, 268

we tokenized it and collected n-grams (sequences 269

of n consecutive tokens, where n ranges from 1 to 270

9) that are substrings of it. 271

We applied this process across 60 subreddits and 272

built a candidate vocabulary. For each n values, we 273

selected the top 10,000 most frequent n-gram terms, 274

based on probability scoring from an off-the-shelf 275

large language model, Llama-3 (Grattafiori et al., 276

2024). 277

Finally, we apply each PATi to score all terms 278

in vocabulary, to get a score matrix M , where Mi,j 279

indicates the score that PAT for subreddit i has 280

assigned to a term j. We refer to M as CriteriaMa- 281

trix throughout the paper. Table 2 shows a selected 282

example entries that demonstrate significant differ- 283

ences between subreddits. 284

3.6 Span-based classification 285

Note that PAT is used differently in building Crite- 286

riaMatrix M than how it is trained. 287

First, when PAT scores vocabulary terms, it only 288

has access to at most n tokens at a time, whereas 289

during training, at least one of the two towers pro- 290

cesses a longer context. 291

Second, during training, each dimension of the 292

logit values is separately summed (Equation 2) be- 293

fore applying softmax, while in the span extraction, 294

probability is calculated per individual span. 295

To evaluate the validity of these span-level 296
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scores, we designed a classifier that operates on297

short text segments. Given a text, we tokenize it298

by whitespace and enumerate all three-token win-299

dows. Each three-token span is scored by PAT, and300

these scores are averaged to produce a final pre-301

diction. This approach allows us to quantify how302

much predictive performance is maintained when303

the model is constrained to shorter spans than those304

used during training.305

4 Evaluation306

In this section, we compare the classification per-307

formance of various models, including PAT, to eval-308

uate their effectiveness and gain insights about the309

data. To accept the output of PAT as moderation cri-310

teria, we want to make sure that PAT is predictive311

of moderation outcomes.312

Since we intend to use span-level scores to un-313

derstand moderation criteria, we must first verify314

if these scores effectively predict moderation out-315

comes by evaluating the PAT classifier (subsec-316

tion 3.6). We include a variant called PAT (Bipar-317

tite) which divides the input text into only two parts318

rather than multiple spans. This better align with319

training set up as in Figure 2, and demonstrate that320

PAT could get higher performance with longer con-321

texts.322

We evaluated performance across models with323

varying degrees of subreddit awareness:324

Subreddit aware models: Models that have325

knowledge of the specific subreddit being classi-326

fied, including BERT fine-tuned (FT) on each tar-327

get subreddit’s training data, PAT (Bipartite) and328

standard PAT trained on subreddit-specific data,329

ChatGPT prompted with the subreddit name, Chat-330

GPT prompted with both subreddit name and of-331

ficial rules collected via API, LlamaGuard2 (Inan332

et al., 2023) with subreddit name in the input, and333

LlamaGuard2 (Toxic) with toxicity definitions and334

subreddit name in the prompt.335

Subreddit agnostic models: Models trained or336

prompted without information about which specific337

subreddit the content belongs to, including BERT338

(FT) trained on aggregated data from 60 subreddits,339

PAT trained on aggregated data without subred-340

dit identifiers, ChatGPT without subreddit-specific341

context, LlamaGuard2 with default configuration,342

and LlamaGuard2 (Toxic) with only toxicity defi-343

nitions in the prompt.344

All models were evaluated across 97 subreddits2,345

2We excluded three subreddits that no longer exist: Incels,

F1 AUC
Subreddit aware

BERT (FT) 0.81 0.90
PAT (Bipratite) 0.80 0.89
PAT 0.69 0.83
ChatGPT 0.70 0.72
ChatGPT + Rule 0.68 0.63
LlamaGuard2 0.18 0.41
LlamaGuard2 (Toxic) 0.27 0.35

Subreddit agnostic
BERT (FT) 0.73 0.80
PAT 0.70 0.74
ChatGPT 0.56 0.59
LlamaGuard2 0.17 0.42
LlamaGuard2 (Toxic) 0.26 0.35

Table 3: Comparison of classification performance be-
tween BERT and PAT using F1 and AUC metrics.

with 100 instances per subreddit. F1 and AUC 346

scores were computed for each subreddit and then 347

averaged across all communities. 348

To compute AUC for generative models, we used 349

the token probability for the answer token-the first 350

token that differentiate the classification outcomes- 351

as the prediction score, following the approach used 352

in LlamaGuard (Inan et al., 2023). 353

Table 3 demonstrates that while PAT does not 354

achieve the same performance level as BERT 355

(which has a full text view), it still attains reason- 356

able scores comparable to other methods. Its F1 357

and AUC metrics are on par with ChatGPT despite 358

the latter having an order of magnitude more pa- 359

rameters. 360

Notably, PAT (Bipartite) maintains nearly iden- 361

tical performance to BERT (FT), demonstrating 362

the robustness of the PAT training approach. These 363

results confirm the effectiveness of PAT on Red- 364

dit moderation data, which is consistent with its 365

strong performance across diverse tasks in previous 366

work (Kim et al., 2023, 2024). The architecture’s 367

success across multiple datasets and tasks indicates 368

that our findings are not limited to this specific 369

Reddit dataset. 370

Across all models, subreddit-aware variants con- 371

sistently outperformed their subreddit-agnostic 372

counterparts. 373

Interestingly, ChatGPT with access to explicit 374

subreddit rules did not outperform the version that 375

only knew the subreddit names. This can be at- 376

soccerstreams, and The_Donald.
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Subreddit BERT (FT) ChatGPT
(+Subreddit)

ChatGPT
(+Rule)

churning 0.97 0.83 0.85
conspiracy 0.90 0.72 0.80

DIY 0.83 0.71 0.73
fantasyfootball 0.82 0.32 0.48

Games 0.85 0.57 0.7

Table 4: Classification F1 scores on selected subreddits
for BERT (FT), ChatGPT run which is provided with
subreddit name, and provided with rules of subreddit

tributed to two factors: First, the majority (70%)377

of violations (Park et al., 2021) are widely recog-378

nized problematic behaviors such as incivility, hate379

speech, or spam, which ChatGPT already identifies380

as inappropriate. Second, the actual moderation cri-381

teria for more specific rules often cannot be inferred382

from the officially stated rules alone.383

LlamaGuard 2 models performed poorly across384

all configurations, indicating a significant mis-385

match between Reddit and their original purpose386

of safeguarding LLM inputs and outputs.387

5 CriteriaMatrix Analysis388

CriteriaMatrix constructed using PAT scores pro-389

vides insights into content moderation patterns390

across different subreddits. In this section, we ad-391

dress three critical questions about these patterns:392

1) What patterns are used for prediction when an393

official rule is not sufficient for deciding modera-394

tion. 2) Which norms exhibit unexpected tolerance395

levels across different communities? 3) What mean-396

ingful subcategories exist within broadly defined397

norms?398

5.1 Subreddit specific norms399

Table 4 presents F1 scores for selected subreddits,400

highlighting cases where in-domain supervised401

models like BERT (FT) significantly outperform402

both the standard ChatGPT and the rule-enhanced403

ChatGPT variant. Although providing official rules404

improves ChatGPT’s performance in some com-405

munities, substantial performance gaps remain in406

many subreddits.407

These performance disparities suggest that408

BERT (FT) may rely on implicit criteria not cap-409

tured in official rules. We now examine what spe-410

cific criteria BERT (FT) models learn to predict411

moderation outcomes in these communities, focus-412

ing on patterns that may not be evident from the413

official rules alone.414

We analyzed CriteriaMatrix for r/fantasyfootball415

0 0.5 1

thinking about starting

i can play
should i use

earlier this week

this afternoon .

should i try
has been available

if i start

i am starting
should i start

Figure 3: Three-token terms that has highest score dif-
ference between the fantasyfootball subreddit (blue) and
average over subreddits (orange).

to understand the performance gap between the 416

in-domain supervised model and other models, in- 417

cluding GPT variants. 418

Figure 3 shows the three-token terms with the 419

largest score differences between r/fantasyfootball 420

and the mean across other subreddits. Phrases such 421

as “thinking about starting” and “should i use” ap- 422

peared as particularly predictive of moderation de- 423

cisions in this community. 424

Examining the official rules of r/fantasyfootball, 425

we found a rule that says “No individual threads 426

of any kind specific to your team or league.” We 427

can infer that these high-scoring phrases typically 428

appear when users ask questions specific to their 429

own fantasy teams. Since our dataset lacks features 430

to determine whether these comments appeared 431

in individual threads or within valid threads, we 432

cannot directly verify rule violations. 433

GPT models likely predicted these comments 434

as rule-compliant due to insufficient contextual ev- 435

idence. In contrast, the supervised BERT model 436

learned that these linguistic patterns alone strongly 437

predict moderation, possibly due to undersam- 438

pling of non-moderated content in the training 439

data. This reveals how supervised models can learn 440

community-specific moderation patterns that may 441

not be strictly aligned with the literal interpretation 442

of official rules. 443

5.2 Blaming Moderators 444

Criticizing moderators on Reddit is known to fre- 445

quently result in content removal across most 446

subreddits (Chandrasekharan et al., 2018; Fiesler 447

et al., 2018). We investigated whether there are 448

differences in how communities determine which 449
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moderator-related comments warrant moderation.450

CriteriaMatrix showed that unigram terms like451

“moderator” or “mod” have high scores at many452

subreddits. Specifically the term “mod” had scores453

ranging from 0.18 to 0.99, with mean of 0.68, and454

in 12, “mod” received scores over 0.9.455

Based on these observations, we hypothesized456

that moderation classifiers for many subreddits457

might be sensitive to any mention of moderators,458

potentially regardless of context or intent. To test459

this hypothesis, we constructed a dataset of 50460

synthetic comments generated by ChatGPT and461

Claude that contained the keyword “mod” without462

expressing blame or criticism toward moderators.463

Applying our trained classifiers to this synthetic464

dataset, we found that 16 out of 60 classifiers465

(26.7%) predicted all 50 instances as requiring466

moderation, despite their non-critical nature. This467

suggests several possibilities: (1) people expressed468

sarcastic descriptions about moderation, so that any469

mention about moderation is considered sarcasti-470

cally blaming moderator. (2) synthetic sentences471

are not natural, which actually triggered modera-472

tion.473

To confirm this finding with real-world data, we474

subsequently analyzed the actual moderation rates475

of comments containing the term “mod” across476

our dataset. The results strongly supported our hy-477

pothesis: in 16% of subreddits, more than 90% of478

comments mentioning “mod” were removed, and479

in 34% of subreddits, the removal rate exceeded480

80%. These high moderation rates for comments481

containing a simple reference to moderators sup-482

port the hypothesis that many communities may483

have low tolerance for moderator discussions of484

any kind, potentially explaining why our classifiers485

flagged even neutral mentions.486

5.3 Tolerance to personal attack487

We hypothesized that there would be meaningful488

difference in tolerance to a personal attack. Per-489

sonal attack is very broad categories and there are490

numerous lexicons. To avoid inspecting all vocabu-491

lary, we implemented a clustering approach based492

on score similarity across subreddits.493

We consider that two terms similar in their con-494

tribution to moderation decision if their scores over495

subreddits are highly correlated. Using Pearson496

correlation coefficients as our similarity metric we497

performed k-means clustering (k=100) on the term498

space. We additionally filtered terms that are far499

from the corresponding centroid to ensure purity500

# of clusters
Personal attack 10
Hate speech 6
Topical 16
URL 18
Markdown 5
Others 45

Table 5: Distribution of term clusters categorized by
content moderation types, derived from k-means clus-
tering (k=100).

of clusters. The resulting Silhouette score of 0.15 501

indicates a weak but present clustering structure. 502

We manually categorized these clusters accord- 503

ing to the following criteria: Personal attacks in- 504

cluded terms potentially offensive toward the sec- 505

ond person (“you”) or containing general slurs; hate 506

speech includes terms offensive to demographic 507

groups; topical clusters contained topically coher- 508

ent terms not inherently offensive; URL and mark- 509

down clusters focused on structural elements; and 510

the remainder were classified as "other." 511

We focused on clusters classified as personal 512

attacks. To differentiate between these clusters, we 513

assigned a name to each based on what is common 514

among the terms. We generated descriptive name 515

using Claude 3. Note that these names are intended 516

to make distinguishing clusters easy and do not 517

precisely describe the clusters. 518

Table 6 shows the these personal attack clusters 519

with their average scores over subreddits and stan- 520

dard deviation. The clustering has successfully dif- 521

ferentiated between distinct personal attack types 522

ranging from the most offensive ones like “direct 523

intelligence insults” (scoring highest at 0.84) to 524

more subtle forms like epistemic competence un- 525

dermining and boundary-crossing advice (scoring 526

0.56-0.57). 527

Figure 4 shows how moderation scores for each 528

personal attack cluster vary across six different 529

subreddits. While the overall pattern shows that 530

some subreddits consistently maintain higher or 531

lower moderation thresholds across all clusters, we 532

observe exceptions in some subreddits. Two sub- 533

reddits show much lower scores for clusters 37 and 534

52, respectively. This pattern suggests community- 535

specific tolerance for certain types of personal ad- 536

dress. For instance, the lower scores for cluster 52 537

(boundary-crossing advice) likely indicate that in 538

advice-focused communities, direct guidance that 539

might be considered intrusive elsewhere is instead 540

3https://claude.ai/
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Figure 4: Average moderation scores for personal attack
term clusters across six different subreddits. Each line
represents a distinct subreddit (anonymized), showing
how communities vary in their tolerance for different
types of personal attacks.

viewed as appropriate. Similarly, the reduced sen-541

sitivity to cluster 37 (second-person framing) in542

another subreddit suggests that direct addressing of543

other users is more acceptable within its conversa-544

tional norms.545

ID Score (SD) Name

81 0.84 (0.15) Direct intelligence insults
20 0.81 (0.16) Profane command attacks
42 0.78 (0.16) Behavioral mockery
46 0.72 (0.16) Indirect intelligence attacks
14 0.71 (0.16) Dismissive commands
5 0.64 (0.15) Identity questioning
37 0.57 (0.13) Second-person framing
52 0.57 (0.13) Boundary-crossing advice
39 0.56 (0.14) Competence undermining

Table 6: Clusters of personal-attack (toxic) language
with average scores and standard deviations. Terms for
each clusters are listed in Table 7.

Our analysis of gives a revealed several impor-546

tant patterns in content moderation.547

5.4 Summary548

Our analysis of CriteriaMatrix reveals three key549

insights about content moderation across Reddit550

communities.551

First, for community-specific rules, we found552

patterns that strongly predict moderation decisions553

in our dataset but may not represent objectively554

sufficient conditions for removal. This suggests555

supervised models may learn spurious correlations556

rather than moderators’ true intent.557

Second, our “blaming moderators” analysis558

demonstrated how historical moderation data can 559

lead classifiers to flag even neutral mentions of 560

moderators as violations. This pattern might not 561

align with moderators’ future expectations, high- 562

lighting needs for potential disconnects between 563

learned patterns and intended policy. 564

Finally, our clustering of personal attacks re- 565

vealed that toxic content exists on a spectrum, with 566

communities showing varying tolerance levels for 567

different types of attacks. While prior work of- 568

ten treats toxicity as having universal criteria and 569

thresholds, our findings suggest that community- 570

specific calibration of tolerance for different attack 571

types could improve moderation effectiveness. 572

6 Conclusion 573

In this paper, we introduced a novel approach to 574

understanding content moderation criteria across 575

different online communities by leveraging an inter- 576

pretable architecture PAT, to extract lexical expres- 577

sions predictive of moderation decisions. These ex- 578

pressions provide insights into classification crite- 579

ria while functioning effectively as classifiers them- 580

selves. Our methodology could benefit other clas- 581

sification tasks, which has multiple sub-domains 582

with possible different classifications criteria by 583

assisting developers to understand the underlying 584

criteria and discover possible biases of the dataset. 585

Limitations 586

Our analysis and dataset have several limitations 587

that could affect the generalizability of our findings. 588

First, our approach only captures patterns observ- 589

able in short textual expressions, excluding toxic 590

behaviors that require broader context to identify. 591

Our data also lacks important contextual elements 592

such as previous comments or parent posts that 593

often influence moderation decisions. 594

Second, our use of balanced datasets with equal 595

proportions of moderated and non-moderated con- 596

tent differs significantly from the natural distribu- 597

tion on Reddit, where only about 5% of comments 598

are typically moderated. This sampling approach, 599

while standard for classification tasks, may amplify 600

certain patterns that would be less prominent in 601

real-world applications. 602

Third, the dataset’s limited time window and 603

size may be critical to the resulting models having 604

suboptimal performance and biases. Some patterns 605

identified in our analysis might not persist or might 606

8



appear different with more comprehensive data col-607

lection spanning longer periods.608

These limitations suggest caution in interpret-609

ing our findings and highlight opportunities for610

future work with richer contextual data, more rep-611

resentative sampling, and longitudinal analysis of612

moderation patterns.613
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A Baseline implementations 743

ChatGPT - Prompt 744

For ChatGPT runs in section 4, we concatenated a 745

task specific instruction to a target text to be classi- 746

fied. 747

ChatGPT with rule 748

For each subreddit, we construct a prompt by 749

concatenating its moderation rules. We used the 750

both summary and detail parts of rules which is 751

collected by the official API. 752

The prompt is formatted as follows: 753

[Subreddit moderation rules] 754

The above rule describes 755

prohibited contents. Classify if 756

the following text is prohibited. 757

If prohibited, output ’unsafe’ 758

as a first token. If not, output 759

’safe’. 760

The model is instructed to output the token 761

unsafe if the input violates any subreddit rule and 762

safe otherwise. 763

ChatGPT - subreddit aware 764

If the following text is posted 765

in {subreddit} subreddit, will it 766

be moderated (deleted)? 767

Answer Yes or No, as a single 768

token. 769

ChatGPT - subreddit agnostic 770

If the following text is posted 771

on Reddit, will it be moderated 772

(deleted)? 773

Answer Yes or No, as a single 774

token. 775

B PAT model implementations 776

Training Hyperparameters 777

The following hyperparameters were used during 778

model fine-tuning: 779

• Number of training epochs: 3 780

• Learning rate: 5e-5 781

• Training batch size: 16 782

• Warmup ratio: 0.1 783

• Weight decay: 0.01 784
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• Learning rate scheduler: Linear with785

warmup786

No extensive hyperparameter tuning were used787

throughout the deveopment process.788

C Disclaimers789

C.1 Reddit Content Moderation Dataset790

The dataset of Reddit moderation (Chandrasekha-791

ran et al., 2018), used as the artifact in this paper,792

has been carefully curated and anonymized by its793

creators to protect user privacy and prevent the in-794

clusion of personally identifying information. The795

dataset consists of comments text with personal796

identifiable meta data removed.797

C.2 AI Assistance798

We acknowledge the use of AI assistants, Claude by799

Anthropic 4 and GPT by OpenAI 5, in the writing800

process of this paper. These AI assistants provided801

support in drafting and refining the contents of the802

paper. However, all final decisions regarding the803

content, structure, and claims were made by the804

human authors, who carefully reviewed and edited805

the generated content.806

C.3 Computational cost807

We used one of the following GPUs for training:808

NVIDIA RTX A6000, A40, or V100. With any of809

these devices, training took less than two hours.810

Note that all implementations are designed to run811

within 16 GB of VRAM, and the computational812

cost is typical compared to the standard practice813

of fine-tuning the BERT-base-uncased model from814

Hugging Face’s Transformers library.815

4https://www.anthropic.com/claude
5https://chat.openai.com/
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ID Score Name Sample Terms

81 0.84 Direct intelligence insults

pussy; whore; are you gay; you are an idiot; you are a moron;
trump is a racist; you are a loser; are you a moron; are you gay?;
you are a stupid; you are so stupid; what a fucking idiot;
are you an idiot; stop being a bitch; stop being an idiot;

20 0.81 Profane command attacks

motherfucker; motherfuckers; shut the fuck; shut up you;
kiss my ass; fuck you,; shut the fuck up; get the fuck out;
eat shit and die; calm the fuck down; fucked in the ass;
blow your brains out; you are a fucking; get off your ass;

42 0.78 Behavioral mockery

douchebag; dickhead; slut; idiot; cunt; douchebags;
slander; bitches; dick,; dumb and dumber; stupid stupid stupid;
what a stupid; a piece of shit; you are a fool;
dumb, stupid,; are you a nerd; you are a hypocrite;

46 0.72 Indirect intelligence attacks

shut up; yourself a; shut up and; shut up,; change your life;
live your life; get yourself a; teach your child; shut up.;
eat your heart; "shut up; go away,; stop being a;
in your mouth; shut the hell; stop being so; sick of your;

14 0.71 Dismissive commands

slutty; stupidest; stupid,; stupid people; stupidity is;
this is stupid; this is stupid and; what is this stupid;
too stupid to be; stupid...; there is no stupid;
complete and utter bullshit; kind of an idiot;

5 0.64 Identity questioning

you a; are you a; you are a; are you an; you are an;
you were a; you are one; like you are; you are such;
like you were; you is a; you must be a; you are one of;
that you are a; looks like you are; because you are a;

37 0.57 Second-person framing

you; youll; youd; you are; are you; you don; you must;
- you; you were; all you; because you; you just;
maybe you; you,; (you; now you; you.; you all;
, you; you never

52 0.57 Boundary-crossing advice

get your; find your; keep your; things you; let your; put your;
your personal; save your; what your; where your; please dont;
leaving your; please do not; for all your; speak to a;
with all your; let it go; for your personal; part of your; speak to an

39 0.56 Competence undermining

you may not; you should have; you have no;
you dont know; the reason you; you should just;
you had no; you dont get; you want to be;
you do not need; you have no idea; you are not going;

Table 7: Clusters of personal-attack (toxic) language with sample terms
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