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ABSTRACT
With the emergence of RGB-D cameras (e.g., Kinect), the
sensing capability of artificial intelligence systems has been
dramatically increased, and as a consequence, a wide range
of depth image-based human-machine interaction applica-
tions are proposed. In design industry, a 3D model always
contains abundant information, which are required for man-
ufacture. Since depth images can be conveniently acquired,
a retrieval system that can return 3D models based on depth
image inputs can assist or improve the traditional product
design process. In this work, we address the depth image-
based 3D model retrieval problem. By extending the neural
network to a neural network pair with identical output lay-
ers for objects of the same category, unified domain-invariant
representations can be learned based on the low-level mis-
matched depth image features and 3D model features. A
unique advantage of the framework is that the correspon-
dence information between depth images and 3D models are
not required, so that it can easily be generalized to large-
scale databases. In order to evaluate the e↵ectiveness of
our approach, depth images (with Kinect-type noise) in the
NYU Depth V2 dataset are used as queries to retrieve 3D
models of the same categories in the SHREC 2014 dataset.
Experimental results suggest that our approach can outper-
form the state-of-the-arts methods, and the paradigm that
directly uses the original representations of depth images
and 3D models for retrieval.
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Figure 1: Framework of our proposed cross-domain

3D model retrieval based on depth image query.

1. INTRODUCTION
3D model retrieval has a wide range of applications in the

industry, such as architecture and product design. Despite
of extensive e↵orts on 3D model retrieval in recent years,
strong requirements on the input queries (normally complete
CAD models) have restricted the generalization of its appli-
cations. On the other hand, along with the increasing use
of handy low-cost depth sensors such as Microsoft Kinect
[14], RGBD images are becoming more popular, and as a
consequence, large-scale depth images can be more easily ac-
cessible. Thus, a novel 3D model retrieval paradigm, depth
image-based 3D model retrieval, is motivated and getting
popularized in both computer vision and information man-
agement communities. A successful depth image-based 3D
model retrieval has many potential applications, especially
for product designs. While a traditional design process in-
volves a digitization procedure that transforms early stage
design drafts into producible CAD models, a depth image-
driven retrieval system can avoid such a repetitive and time-
consuming procedure by returning a set of relevant existing
3D models based on the depth scan of a query sample, so
that designers can directly modify from the retrieved CAD
models.

In our work, we exploit the Kinect-typed depth images
as queries to retrieve visually similar 3D models from a
large collection of 3D model database. In order to allevi-
ate the discrepancy between highly diverged depth images
and 3D models, we aim to build an e↵ective cross-domain
feature learning framework for depth image-based 3D model
retrieval. The pipeline of our framework is shown in Figure
1.

We propose a neural network-based cross-domain feature
learning technique by building a neural network pair for
depth images and 3D models respectively. In order to reduce
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the cross-domain discrepancy, we force unique and identical
vectors at the target layers of both neural networks in a su-
pervised fashion for data of the same class. By connecting
at the target layers of the neural network pair, data that
share the same class label but come from diverged domains
can be mapped to the same target vectors. When depth im-
age and 3D model features pass through the neural network
pair, values in the hidden layers of both networks are ex-
tracted as domain-invariant representations, which are used
for depth image-based 3D model retrieval. We evaluate our
method using two datasets: the 3D model database comes
from SHREC 2014 Large Scale Sketch Track Benchmark
[12] and depth images come from NYU Depth V2 dataset
[17]. Experimental results demonstrate that our method can
achieve outstanding performance. The main contributions
of our work are as follows:

? We address the challenging depth image-based 3D model
retrieval problem with a novel neural network-based
approach.

? We propose a pairwise neural network technique (PNN)
that significantly reduces the cross-domain divergence
between depth image features and 3D model features.

? The proposed method can achieve outstanding perfor-
mance on the NYU Depth V2 dataset and the SHREC
2014 benchmark.

2. RELATED WORK
Based on the advancements of RGB-D cameras, depth

images have been applied to many computer vision areas,
such as object detection [8], gesture recognition, image seg-
mentation, (etc. Saurabh et al.[8] proposed a decision forest
approach to deal with the object detection problem in depth
images. By cooperating RGB-D contours [2] with the popu-
lar convolutional neural networks (CNNs) [7], the proposed
approach can achieve outstanding object detection perfor-
mance. In addition to outputting object detection results at
the bounding-box level, pixel-level object inferences are also
provided. Wu et al. address the depth image-based ges-
ture recognition problem in a one-shot-learning paradigm,
where only one sample can be utilized for training in each
gesture category. The NYU Depth v2 dataset [17] is a re-
cently released RGBD dataset that provides diverse indoor
scenes with detailed objects’ location annotations. Rather
than clean and single objects, NYU Depth v2 dataset aims
to o↵er messy indoor scenes with the existence of multiple
objects.
As a special machine learning paradigm, transfer learning

tackles with the domain mismatch problem. Most existing
transfer learning methods [10, 13, 21] operate at the feature
learning level and aim to obtain a unified representation for
two or multiple mismatched domains (e.g., sketch images vs.
3D shapes, and images vs. texts). Rasiwasia et al. [16] ad-
dress the image-to-text and text-to-image retrieval problem
by investigating the correlations between two modalities and
the e↵ectiveness of abstraction, where the canonical correla-
tion analysis (CCA) and the use of abstraction are all proved
to be e↵ective. In order to validate the contributions of each
separate component, three approaches correlation matching
(CM), semantic matching (SM) and semantic correlations
matching (SCM) are proposed for the correlation modeling,

the abstraction method and the joint working mode of both
approaches respectively.

While traditional 3D shape retrieval approaches [3, 11,
15, 19, 4] only consider the same domain data as the in-
put queries, increasing attentions are being paid towards
di↵erent domain queries. Gao et al. retrieve 3D object
based on their 2D views by estimating Hausdor↵ distances
[5] and constructing hypergraphs [6] between objects; Li et
al. [12] organize a challenge along with a detailed summary
on sketch-based 3D shape retrieval, where human freehand
sketches are considered as inputs to the 3D shape retrieval
system; Wang et al. [18] also consider using low-cost depth
images as queries. In this work, we address the lattest chal-
lenge with a neural network-based transfer learning method,
which brings two highly variant domains into a new feature
space with a low cross-domain discrepancy.

3. APPROACH
We aim to learn pairwise neural networks, which can en-

code the depth image features and 3D model features re-
spectively, and generate a smooth feature space1 for both
domains. Such pairwise neural networks can be obtained
by independently optimizing two discriminative neural net-
works while connecting both networks at their target layers.

3.1 Discriminative Neural Networks
We consider a 3-layer neural network, which has an input

layer, a hidden layer and a target layer. Without loss of
generality, we denote X = {x1,x2, · · · ,xM} 2 RM⇥D as
the input D-dimensional feature, Y = {y1,y2, · · · ,yM} 2
RM⇥D0

as theD0-dimensional hidden layer features and X̂ =
{x̂1, x̂2, · · · , x̂P } 2 RM⇥D be theD-dimensional target layer
features for either depth images or 3D models. The structure
of a single 3-layer neural network is illustrated in Figure 2
(Encoder-1 for example). In our implementation, the input
layer features and the target layer features have an identical
feature dimension. In the training stage, the weights on all
neurons within the network are optimizing towards a min-
imum discrepancy between the input layer features X and
the target layer features X̂. Once the weights are optimized,
the hidden layer values Y can be extracted as encoded fea-
tures. In order to enhance the extrapolation capability of
the encoded features, we aim to train discriminative neural
networks by forcing identical target vectors to instances that
come from the same category at the target layer. Thus, the
objective function for learning a discriminative neural net-
work can be formulated as:

argmin
W ,b

1
D

DX

i=1

kx̂i � hW l,bl(x
i)k22 + �

LX

l=1

kW lk2F ,

s.t. x̂i = x̂j if q(xi) = q(xj)

(1)

where W = {W 1,W 2, · · · ,WL} 2 RM⇥L is the neuron
parameters of the neural network and L is the number of
layers, q(·) � is the balancing parameter andW l is the weight
vector at layer l. The function hW,b(x

p) = f(
PK

k=1 wkx
p
k+b)

is a sigmoid function, where

f(z) =
1

1 + exp(�z)
. (2)

1In a smooth feature space, feature points, which are close
to each other, are more likely to share the same class label.
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Figure 2: The structure of pairwise neural networks.

3.2 Pairwise Neural Networks
The discriminative neural network can improve the data

smoothness in either the depth image domain or the 3D
model domain. In order to minimize the data discrepancy
between both domains, we use a structure that connects
two discriminative neural networks at the target layers. In-
tuitively, since instances that come from the category are
forced to possess identical features at the target ends, the
pairwise neural networks are provided with the ability of
encoding the same-category cross-domain instances towards
similar representations at the hidden layers (see Figure 2).
Let Xd = {x1

d,x
2
d, · · · ,x

Md
d } 2 RMd⇥Dd and Xm = {x1

m,
x2

m, · · · ,xMm
m } 2 RMm⇥Dm be the depth and 3D model do-

main inputs, and X̂d = {x̂1
d, x̂

2
d, · · · , x̂

Md
d } 2 RMd⇥Dd and

X̂m = {x̂1
m, x̂2

m, · · · , x̂Mm
m } 2 RMm⇥Dm be the depth and

3D model domain target vectors, respectively, a unified ob-
jective function for learning the pairwise neural networks
can be formulated as:

argmin
Wd,bd

1
Md

MdX

i=1

kx̂i
d � hWd,bd(x

i
d)k22 + �

LX

l=1

kW l
dk2F ,

argmin
Wm,bm

1
Mm

MmX

j=1

kx̂j
m � hWm,bm(xj

m)k22 + �
LX

l=1

kW l
mk2F ,

s.t. x̂i
m = x̂j

m = x̂i
d = x̂j

d

if q(xi
m) = q(xj

m) = q(xi
d) = q(xj

d),
(3)

whereWd, bd, Wm and bm are parameters of the depth image
network and the 3D model network respectively. Computing
optimum parameters of the pairwise neural networks is a
regression problem. The typical backpropagation algorithm
[9], which can e�ciently compute the partial derivatives, is
applied to obtain the optimum parameters. Once we obtain
the optimum Ŵd, b̂d, Ŵm and b̂m, neuron values in L2

layers are extracted as the representations when depth image
and 3D model features pass through the networks.

4. EXPERIMENTS
The NYU Depth V2 dataset [17] contains frames of video

sequences in a variety of indoor scenes, from where objects
in depth images are extracted as queries in our experiments.
The database is constructed by selecting 3D models in corre-
sponding categories from the large-scale extended SHREC
2014 benchmark [12]. The numbers of samples in 7 cate-

(a) RGB images (b) Depth images (c) Groundtruth depth images (d) 3D models

Figure 3: Examples of both the NYU Depth V2

dataset and the SHREC 2014 benchmark. In our ex-

periments, groundtruth depth images (c) are used as

queries and 3D models (d) are used as the database.

gories (bathtub, bathtub, bed, chair, desk, dresser, night stand,
table) of both datasets are given in Table 1. We follow
the Sparse Coding Spatial Pyramid Matching (ScSPM) [20]
framework for depth image representations, and extract Lo-
cal Depth Scale-Invariant Features Transform (LD-SIFT) [1]
features from 3D models and obtain 1000-dimensional 3D
model histogram features by fitting LD-SIFT features to a
Bag-of-Words (BoW) model.
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Figure 4: Precision-Recall plot for performance

comparison.

We evaluate the proposed approach using 6 common eval-
uation metrics, Nearest Neighbor (NN), First Tier (FT),
Second Tire (ST), E-Measure (E), Discounted Cumulated
Gain (DCG) and Average Precision (AP). We conduct ex-
periments using both 5 categories (the first 5 categories as
displayed in Table 1) and 7 categories, and compare with the
state-of-the-art transfer learning approaches CM and SCM.
We also compare with the non-transfer (NT) approach, which
directly utilizes the original depth image and 3D model rep-
resentations for retrieval. Results are reported in Table 2,
and the Precision-Recall (PR)-curves for both experiments
are given in Figure 4. Experimental results suggest that the
proposed PNN method consistently leads the best perfor-
mance on di↵erent settings and evaluation metrics. We can
also observe that the performance improvements of PNN
over other methods are less significant on 7 categories than
5 categories. We conclude the cause of such performance
degradation to the unbalanced numbers of samples across
the depth image domain and the 3D model domain. When
two domains are supplied with unbalanced numbers of sam-
ples for training, the learned neural networks become biased
towards the domain with su�cient training samples.
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Table 1: Numbers of samples in 7 categories of

the NYU Depth V2 dataset and the SHREC 2014

benchmark.

Categories bathtub bed chair desk
Depth images 52 313 649 192
3D models 76 386 641 147
Categories dresser night stand table

Depth images 106 302 534
3D models 140 149 520

Table 2: Performance metrics comparison of depth

image-based 3D model retrieval on the NYU Depth

V2 dataset and the SHREC 2014 benchmark.

NN FT ST DCG E AP

7 categories
NT 0.23 0.14 0.30 0.66 0.02 0.15
CM 0.14 0.14 0.27 0.65 0.02 0.15
SCM 0.14 0.14 0.27 0.65 0.03 0.15
PNN 0.37 0.26 0.40 0.71 0.05 0.28

5 categories
NT 0.04 0.21 0.39 0.71 0.03 0.21
CM 0.12 0.19 0.39 0.71 0.03 0.20
SCM 0.20 0.18 0.38 0.70 0.02 0.20
PNN 0.52 0.39 0.58 0.78 0.06 0.42

5. CONCLUSIONS
In this work, we address the challenging depth image-

based 3D model retrieval problem with a pairwise neural
network approach. In order to minimize the discrepancy be-
tween highly diverged depth images and 3D models, we build
a neural network pair for depth images and 3D models re-
spectively, while enforcing identical target values at output
layers of both networks. The proposed PNN method was
successfully validated on the NYU Depth Dataset V2 and
the extended SHREC 2014 3D shape retrieval benchmark,
where the experimental results suggest that PNN can con-
sistently outperform other methods. Moreover, since PNN
does not require the correspondence information across dif-
ferent domains, it can be easily generalized.
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