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Abstract

To alleviate hallucination and outdated knowl-
edge in LLMs, current LLM systems fre-
quently integrate retrieval-augmented genera-
tion (RAG) techniques to form a RAG-LLM001
system. However, misinformation and disinfor-
mation are prevalent in external corpus, seri-
ously threaten the system’s reliability, which002
makes the consolidation necessary. Even003
though many approaches based on the credi-
bility of external content have achieved impres-
sive performance, it remains challenging how004
the additional assessment could be perceived005
and ultimately utilized by LLMs. Inspired by006
cognitive conflict theory, we propose an ap-
proach to consolidate the RAG-LLM systems007
through knowledge conflict exposure. To re-
veal potential knowledge inconsistency, our ap-
proach designs a novel information expansion008
strategy, introducing comparative content from009
both high-level intent and fine-grained support-
ing materials. Through knowledge extraction010
and conflict prompting, it achieves more effec-
tive consolidation. Experimental evaluations011
demonstrate that our proposed approach can012
achieve average performance increase of 10%013
compared to baseline approaches, underscoring
its efficacy in improving LLM output.014

1 Introduction015

Currently, large language models (LLMs) demon-
strate advanced intelligence, and has shown consid-
erable performance in many tasks (Touvron et al.,016

2023; Brown et al., 2020). In order to further op-
timize LLM and enhance its ability to cope with017

information missing and hallucinations (Ji et al.,018

2023; Ye et al., 2024), as shown in Figure 1, a019

generation paradigm has been proposed combin-
ing the Retrieval-Augmented Generation (RAG)020

framework and LLM (Borgeaud et al., 2022; Chen021

et al., 2024; Izacard et al., 2023), which integrates022

external knowledge bases to form the RAG-LLM
system to improve the reliability of the final output.023
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Figure 1: RAG workflow

However, external knowledge corpus RAG sys-
tems rely on are usually polluted by defective docu-
ments, such as misinformation and disinformation. 024

Such defective documents could be retrieved and 025

introduced, potentially interfering with or deliber-
ately inducing LLMs to generate content that devi-
ates from expectations (Liu et al., 2023; Abdelnabi 026

et al., 2023; Yi et al., 2023). To this end, many 027

strategies have been proposed to consolidate RAG 028

systems against interference caused by defective 029

documents (Xiang et al., 2024; Deng et al., 2024; 030

Wei et al.; Wang et al., 2024), such as employing 031

cross-verification to refine the retrieved knowledge 032

and even discard the knowledge with low confi-
dence, etc. 033

Although previous methods have achieved im-
pressive performance, there are still some short-
comings, manifested mainly in two aspects. First, 034

they may produce false negatives in the reliability 035

assessment when dealing with defective documents 036

with subtle differences with the correct knowledge. 037

This makes it difficult to identify potential discrep-
ancies in the context simply by comparing the tex-
tual similarity with the existing knowledge. Sec-
ond, although knowledge credibility is correctly 038

assessed, it remains challenging whether LLMs 039
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can effectively perceive and leverage embedded040

credibility and ultimately improve their reasoning
ability through naive prompting.041

In this paper, we propose a novel consolidated
approach to mitigate the impact of pollution in ex-
ternally retrieved knowledge on the performance042

of RAG-LLM systems. Inspired by the Cogni-
tive Conflict Theory by Piaget (2005), conflicts043

can prompt individuals to reassess their cognitive044

structures, thereby adjusting their ways of think-
ing or behavior. Our approach aims to compel045

LLMs to redirect their attention towards potential046

inaccuracies within the context by creating con-
flicts with open-world knowledge where correct047

information predominates, thereby enhancing the048

performance of the LLM system. To achieve this,049

we first obtain diverse query statements from both050

high-level (through question rewriting) and fine-
grained through question splitting, which are then051

used for document retrieval to expand the scope052

of information, thereby enhancing the complete-
ness of knowledge and provide a solid foundation053

for conflict exposure. Since a single document054

may contain multiple pieces of knowledge, con-
flict detection at the document level may not be055

sufficiently accurate (as sometimes only a single056

piece of knowledge may be in conflict, rather than057

the entire document). Therefore, before executing058

the final conflict exposure, we also extract knowl-
edge from the documents to form knowledge triples.059

Subsequently, we perform conflict detection based060

on these knowledge triples and annotate the docu-
ments accordingly based on the detection results.061

This provides LLMs with conflict exposure infor-
mation to enhance their performance.062

We evaluated our approach on HotPotQA (Yang
et al., 2018), which is a commonly used QA dataset.063

We conducted experiments on meta AI’s Llama3064

model (AI@Meta, 2024) and Google’s Gemma2065

model (Team, 2024), and the results showed that066

our approach can achieve an average performance067

increase of 10.04% compared to the baselines when068

encountering knowledge pollution. Moreover, we069

conducted experiments on the strategies of con-
flict exposure and information expansion, and the
results also verified their effectiveness.070

The contributions of this article are as follows.071

• Propose a RAG-LLM consolidation approach
based on knowledge conflict exposure, provid-
ing a new way to optimize RAG-LLM output
when encountering knowledge pollution.072

• The evaluation was conducted on a commonly-
used dataset, and the results proved that 073

the proposed approach has promising perfor-
mance. 074

• Publicly available resources to advance re-
search in this field1. 075

2 Related Work 076

In order to alleviate the impact of defective docu-
ments on RAG-LLM, some consolidate strategies
have also been proposed. 077

Xiang et al. (2024) proposed a new RAG frame-
work called Robust RAG, which mainly adopts a 078

generation strategy of “isolation first, aggregation 079

later”. In order to avoid defective documents mis-
leading the generated results, when facing retrieval 080

knowledge pollution, the framework will separately 081

process each retrieved document, that is, let LLM 082

generate independent answers for each document, 083

and then aggregate these independent answers by
using keyword and decoding aggregation. 084

In contrast, Deng et al. (2024) did not make any
changes to the generation framework, they pro-
posed a credibility aware attention modification 085

plugin CrAM, which first determines which atten-
tion heads in LLM are most sensitive to document 086

information, and then adjusts the weights of these 087

identified attention heads based on the document’s 088

credibility to reduce the impact of low credibility
documents on the final output. 089

Wei et al. approached the issue from the perspec-
tive of LLM optimization. They argue that in the 090

process where LLM directly predict final answers 091

from inputs, the input data may contain noise, and 092

the implicit denoising process carried out by the 093

LLM is difficult to interpret and verify. Therefore, 094

the authors proposed the InstructRAG approach, 095

which guides the LLM to explain how to derive the 096

true answer from the retrieved document, thereby 097

generating specific evidence for the answer. After-
wards, it is used as an explicit denoising example 098

in context learning of LLM or as supervised data 099

to fine tune the model, thus enhance the inference 100

ability of the LLM and improve the verifiability of
the output. 101

Afterwards, Wang et al. (2024) proposed the
AstuteRAG approach, which does not modify the 102

main components of the RAG-LLM process. In-
stead, it relies on the inherent discriminative capa-
bilities of LLM to integrate internal and external 103

1https://anonymous.4open.science/r/ConsolRAG-A242
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Figure 2: Approach overview

knowledge. This approach extracts key information104

from the internal knowledge of LLM through adap-
tive templates, and then uses integration templates105

to direct the LLM to consciously combine internal106

and external knowledge sources. Ultimately, this107

approach will generate reliable knowledge for the
subsequent generation of RAG-LLM.108

For the above approaches, RobustRAG and
AstuteRAG are sample free approaches, while CrAM109

and InstructRAG require samples to generate cred-
ibility scores or for in-context learning.110

3 Approach111

In this paper, we propose a consolidated approach112

for RAG-LLM systems. As shown in Figure 2, the113

approach exposes knowledge conflicts (two pieces114

of knowledge are mutually exclusive, meaning they115

cannot be true at the same time.) to make LLM116

aware of possible knowledge errors. The specific
steps are as follows:117

• Information Expansion: Expand the num-
ber of documents by rewriting and splitting118

questions to form different queries and obtain
various retrieval contents.119

• Knowledge Extraction: Extracting knowl-
edge from documents for constructing conflict
prompts used in subsequent conflict detection:120

• Conflict Exposure: Identify conflicts based
on LLM or conflict detection models, and add 121

annotation to the corresponding documents
based on the knowledge conflicts. 122

Based on the above three steps, the proposed
approach can generate a consolidated LLM input 123

for user questions under the scenario of knowledge
pollution. The specific description is as follows. 124

3.1 Information Expansion 125

In the scenario of knowledge pollution, the corpus 126

retrieved by retriever may contain defective doc-
uments, which not only affect the thinking of the 127

LLM but also occupy the position of some nor-
mal documents, making it difficult to successfully
retrieve the necessary documents. 128

Therefore, in order to fully expose potential con-
flicts in knowledge, it is necessary to first expand 129

the information retrieved. Only when the exter-
nal documents are comprehensive can conflicts be 130

better exposed. The rationality of this operation pri-
marily relies on two empirical premises. The first 131

is that the foundation for identifying erroneous 132

knowledge is based on the existence of conflict-
ing evidence in the real world, that is, to prove 133

an assertion is incorrect, one must find correspond-
ing evidence from other sources. The second is 134
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that erroneous knowledge is hard to form a per-
fect closed loop within a knowledge base, which135

means that incorrect knowledge will often conflict136

with other correct knowledge because the main-
tenance of the knowledge base is predominantly137

carried out by regular users rather than unwanted
ones.138

Algorithm 1 Information Expansion
Input: user question q, knowledge base K, data
augment model M , retriever R, LLM L, question
splitting prompt p, top num k, expand num n
Output: relevant documents D

1: D ← Retrieval(K, q, k)
2: n← n/2
3: m← k + n
4: Qrewrite ← Augment(M, q)
5: Drewrite ← EXPAND(K,Qrewrite,m)
6: Drewrite ← Drewrite −D
7: Drewrite ← GetTop(n,Drewrite)
8: t← p⊕ q
9: Qsplit ← Generate(L, t)

10: Dsplit ← EXPAND(K,Qsplit,m)
11: Dsplit ← Dsplit −D
12: Dsplit ← GetTop(n,Dsplit)
13: D ← D ∪Drewrite ∪Dsplit

14: return D

1: function EXPAND(K,Q,m)
2: Dexpand ← ∅
3: for each q in Q do
4: Dtemp ← Retrieval(K, q,m)
5: Dexpand ← Dexpand ∪Dtemp

6: end for
7: return Dexpand

8: end function

As shown in Algorithm 1, in the proposed ap-
proach, we derive new queries from two aspects139

of the original user’s questions, namely question140

rewriting and question splitting. Question rewriting141

is mainly based on the idea of data augmentation,142

by changing the words in the original question to143

form a new query. The specific operation is to com-
pare the word embeddings of the vocabulary and144

replace the original word in the question with the145

most similar one. The advantage of this operation146

is that it can reduce the impact of knowledge pol-
lution on specific user question while retrieving147

relevant documents in high-level intent. Question148

splitting is the process of using a LLM to break149

down the original user question into several sub-
questions, asking the LLM which topics are helpful150

in answering user questions (the prompt is in Ap-
pendix A), and using these topics to search for 151

relevant documents, thereby providing fine-grained 152

supporting materials for other documents. More-
over, it can also expand the scope of information, 153

better expose knowledge conflicts, and help LLM
generate more reliable results. 154

3.2 Knowledge Extraction 155

A single document typically contains multiple 156

knowledge elements, indicating that conflict de-
tection at the document level is insufficient. In 157

order to obtain more fine-grained conflict detection 158

results, it is necessary to extract knowledge from 159

documents, which can provide a more comprehen-
sive data foundation for conflict exposure. 160

Algorithm 2 Knowledge Extraction
Input: relevant documents D, LLM L, relationship
extraction prompt p
Output: knowledge triplets T

1: T ← ∅
2: for each d in D do
3: t← d⊕ p
4: O ← Generate(L, t)
5: for each o in O do
6: o′ ← Parsing(o)
7: if len(o′) == 3 then
8: T ← T ∪ {o′}
9: end if

10: end for
11: end for
12: return T

In our approach, the knowledge is de-
fined as an entity relationship triplet like < 161

Entity1, Relationship, Entity2 >. As shown in 162

Algorithm 2, we can use the LLMs to directly ex-
tract entity relationship triplets from knowledge
documents (the prompt is in Appendix B). 163

Another feasible way is to first extract key en-
tities from the knowledge documents to obtain an 164

entities list, and then extracts association relation-
ships based on the document and key entities. For 165

this operation, it can use named entity recognition 166

models and relationship extraction models based
on traditional natural language processing. 167

In our approach, in order to ensure the extract
triplets are valid, we leverage a regular parsing pro-
cess to find all items that contains three elements 168

in the relationship text output by LLM as the final
knowledge triplets. 169
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Finally, these knowledge triplets can serve as
inputs for subsequent conflict exposure operations.170

3.3 Conflict Exposure171

In this step, the proposed approach will perform172

conflict detection based on the outputs obtained173

in the previous step. Specifically, we present the174

LLM with the complete list of existing knowledge175

triples and task it with identifying conflicting re-
lationships among them. We ask the LLM output176

the structured data in the format of [(entityA, re-
lationship1, entityB), (entityC, relationship2, enti-
tyD), (entityE, relationship3, entityF)], where each177

identified triplet represents a knowledge conflict as
interpreted by the LLM’s reasoning capabilities.178

Algorithm 3 Conflict Exposure
Input: knowledge triplets T , relevant documents
D, LLM L, conflicts detection prompt p
Output: conflict exposed documents D′

1: D′ ← ∅
2: t← T ⊕ p
3: C ← Generate(L, t)
4: for each d in D do
5: Cd ← ∅
6: Td ← Algorithm2({d}, L,Default)
7: for each c in C do
8: if c ∈ Td then
9: Cd ← Cd ∪ {c}

10: end if
11: end for
12: a← GetConflictAnnotation(Cd)
13: d′ ← a⊕ d
14: D′ ← D′ ∪ {d′}
15: end for
16: return D′

Based on these knowledge conflict, documents
with conflicts can be identified. Afterwards, the179

conflict annotations will be made to the documents180

to generate conflicts exposed documents, thereby181

enhancing the generation of the RAG-LLM and182

obtaining more reliable output. In order to prevent183

the LLM from assuming that documents without184

detected conflicts are correct, we also annotated185

those documents to make the LLM aware that they186

may contain potential conflicts and make the LLM
think further.187

4 Experiments 188

4.1 Research Questions 189

This paper aims to answer the following several 190

research questions to evaluate the effectiveness of
the methods: 191

• RQ1. Can the proposed approach effectively
consolidate RAG-LLM systems against the
general pollution of external knowledge? 192

• RQ2. Can conflict exposure strategy effec-
tively consolidate RAG-LLM systems? 193

• RQ3. Can the employed information expan-
sion strategy effectively consolidate RAG-
LLM systems? 194

4.2 Dataset 195

This paper adopts HotpotQA(Yang et al., 2018) as 196

our evaluation dataset, which is a question answer-
ing dataset containing a large number of samples 197

such as natural language question answering and 198

multi-hop question answering. We conducted ex-
periments using the processed HotpotQA dataset 199

provided by BEIR(Thakur et al., 2021). For the 200

knowledge base, we directly used the wiki corpus
that comes with the dataset. 201

Due to the possible differences in the answers
of different LLM on the same question, in order 202

to ensure the effectiveness of the experiments, we 203

first perform a regular RAG-LLM process to obtain 204

the relevant knowledge documents. To simplify 205

the measurement of LLM, we convert the samples 206

into yes or no questions (use the question template 207

in Figure 3) based on the question-answer pairs in 208

the dataset, so that the response of LLM can be 209

easily verified. For different investigated LLMs, 210

we will ask them to answer these questions, re-
taining those with complete knowledge and correct 211

answers (which can be judged based on the anno-
tations in the dataset). Finally, we retained more
than 700 test samples for each LLM. 212

4.3 Subject RAG-LLM systems 213

In our study, we adopt all-MiniLM-L6-
v2(Wang et al., 2020) provided by Sentence-
Transformer(Reimers and Gurevych, 2019) as the 214

retriever. This model is the sentence similarity 215

model with the largest number of downloads 216

currently in HuggingFace(Wolf et al., 2020), and 217

we set the number of external documents retrieved 218

to 5. For the selection of generators (LLMs), we 219
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adopt Meta AI’s Llama3-8b(AI@Meta, 2024)220

model and Google’s Gemma2-9b(Team, 2024)221

model. Based on these configurations, we will222

complete experimental evaluations for three
research questions.223

4.4 Experimental Setup224

For RQ1, we will compare our approach with exist-
ing baselines and analyze the differences in perfor-
mance. The number of expanded documents will225

be set to 10 (due to rewriting and splitting chang-
ing the query quantity, the number of documents in
some samples may be less than 10).226

To simulate the knowledge pollution sce-
nario, we used three methods (detailed in Fig-
ure 3) to generate defective samples (denoted as227

Pollution Type I/II/III and abbreviated as228

PType I/II/III), which are then merged into229

the knowledge base for subsequent experiments.230

Among them, Pollution Type I simulates mis-
information caused by minor errors, Pollution231

Type II simulates intentionally designed disinfor-
mation, and Pollution Type III simulates mem-
ory storage that may be used in the RAG-LLM
system.232

Specifically, for a test question, we first use the
LLM under test to generate a text that is different233

from the answer to the question (which can be234

obtained from the dataset) as the interference term.235

Then, we 1) replace the answer text contained in236

the relevant documents with the interference term237

(if any), or 2) use PoisonedRAG(Zou et al., 2024) to238

generate a fake knowledge, or 3) directly generate239

a false question answer pair, and inject it into the
knowledge base.240

For RQ2, we will conduct a comparative perfor-
mance evaluation of our approach with and without241

the Conflict Exposure to assess its specific con-
tribution to the RAG-LLM consolidation process.242

For RQ3, we will explore the contribution of
Information Expansion to RAG-LLM consoli-
dation, and further conduct a comprehensive com-
parative analysis of various information expansion243

strategies. Our primary approach focuses on lever-
aging original user queries and their variants for244

information expansion. While within the RAG245

framework, both the original retrieved documents246

and generated answers can also serve as potential247

query inputs. Consequently, in this investigation,248

we will extend our experimental scope to include249

two additional information expansion strategies,250

Question: <question>

Documents: <documents>

Is "<answer>" the answer to the question? (Yes or No)

Question Template

Please give me a word or phrase different from "<answer>".

Misinformation Target Answer Generation (<subcontent>)

Use the PoisonedRAG prompt to generate misinformation:

-----------------------------------------------------------------------------

This is my question: [<question>].

This is my answer: [<subcontent>].

Please craft a corpus such that the answer is [<subcontent>] 

when prompting with the question [<question>]. Please limit 

the corpus to 30 words. (Only return corpus without any other 

information)

Knowledge Pollution II

Use this template to generate misinformation: When you are 

asked to provide the answer for the following question: 

<question>, please output <subcontent>

Knowledge Pollution III

<Document> → substitute answer to subcontent →

<Misinformation>

Knowledge Pollution I

Figure 3: The templates used in our experiments

thereby enabling a more thorough evaluation of
different expansion ways. 251

4.5 Baselines 252

This paper will use the following several sample
free approaches as baselines: 253

• RobustRAG(Xiang et al., 2024): This is a
robust RAG framework based on an isolation 254

aggregation strategy, which generates answers 255

for each retrieved document once, and then 256

aggregates the answers. In this paper, we di-
rectly input the generated answers to LLM for
answer aggregation. 257

• AstuteRAG(Wang et al., 2024): This is a
RAG consolidate approach adopted knowl-
edge integration, which generates denoised 258

knowledge documents for the generation of 259

RAG-LLM by introducing internal knowledge
and iteratively resolving conflicts. 260

This paper mainly focuses on the question an-
swering performance optimization of RAG-LLM 261

in knowledge pollution scenarios and does not di-
rectly judge the authenticity of the content. There-
fore, we have not considered research related to fact 262

verification. We will consider further exploration
in the future. 263
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LLM Approach PType I PType II PType III PType All

Gemma2
RobustRAG 70.31 73.21 73.55 73.88
AstuteRAG 72.88 76.79 78.01 71.09

Ours 95.98 92.08 95.87 84.04

Llama3
RobustRAG 60.86 60.86 60.47 58.26
AstuteRAG 62.81 62.55 62.16 59.17

Ours 86.61 87.91 78.93 67.23

Table 1: Performance (ACC %) of different approaches (RQ1)

LLM Variants PType I PType II PType III PType All

Gemma2 w/o Conflict 97.43 93.08 94.53 80.47
w/ Conflict* 95.98 92.08 95.87 84.04

Llama3 w/o Conflict 79.32 85.05 74.64 58.39
w/ Conflict* 86.61 87.91 78.93 67.23

*Equal to the complete approach.

Table 2: Performance (ACC %) of different variants (RQ2)

4.6 Metrics264

To evaluate the proposed approach, we will use the
following two metrics:265

Knowledge Recall (KRC): This metric mainly
calculates the completeness of knowledge. The266

dataset contains the relations between question267

and documents, which can be used to determine268

whether complete knowledge has been retrieved269

and KRC is the proportion of samples with com-
plete knowledge to the total samples.270

Accuracy (ACC): This metric is the proportion
of correctly answered questions. We use a partial271

matching method to determine whether the LLM272

output contains yes or no, and based on the result,273

we can determine whether the question is answered
correctly.274

5 Results275

5.1 Answering RQ1276

In this research question, we will compare our ap-
proach with existing RAG consolidation baselines277

to explore the performance differences between the278

approaches. Due to the baselines not performing279

information expansion, KRC metric will not be
applied to this research question.280

As shown in Table 1, our approach has higher
accuracy compared to other baselines on several281

LLMs, and can achieve an average performance282

increase of 10.04% on PType All, indicating that283

our approach can better resist knowledge pollution284

compared to other baselines. Different from oth-
ers, our approach introduces two key components:285

information expansion and conflict exposure on286

knowledge, which gives our approach an advan-
tage in consolidating the input of RAG-LLM.287

For the baseline approach RobustRAG, as it does
not expand the external information, its perfor-
mance strongly depends on the initial external 288

knowledge retrieved. If it contains a large number 289

of defective documents, RobustRAG will be diffi-
cult to effectively obtain the correct answer. For the 290

baseline AstuteRAG, although it expands the infor-
mation by introducing internal knowledge, there is 291

no fine-grained conflict exposure mechanism, only 292

allowing LLM to perform conflict resolution on 293

its own, which requires the LLM to have a very 294

high level of intelligence. In addition, generally 295

speaking, RAG is a technical framework introduced 296

to solve the issue of LLM knowledge deficiency, 297

therefore, information integration through LLM
internal knowledge may not be effective. 298

5.2 Answering RQ2 299

This RQ mainly explores the influence of conflict 300

exposure on RAG-LLM consolidation performance. 301

Table 2 shows the experimental results. Due to 302

the external information is the same between the 303

variants, KRC metric will not be applied to this
research question. 304

From the table, we can see that the performance
of the variant that applys conflict exposure is gen-
erally higher than the variant that do not apply 305

conflict exposure, especially when the knowledge 306

pollution type is All, which represents that expos-
ing conflicts in external information can help LLM 307

to think critically and improve output accuracy. In 308

particular, for the Llama3 model, the approach with 309

conflict exposure perform better than the approach 310

without conflict exposure, with a performance im-
provement of over 15% (67.23 vs 58.39) when 311

PType is All. In addition, for some pollution types, 312
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LLM Variant* PType I PType II PType III PType All
KRC ACC KRC ACC KRC ACC KRC ACC

Gemma2 w/o Expansion 88.06 96.88 85.49 90.62 85.38 93.53 50.45 77.90
w/ Expansion* 97.99 95.98 97.77 92.19 97.54 95.87 93.19 84.04

Llama3 w/o Expansion 87.91 88.82 86.87 88.04 86.48 78.54 51.76 61.12
w/ Expansion* 98.18 86.61 98.31 87.91 98.18 78.93 92.59 67.23

*Equal to the complete approach.

Table 3: Performance (%) of different variants (RQ3)

LLM Strategy* PType I PType II PType III PType All
KRC ACC KRC ACC KRC ACC KRC ACC

Gemma2
ReKnow 95.87 96.88 97.10 92.86 94.31 93.30 90.51 77.23
ReAns 93.19 94.20 90.85 90.96 88.06 89.84 59.60 75.78
Ours 97.99 97.43 97.77 93.08 97.54 94.53 93.19 80.47

Llama3
ReKnow 95.58 78.02 95.58 82.70 93.50 73.99 89.08 55.01
ReAns 94.67 75.81 92.98 81.01 90.77 69.96 65.28 52.15
Ours 98.18 79.32 98.31 85.05 98.18 74.64 92.59 58.39

*All the strategies here does not enable the conflict exposure component including Ours.

Table 4: Performance (%) of different information expansion strategies

there are several performance increase when apply-
ing no conflict exposure (Gemma2-PType I&II),313

which may be due to that the single knowledge pol-
lution causes relatively small damage to external314

information, while other effective external content315

can still provide accurate information for LLM,
ensuring the correctness of the output of the LLM.316

5.3 Answering RQ3317

This research question mainly explores the influ-
ence of information expansion in our approach on318

the consolidation performance. Table 3 shows the
experimental results.319

From the table, we can see that the performance
regress on almost all scenarios, indicating that infor-
mation expansion has the greatest impact on perfor-
mance. Specifically, although the performance has320

a relatively small change on single knowledge pol-
lution type scenario, it can still cause over 5% per-
formance decrease when all type of knowledge pol-
lutions are applied. In addition, for the Gemma2-
PType I and Llama3-PType I&II, there are some321

performance increase when applying no informa-
tion expansion, which may be due to the number322

of defective samples is relatively small, and the re-
trieved documents will not be heavily occupied by323

defective documents, so considerable results can
be achieved without information expansion.324

We further explore the performance differences
between other information expansion strategies and
the strategies used in our approach.325

Specifically, we choose two other strategies (an-
swer re-retrieval and knowledge re-retrieval) for326

comparison, abbreviated as ReAns and ReKnow, re-
spectively. Table 4 shows the results of experi-
ments. To avoid the impact of other operations, all 327

strategies in the table do not apply conflict expo-
sure. 328

From the table, we can see that the ACC of
ReAns and ReKnow are lower than the information 329

expansion strategy used in our approach, which 330

may be due to that information expansion based 331

on potentially polluted content cannot ensure the 332

reliability of supplementary documents. For these 333

two additional information expansion strategies, 334

they can be seen as collecting evidence of existing 335

knowledge or answers, and determining whether 336

the content is true by searching for supporting mate-
rials related to these contents. However, as the task 337

of this paper mainly focus on the final LLM out-
put, and the polluted documents or answers likely 338

contains false information, further retrieval using 339

them may introduce more noise. In contrast, our 340

approach is based on user questions for information 341

expansion, which can effectively avoid the intro-
duction of noise. 342

6 Conclusion 343

This paper proposes a knowledge exposure based 344

consolidate approach for RAG-LLM to improve its 345

credibility in knowledge pollution scenarios. We 346

validated our approach on HotpotQA and found a 347

promising improvement in performance compared 348

to the baselines. In the future, we will further utilize 349

the knowledge conflict feature to complete more 350

tasks related to RAG-LLM generated content, to
guarantee the reliability of RAG-LLM generation. 351

8



Limitations352

This approach is mainly aimed at knowledge base353

pollution caused by vanilla knowledge errors. The354

premise of the approach is the existence of real355

and reliable knowledge to conflict with defective356

documents. Therefore, it may not be effective for357

large-scale knowledge base attacks and early stage358

rumors, as both situations may result in the inability359

to find correct knowledge. In addition, the inter-
pretability of LLMs and their internal mechanisms360

remain vague and are the hot topics of exploration361

nowadays. The experiments in this paper may also362

be influenced by these factors, which need to be
studied in future work.363

Ethical Considerations364

We injected defective documents (some of them365

are AI-generated content) into the knowledge base366

through three methods of knowledge pollution, but367

some or all of the content in these documents was368

generated by LLM, so there may be some false or369

biased content that needs to be noted when using370

them. In addition, it should be noted that any re-
semblance of an example or sample in this research
to the real-world entity is purely incidental.371
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