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Abstract
The vulnerability of neural networks to adversarial examples is an important concern in machine
learning. Despite active research on attack and defense algorithms, we lack a clear understanding
of the origin of this vulnerability. This study provides a theoretical analysis of the relationship
between the architecture of neural networks and their robustness to adversarial attacks, focusing
on linear Convolutional Neural Networks (CNNs). Using the theory of implicit biases in linear
neural networks, we provide a mathematical characterization of how kernel size and network depth
affect adversarial robustness, deriving upper and lower bounds that outline these relationships. Our
experiments on popular image datasets align closely with the theoretical trends, allowing us to
conclude that the robustness of linear CNN to adversarial attacks decreases with the kernel size and
depth. Moreover, our theory strengthens the bridge between implicit bias and robustness, laying the
groundwork to further explore robustness from this perspective.

1. Introduction

Neural networks, despite their widespread use and success, have been shown to be vulnerable to
adversarial attacks [22]. These attacks involve crafting small, often imperceptible perturbations to
input data that cause the model to produce incorrect outputs. Since the discovery of this phenomenon,
different attacks as well as defense mechanisms have been studied [13, 15, 18]. Although some
work in the field focuses on developing state-of-the-art methods, there is also growing interest in
understanding the origin of these perturbations [4, 17, 23, 26]. Recent work has investigated how the
implicit bias of gradient-based training algorithms—that is, their tendency to prefer certain solutions
among many that fit the data equally well—shapes robustness to adversarial attacks [4, 5, 14].

In this work we investigate the impact of convolution operations on the robustness of linear
neural networks. More precisely, we study through the lens of implicit bias theory how the filter
sizes and depth of linear CNN influence the robustness of the learned solution. Our contribution can
be summarized as follows: (1) We provide lower and upper bounds on the implicit bias of linear
convolutional neural networks with arbitrary depths and kernel sizes, extending the works of Dai
et al. [3] and Jagadeesan et al. [10] that studied varying kernel sizes with a fixed depth of one; (2) We
demonstrate how these bounds on the implicit bias can be translated to bounds on the robustness
of the model, with our main result showing that the lower bound on the robustness of linear CNN
measured with the ℓ2-norm decreases with the kernels sizes and network depth; and (3) We show
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experimentally that this decreasing bound on the robustness of the model correlates with an actual
decrease in the robustness.

To the best of our knowledge, the connection between implicit bias and adversarial robustness
has first been studied by Faghri et al. [4]. They demonstrated that the architecture of a linear neural
network as well as the optimization method influence the norm under which the model achieves
optimal robustness. Frei et al. [5] showed that while some solutions for shallow MLPs with ReLU
minimize loss and maximize ℓ2-robustness under the assumption that data is generated by a mixture
of gaussian distributions, gradient descent favors less robust ones. However, Min and Vidal [14]
found that using polynomial ReLU activations instead leads gradient descent to maximally robust
solutions. For a more in-depth review of the work on adversarial robustness and implicit bias see
Appendix A.

2. Preliminary

Adversarial attacks aim to alter machine learning model outputs by introducing small perturbations
to input data. For a binary classifier represented by a function f : Rn → R where the predicted class
is given by the sign of f(x), we define adversarial robustness in terms of the minimum perturbation
needed to change the model’s prediction.

Definition 1 (Adversarial robustness) Given a function f : Rn → R and a dataset D =
{x(i), y(i)}N−1

i=0 , the adversarial robustness ϵ(f) is defined as:

ϵ(f |D) = min
(x,y)∈D

∥η(f |x)∥2 (1)

where η(f |x) is the optimal adversarial perturbation defined as:

η(f |x) ∈ argmin
η∈Rn

∥η∥2 s.t. f (x+ η) = 0 (2)

The definition of adversarial robustness presented above corresponds to the robustness metric that
is maximized in the context of maximally robust classifier [1]. In this work, we study the interplay
between robustness and implicit bias in the context of linear CNNs that we define as:

Definition 2 (1D Linear CNN) We define a 1D linear CNN f(x) with L convolutional layers of
kernel sizes (sl)L−1

l=0 and input size n as:
f(x) = w⊺h(L)(x),

h(l)(x) = k(l−1) ⊛ h(l−1)(x) ∀l ∈ [1, L],

h(0)(x) = x.

(3)

where ⊛ corresponds to the circular convolution operation1. Moreover, given that a linear CNN is a
linear model, we can define a linear predictor β

(
θ
∣∣(sl)L−1

l=0

)
such that:

f(x) = β
(
θ
∣∣(sl)L−1

l=0

)⊺
x (4)

and θ = (w,k(L−1), ...,k(0)) ∈ Rn+
∑L−1

l=0 sl represents the learnable parameters.

1. see Appendix B for the definition of this operation
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For simplicity, we define linear CNN in the case of one dimensional inputs in this section. The
extension to the two-dimensional case (2D linear CNN) is provided in Appendix B.

We consider a linear CNN trained on a linearly separable dataset using gradient descent with
exponential loss. In this setting, there exist multiple linear predictors β that perfectly separate the
data, and in particular, multiple directions β̂ = β/∥β∥2 that achieve zero classification error. Despite
this non-uniqueness, gradient descent does not converge to an arbitrary solution. Instead, while the
norm ∥β(θ)∥2 diverges as training progresses, the direction β̂(θ) converges to a specific limit [11].
This directional convergence reflects the implicit bias of the optimization process. In the case of
exponential loss, the limiting direction corresponds to the maximum ℓ2 margin classifier in parameter
space (θ).

Theorem 3 (Implicit bias of linear CNNs, adapted from [8, 21]) Consider a linear CNN as de-
fined in Definition 2 with kernel sizes (sl)L−1

l=0 trained on a linearly separable dataset {x(i), y(i)}N−1
i=0

using gradient descent with the exponential loss function ℓ(u, y) = exp(−uy). Assuming the loss
converges to zero and the gradients converge in direction (detailed assumptions in Appendix C), the

linear predictor β
(
θ(t)
∣∣(sl)L−1

l=0

)
converges in direction to β

(sl)
L−1
l=0 , where:

β
(sl)

L−1
l=0 ∈ argmin

β
R
(
β
∣∣(sl)L−1

l=0

)
s.t. ∀i ∈ [0, N − 1], y(i)β⊺x(i) ≥ 1 (5)

with R
(
β
∣∣(sl)L−1

l=0

)
representing the minimum parameter norm required to realize β:

R
(
β
∣∣(sl)L−1

l=0

)
:= min

θ∈Rp
∥θ∥22 s.t. β = β

(
θ
∣∣(sl)L−1

l=0

)
(6)

For simplicity, we restricted Theorem 3 to the case of linear CNNs but the results from [8, 21] apply
to any homogeneous neural network (see Appendix C for more details).

3. Robustness Bounds from Implicit Bias in Linear CNNs

In this section, we investigate the relationship between the implicit bias of a linear CNN and its
robustness. One advantage of studying robustness using linear models is that the optimal adversarial
attack (see Definition 1) is well defined and can be computed analytically. Following standard vector
calculus, the robustness of a trained linear CNN can be expressed as:

Lemma 4 (Robustness of a trained linear CNN) Consider a linear CNN with kernel sizes (sl)L−1
l=0 ,

trained on a dataset D = {x(i), y(i)}N−1
i=0 using exponential loss under the conditions of Theorem

3. Let ft denote the linear CNN at training iteration t. The robustness of the trained linear CNN is
defined as:

ϵ̄
(
(sl)

L−1
l=0

)
:= lim

t→∞
ϵ(ft|D) (7)

and is equal to:

ϵ̄
(
(sl)

L−1
l=0

)
=

1∥∥∥β̄(sl)
L−1
l=0

∥∥∥
2

(8)
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By studying the properties of the induced regularizer R
(
β
∣∣(sl)L−1

l=0

)
(Equation 6), we obtain the

following lemma:

Lemma 5 (Bounds on the induced regularizer of a 1D linear CNN) Let R
(
β
∣∣(sl)L−1

l=0

)
be the

induced regularizer of a 1D linear CNN (Equation 6), we have ∀(sl)L−1
l=0 ∈ [1, n]L,β ∈ Rp:

√
1∏L−1

l=0 sl
∥β∥2 ≤ n−L

2

R
(
β|(sl)L−1

l=0

)
L+ 1


L+1
2

≤ ∥β∥2 (9)

When L = 1, the result of Lemma 5 corresponds to the bounds derived by Dai et al. [3] and
Jagadeesan et al. [10]. We prove the extension of this result to an arbitrary depth in Appendix E.4.
Finally, by combining Lemma 4 and Lemma 5 we obtain the following theorem about the adversarial
robustness of linear CNN:

Theorem 6 (Adversarial robustness bounds of a linear CNN) ∀(sl)L−1
l=0 ∈ [1, n]L:√

1∏L−1
l=0 sl

ϵ̄
(
(1)L−1

l=0

)
≤ ϵ̄

(
(sl)

L−1
l=0

)
≤ ϵ̄

(
(1)L−1

l=0

)
. (10)

In the 2D case, the same upper bound holds and the lower bound becomes ϵ̄((sl)) ≥
(∏L−1

l=0 sl
)−1

ϵ̄((1)).

Theorem 6 establish theoretical bounds on adversarial robustness for linear CNNs, showing an upper
bound that remains constant regardless of kernel size (and is tight when all kernels have size one)
and a lower bound that decreases as the product of kernel sizes increases.

4. Experiments

In this section, we experimentally validate that the robustness of linear CNNs follows the same
decreasing trend as our lower bound obtained in Theorem 6 when kernel sizes increase. In order to
test our hypothesis, we train 2D linear CNNs with gradient descent and exponential loss.2.To align
with our theoretical framework, we selected image datasets that are linearly separable. We conducted
experiments on the following datasets:

1. MNIST: A dataset comprising classes 0 and 1 from the MNIST training set [12]

2. mini-ImageNet: A dataset containing 500 images from the house finch class and 500 images
from the robin class of ImageNet [20]3

While the classification tasks are relatively simple (linearly separable), they correspond to tasks
with realistic image statistics. Moreover we selected these datasets to represent two different cases
of interest. The MNIST dataset provides an underparametrized linear classification task where the
number of samples is significantly larger than the input dimension. In contrast, the mini-ImageNet

2. Please note that Theorem 6 applies to the infinite limit of the linear predictor while our experiments correspond to
gradient descent applied for a finite number of steps (with a stopping criterion), for more details on that see Appendix
F

3. The mini-ImageNet subset is available at https://huggingface.co/datasets/timm/mini-imagenet
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Figure 1: Adversarial robustness (as defined in Definition 1) and the corresponding bounds derived
in Theorem 6. For each configuration, a 2D linear CNN is trained with stochastic gradient
descent on exponential loss until the cosine similarity between the current linear predictor
(β) and the linear predictor 25 epochs before is smaller than 1.0 × 10−8 (directional
convergence). The plots on the left and in the center corresponds to linear CNNs with
1 convolutional layer with kernel size s trained respectively on the 2 classes versions of
MNIST and mini-ImageNet. The right plot corresponds to linear CNNs with L convolu-
tional layers of kernel sizes s trained on MNIST. More details on the experimental setup
in Appendix F

samples have significantly higher dimension which exceed the number of samples in the dataset
(overparametrized). In Fig. 1, we plot the adversarial robustness of linear CNNs trained on these
datasets with gradient descent and exponential loss as well as the corresponding bounds from
Theorem 6 (see Appendix F for more details on the training setup). The results show that robustness
decreases as either kernel size or depth increases, following the same trend as our lower bound
1
sL
ϵ̄((1)L−1

l=0 ). This confirms our hypothesis that increasing either parameter negatively impacts
robustness.

5. Conclusion

In this work, we studied the adversarial robustness of linear CNNs through the lens of implicit
bias. We derived theoretical upper and lower bounds that relate kernel size and network depth to
robustness, showing that as these parameters increase, the lower bound on robustness decreases. Our
experimental results support these theoretical findings, confirming that larger kernel sizes and deeper
networks exhibit reduced robustness to adversarial attacks. These results provide new insights into
the interplay between network architecture and adversarial robustness, strengthening the connection
between implicit bias and robustness. Although our analysis is centered on linear CNNs, future
work could extend these insights to nonlinear architectures and investigate their impact on practical
adversarial defense strategies. This study lays the groundwork for a deeper theoretical understanding
of robustness in neural networks, paving the way for the development of more resilient deep learning
models.
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Appendix A. Additional related work

Theory on adversarial attacks In early work on adversarial attacks, Goodfellow et al. [6] showed
that the presence of adversarial attacks does not require complex highly nonlinear models. Indeed,
they demonstrated that these attacks are also present in linear models and hypothesized that they
originate from the high dimensionality of the input. However, this hypothesis has been challenged by
Tanay and Griffin [23] who showed that increasing the resolution of input images does not lead to
a significantly smaller perturbation. They showed that the sensitivity of a network can be studied
through the angle between the decision boundary and the submanifold of input data. Moosavi-
Dezfooli et al. [16] observed the presence of a single small perturbation called Universal Adversarial
Perturbations (UAP) that can fool a model for most of the input. The presence of these perturbations
has been studied through the geometry of the decision boundary [17]. The authors showed that UAP
can be explained by the curvature of the decision boundary. Ilyas et al. [9] study the vulnerability of
machine learning models towards adversarial example through the scope of non robust features that
generalize well. They show that some features learned by a model may generalize well to unseen
data while being sensible to small adversarial signal.

Implicit bias and adversarial robustness The implicit bias has been studied for a large corpus
of neural network architectures, training algorithms and losses (see Vardi [25] for a survey). In the
context of full-width linear CNNs, i.e. linear CNNs where the convolution kernel sizes correspond
to the input size, Gunasekar et al. [8] demonstrated that the model trained with exponential loss is
biased towards a solution that minimize the ℓ 2

1+L
norm in the Fourier space where L is the network

depth4. The work has been extended to the case of multichannel CNNs by Jagadeesan et al. [10].
Faghri et al. [4] leveraged the characterization of the implicit bias in linear neural networks to analyze
their sensitivity to adversarial attacks. Specifically, they demonstrated that the architecture of a
linear neural network influences the norm under which the model achieves optimal robustness. For
example, a dense linear neural network is shown to be optimal with respect to the ℓ2-norm, whereas
a single hidden layer full-width linear CNNs achieves optimality in terms of the ℓ∞-norm in the
Fourier space. Caro et al. [2] showed empirically that CNNs with small kernels are biased towards
adversarial examples with higher frequency components than their full kernel size counterparts. They
consider CNNs defined in a similar way as the linear CNN that we define later in this paper and
also they considered the case where ReLU activations are added. They describe their findings as a
result from the work on the implicit bias of linear CNNs done by Gunasekar et al. [8] and the Fourier
uncertainty principle. Relying on the fact that CNNs are biased towards solution that are sparse in
the Fourier space [8, 19], Tsuzuku and Sato [24] presented a simple but effective method to create
UAP composed of a single frequency. Recent works have examined the robustness of non-linear
models through implicit bias. Frei et al. [5] showed that while some solutions for shallow MLPs with
ReLU minimize loss and maximize ℓ2-robustness, gradient descent favors less robust ones. However,
Min and Vidal [14] found that using polynomial ReLU activations instead leads gradient descent to
maximally robust solutions.

4. measured by the number of hidden layers
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Appendix B. Definitions of circular convolution and 2D linear CNN

Definition 7 (circular convolution) The circular convolution operation is represented by the symbol
⊛ and defined as:

∀i ∈ [0, n− 1] : (k ⊛ h)i =
1√
n

s−1∑
j=0

kjh(i+j) mod n (11)

where k ∈ Rs represents the kernel and h ∈ Rn represents the output of the previous layer. The
factor 1√

n
is used to make the derivation of the implicit bias cleaner.

To define a 2D linear CNN, we still consider vectors as input. The input corresponds to the flattened
version of the image. Formally, given an image X ∈ Rn×n, we define its flattened representation
x ∈ Rn2

as:
∀i, j ∈ [0, n− 1]2 : xni+j = Xi,j (12)

By defining a 2D linear CNN in a form that closely resembles a 1D linear CNN, we can seamlessly
translate the theory developed for the 1D case to the 2D case. A key aspect of this approach is
the ability to express the model as f(x) = β

(
θ
∣∣(sl)L−1

l=0

)⊺
x. In the case of matrices, the circular

convolution can be extended as:

(K ⊛H)i1,i2 =
1

n

s−1∑
j1=0

s−1∑
j2=0

(
Kj1,j2

H(i1+j1) mod n,(i2+j2) mod n

)
(13)

where K ∈ Rs×s represents the kernel, and H ∈ Rn×n. Let k ∈ Rs2 and h ∈ Rn2
represent the

flattened versions of K and H , respectively. We then introduce a new operator ⊛2D that enables us
to restrict the computation to vector operations:

∀i, j ∈ [0, n− 1] : (k ⊛2D h)ni+j = (K ⊛H)i,j (14)

Thanks to this new operator, we can define the 2D linear CNN in a similar way as the 1D counterpart:

Definition 8 (2D Linear CNN) We define a 2D linear CNN f(x) with L convolutional layers of
kernel sizes (sl)L−1

l=0 and input size n2 as:
f(x) = w⊺hL(x),

h(l)(x) = k(l−1) ⊛2D h(l−1)(x) ∀l ∈ [1, L],

h0(x) = x.

(15)

Here, θ = (w,kL−1, ...,k0) ∈ Rn2+
∑L−1

l=0 s2l represents the learned parameters. The corresponding
linear predictor β

(
θ
∣∣(sl)L−1

l=0

)
∈ Rn2

is defined such that:

f(x) = β
(
θ
∣∣(sl)L−1

l=0

)⊺
x (16)

10
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Appendix C. Implicit bias of linear CNNs

In the context of this work, we examine the implicit bias of a neural network trained with exponential
loss. An important result in this scenario concerns the case of homogeneous neural networks.

Definition 9 (Homogeneous neural network) Consider a neural network fθ : Rn → Rm where
θ ∈ Rp corresponds to the learned parameters. The neural network is homogeneous if there exists
L > 0 such that for every α > 0, x ∈ Rn and θ ∈ Rp: fαθ(x) = αLfθ(x)

We restrict our study to the case of neural networks trained with (vanilla) gradient descent. Work on
implicit bias with other optimization methods can be found in the literature [7] but this goes beyond
the scope of our work. If we consider the task of binary classification where the predicted class for x
corresponds to the sign of fθ(x). Then we have the following results concerning the implicit bias of
a homogeneous neural network:

Theorem 10 (Implicit bias of homogeneous neural networks, reformulation of Gunasekar et al. [8])
Let fθ : Rn → R be a homogeneous neural network with the learnable parameters θ ∈ Rp. For

almost all datasets {x(i), y(i)}N−1
i=0 separable by B := {fθ : θ ∈ Rp}, almost all initializations θ(0),

and any bounded sequence of step sizes {ηt}t, consider the sequence of iterates θ(t) obtained using
gradient descent with the exponential loss function ℓ(u, y) = exp(−uy) associated to the empirical
loss L(θ) . If the following conditions hold:

1. The iterates θ(t) asymptotically minimize the objective, i.e., L(θ(t)) → 0,

2. θ(t), and consequently the predictors fθ(t) , converge in direction to yield a separator with
positive margin,

3. The gradients with respect to the predictors, ∇fθL(θ
(t)), converge in direction,

then the limit direction of the parameters

θ
∞

= lim
t→∞

θ(t)

∥θ(t)∥2
(17)

is a positive scaling of a first-order stationary point of the following optimization problem:

min
θ∈Rp

∥θ∥22 s.t. ∀i ∈ [0, N − 1], y(i)fθ(x
(i)) ≥ 1. (18)

For completeness regarding Theorem 10, we give here a definition of gradient descent on empirical
loss.

Definition 11 (Gradient descent on empirical loss) Given a parametrized function fθ : Rn →
Rm, where θ ∈ Rp, a dataset {x(i), y(i)}N−1

i=0 with x(i) ∈ Rn and y(i) ∈ Y , and a loss function
l : Rm × Y → R, the empirical loss is:

L(θ) =
1

N

N∑
n=1

l
(
fθ(x

(i)), y(i)
)
. (19)

Gradient descent updates the parameters iteratively according to:

θt+1 = θt − ηt∇θL(θt), (20)

where ηt > 0 is the learning rate at iteration t, and ∇θL(θt) =
1
N

∑N−1
i=0 ∇θl

(
fθt(x

(i)), y(i)
)

is
the gradient of the loss.

11
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The Theorem 3 is reformulation of Theorem 10 in the case of binary linear classifier. If
fθ(x) = β(θ)⊺x, then the optimization problem of Theorem 10 becomes :

min
θ∈Rp

∥θ∥22 s.t. ∀i ∈ [0, N − 1], y(i)β(θ)⊺x(i) ≥ 1. (21)

To prove the reformulation in Theorem 3 we have to show the equivalence of the optimization
problem above with the optimization problem of the Theorem 3:

min
β∈Rn

R(β) s.t. ∀i ∈ [0, N − 1], y(i)β⊺x(i) ≥ 1 (22)

More precisely, we have to show that θ̃ is a solution of equation 21 if and only if β̃ = β(θ̃) is a
solution of equation 22. To show equivalence between (21) and (22):

1. Forward Direction (⇒): Let θ̃ solve (21). Define β̃ = β(θ̃).

• By constraints: y(i)β̃⊺x(i) ≥ 1 for all i.

• By definition of R: R(β̃) ≤ ∥θ̃∥22.

• Suppose ∃β′ with R(β′) < R(β̃) and y(i)β̃⊺x(i) ≥ 1 for all i . Then ∃θ′ s.t. β′ = β(θ′)
and ∥θ′∥22 < ∥θ̃∥22, contradicting the optimality of θ̃. Thus, β̃ solves (22).

2. Reverse Direction (⇐):

• Let β̃ solve (22). By definition of R, ∃θ̃ s.t. β(θ̃) = β̃ and ∥θ̃∥22 = R(β̃).

• θ̃ satisfies y(i)β(θ̃)⊺x(i) ≥ 1 for all i.

• Suppose ∃θ′ with ∥θ′∥22 < ∥θ̃∥22 and y(i)β(θ′)⊺x(i) ≥ 1 for all i. Then β(θ′) would
satisfy R(β(θ′)) ≤ ∥θ′∥22 < R(β̃), contradicting the optimality of β̃. Thus, θ̃ solves
(21).

Hence, θ̃ solves (21) ⇐⇒ β̃ = β(θ̃) solves (22).

Appendix D. Additional Lemmas

Lemma 12 (Robustness of a linear model) let f(x) = β⊺x, then we have

ϵ(f |D) = min
x∈D

|β⊺x|
∥β∥2∥x∥2

∥x∥2 = min
x∈D

|cos(β,x)| ∥x∥2 (23)

where cos(·, ·) corresponds to cosine similarity.

Lemma 13 (General form of the induced regularizer) In the case of a 1D linear we have:

R
(
β|(sl)L−1

l=0

)
= (L+ 1)

 inf
∀l∈[0,L−1]:

v(l)∈Rsl ,
∥v(l)∥=1

n−1∑
i=0

∣∣∣β̂i

∣∣∣2∏L−1
l=0

∣∣∣v̂(l)
i

∣∣∣2


1
L+1

(24)

12
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In the case of a 2D linear we have:

R
(
β|(sl)L−1

l=0

)
= (L+ 1)

 inf
∀l∈[0,L−1]:

v(l)∈Rs2l ,
∥v(l)∥=1

n2−1∑
i=0

∣∣∣β̂i

∣∣∣2∏L−1
l=0

∣∣∣v̂(l)
i

∣∣∣2


1
L+1

(25)

where β̂ is the Fourier transform of β (see Definitions 14 and 15).

Appendix E. Proofs Lemmas and Theorem

E.1. Proof Lemma 12

First we need to show that:

η(f |x) = −
(

β⊺x

∥β∥22

)
β with f(x) = β⊺x (26)

Using the definition 1, we have η(f |x) is a solution of:

argmin ∥η∥2 s.t. β⊺(x+ η) = 0 (27)

Given a ℓ2-norm constraint on η, we have that then absolute value product β⊺η is maximal if β and
η are parallel. So, we have:

∃α ∈ R : η = αβ (28)

The last step is to find the value of α. This can be done by using the constraint in equation 27:

β⊺(x+ η) = β⊺x+ α∥β∥22 = 0 (29)

α = − β⊺x

∥β∥22
(30)

η(f |x) = αβ = −
(

β⊺x

∥β∥22

)
β (31)

Now that we have the optimal adversarial attack for a given input (η(f |x)), we can derive the
corresponding adversarial robustness for a dataset D = {x(i), y(i)}N−1

i=0 :

ϵ(f |D) = min
x∈D

∥η(f |x)∥2 (32)

= min
x∈D

∥∥∥∥−( β⊺x

∥β∥22

)
β

∥∥∥∥
2

(33)

= min
x∈D

|β⊺x|
∥β∥22

∥β∥2 (34)

=
1

∥β∥2
min
x∈D

|β⊺x| (35)

= min
x∈D

|β⊺x|
∥β∥2∥x∥2

∥x∥2 (36)

= min
x∈D

|cos(β,x)| ∥x∥2 (37)

□

13
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E.2. Proof Lemma 4

We observe in Lemma 12 that the robustness of a linear model does not depends on the amplitude of
β but on the angle of β with some input x (cosine similarity). Because a linear CNN with kernel
sizes (sl)L−1

l=0 converge in direction to β̄(sl)
L−1
l=0 (Theorem 3), we have:

ϵ̄
(
(sl)

L−1
l=0

)
= min

x∈D

∣∣∣cos(β̄(sl)
L−1
l=0 ,x

)∣∣∣ ∥x∥2 (38)

=
1∥∥∥β̄(sl)
L−1
l=0

∥∥∥
2

min
x∈D

∣∣∣(β̄(sl)
L−1
l=0

)⊺
x
∣∣∣ (39)

The last step in order to proof our lemma is to proof that minx∈D

∣∣∣(β̄(sl)
L−1
l=0

)⊺
x
∣∣∣ = 1. By definition

(see Theorem 3), minx∈D

∣∣∣(β̄(sl)
L−1
l=0

)⊺
x
∣∣∣ is a solution of:

min
β

R
(
β
∣∣(sl)L−1

l=0

)
s.t. ∀i ∈ [0, N − 1], y(i)β⊺x(i) ≥ 1 (40)

We see that having at least one of the constraint in equation 5 that is tight, i.e. ∃i ∈ [0, N −
1], y(i)

(
β̄(sl)

L−1
l=0

)⊺
x(i) = 1, implies that minx∈D

∣∣∣(β̄(sl)
L−1
l=0

)⊺
x
∣∣∣ = 1. We will prove by contra-

diction that at least one constraint is tight.

We assume there exists β̄ which is a solution of equation 5 such that no constraints are tight:

∃δ > 0 : ∀i ∈ [0, N − 1], y(i)β̄⊺x(i) ≥ 1 + δ (41)

Let’s consider β̄′ = 1
1+δ β̄, we see that β̄′ also satisfies the constraints in equation 5. In order to prove

that β̄ cannot be a solution of equation 5, we need to show that R
(
β
∣∣(sl)L−1

l=0

)
> R

(
β′∣∣(sl)L−1

l=0

)
.

Let θ̄ ∈ Rp be a solution of equation 6 for the linear predictor β̄:

θ̄ ∈ argmin
θ∈Rp

∥θ∥22 s.t. β̄ = β
(
θ
∣∣(sl)L−1

l=0

)
(42)

Based on the definition of linear CNN we have:

β

(
1

(1 + δ)1/L
θ̄
∣∣(sl)L−1

l=0

)
=

1

(1 + δ)
β
(
θ̄
∣∣(sl)L−1

l=0

)
(43)

=
1

(1 + δ)
β̄ (44)

= β̄′ (45)

For the induced regularizer we have:

R
(
β̄′∣∣(sl)L−1

l=0

)
≥
∥∥∥∥ 1

(1 + δ)1/L
θ̄

∥∥∥∥2
2

>
∥∥θ̄∥∥2

2
= R

(
β̄
∣∣(sl)L−1

l=0

)
(46)

□
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E.3. Proof Lemma 13

In order to prove the lemma, we first need to introduce a new representation of the linear CNN using
Fourier tramsform

LINEAR CNN IN THE FOURIER SPACE

Definition 14 (1D DFT) Given a spatial dimension n ∈ Z+, we define the 1D DFT of a vector
x ∈ Rm with 0 < m ≤ n as x̂ ∈ Cn such that:

∀µ ∈ [0, n− 1] : x̂µ :=
1√
n

m−1∑
s=0

xs(ωn)
µs (47)

with ωn := e−
2π
n
i and i2 = −1.

Definition 15 (2D DFT) Given a spatial dimension n ∈ Z+, we define the 2D DFT of a vector
x ∈ Rm2

with 0 < m ≤ n, which represent a flattened image, as x̂ ∈ Cn such that:

∀µ, ν ∈ [0, n− 1]2 : x̂nµ+ν :=
1

n

m−1∑
s=0,t=0

xms+t(ωn)
µs(ωn)

νt (48)

with ωn := e−
2π
n
i and i2 = −1.

For conciseness, we use the same notation for 1D and 2D fourier transform. If the input represent a
1D signal then 1D DFT is applied and if the input represent a flattened image then 2D DFT is applied.
We defined the DFT such that it corresponds to a unitary transform:

∀x ∈ Rm : ∥x̂∥2 = ∥x∥2 (49)

Thanks to the convolution theorem 5 we have:

∀k ∈ Rm,h ∈ Rn : ̂(k ⊛ h) = k̂∗ ⊙ ĥ (1D case) (50)

∀k ∈ Rm2
,h ∈ Rn2

: ̂(k ⊛2D h) = k̂∗ ⊙ ĥ (2D case) (51)

where k̂∗ is the complex conjugate of k̂. By applying the results above we obtain a Fourier form for
the linear CNN:

Lemma 16 The linear CNN as defined in definitions 2 and 8 can be rewritten as diagonal neural
network in the Fourier space. More precisely, let f : Rn → R be the linear CNN, we have that
∀x ∈ Rn: 

f(x) = ⟨ŵ, ĥ(L)(x)⟩,
ĥ(l)(x) =

(
k̂(l−1)

)∗
⊙ ĥ(l−1)(x) ∀l ∈ [1, L],

ĥ(0)(x) = x̂.

(52)

where ⟨x,y⟩ = (x∗)⊺ y is the complex inner product between two complex vectors x,y ∈ Cn.

f(x) = ⟨β,x⟩ = ⟨β̂, x̂⟩ (53)

and:
β̂
(
θ
∣∣(sl)L−1

l=0

)
= ŵ ⊙ k̂(L−1) ⊙ . . .⊙ k̂(0) (54)

5. For a proof in the 1D case see appendix C of Gunasekar et al. [8]
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PROOF

For a given 1D linear CNN with the kernel sizes (sl)L−1
l=0 , we define θ = (w,k(L−1), . . . ,k(0)) ∈

Rn+
∑L−1

l=0 sl .

R
(
β|(sl)L−1

l=0

)
= min

θ∈Rp
∥θ∥22 s.t. β = β

(
θ
∣∣(sl)L−1

l=0

)
(55)

= min
θ∈Rp

(
∥w∥22 +

L−1∑
l=0

∥k(l)∥22

)
s.t. β = β

(
θ
∣∣(sl)L−1

l=0

)
(56)

= min
θ∈Rp

(
∥ŵ∥22 +

L−1∑
l=0

∥∥∥k̂(l)
∥∥∥2
2

)
s.t. β̂ = β̂

(
θ
∣∣(sl)L−1

l=0

)
(57)

By the AM-GM inequality, we have :

∥ŵ∥22 +
L−1∑
l=0

∥∥∥k̂(l)
∥∥∥2
2
≥ (L+ 1)

(
∥ŵ∥2

L−1∏
l=0

∥∥∥k̂(l)
∥∥∥
2

) 2
L+1

(58)

Moreover, the bound is tight if ∀l ∈ [0, L− 1] : ∥ŵ∥2 =
∥∥∥k̂(l)

∥∥∥
2
. An interesting property of β̂ is

that we can rescale the parameters without changing β̂, more precisely:

For a given α > 0 and l ∈ [0, L − 1], we define ŵ′ := αŵ, k̂(l)
′
:= 1

α k̂
(l) and θ̂′ =(

ŵ′, k̂(L−1), . . . , k̂(l)
′
, . . . , k̂(0)

)
. We can see that:

β̂(θ̂′) = αŵ ⊙ k̂(L−1) ⊙ . . .⊙ 1

α
k̂(l) ⊙ . . . k̂(0) (59)

= ŵ ⊙ k̂(L−1) ⊙ . . .⊙ k̂(l) ⊙ . . . k̂(0) (60)

= β̂
(
θ
∣∣(sl)L−1

l=0

)
(61)

So we can rescale the parameters such that ∀l ∈ [0, L − 1] : ∥ŵ∥2 =
∥∥∥k̂(l)

∥∥∥
2

without changing

β̂
(
θ
∣∣(sl)L−1

l=0

)
which is our constraint in equation 57. Thanks to this property, we have:

R
(
β|(sl)L−1

l=0

)
= min

θ∈Rp
(L+ 1)

(
∥ŵ∥2

L−1∏
l=0

∥∥∥k̂(l)
∥∥∥
2

) 2
L+1

s.t. β̂ = β̂
(
θ
∣∣(sl)L−1

l=0

)
(62)

Using the definition of β̂ and considering ∀l ∈ [0, L− 1] : ∥ŵ∥2 =
∥∥∥k̂(l)

∥∥∥
2

we have that :

∀i ∈ [0, n− 1] : ŵi =


β̂i∏L−1

l=0 k̂(l)i
if β̂i ̸= 0

0 else.

(63)
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If we insert equation 63 in equation 62:

R
(
β|(sl)L−1

l=0

)
= (L+ 1)min

θ∈Rp

(
L−1∏
l=0

∥∥∥k̂(l)
∥∥∥
2

) 2
L+1

 ∑
i∈supp(β̂)

∣∣∣β̂i

∣∣∣2∏L−1
l=0

∣∣∣k̂(l)i∣∣∣2


1
L+1

s.t. β̂ = β̂
(
θ
∣∣(sl)L−1

l=0

)
(64)

where supp(β̂) = {i : β̂i ̸= 0}. If we define:

∀l ∈ [0, L− 1] : v(l) :=
k(l)

∥k(l)∥2
(65)

Then we can easily show that ∀l ∈ [0, L− 1]:

∥v(l)∥2 = ∥v̂(l)∥2 = 1 (66)

v̂(l) =
k̂(l)

∥k̂(l)∥2
(67)

R
(
β|(sl)L−1

l=0

)
= (L+ 1)min

θ∈Rp

(
L−1∏
l=0

∥∥∥k̂(l)
∥∥∥
2

) 2
L+1

 ∑
i∈supp(β̂)

∣∣∣β̂i

∣∣∣2∏L−1
l=0 ∥k̂(l)∥22

∣∣∣v̂(l)
i

∣∣∣2


1
L+1

(68)

s.t. β̂ = β̂
(
θ
∣∣(sl)L−1

l=0

)

= (L+ 1)

 min
∀l∈[0,L−1]:

v(l)∈Rsl ,
∥v(l)∥=1

∑
i∈supp(β̂)

∣∣∣β̂i

∣∣∣2∏L−1
l=0

∣∣∣v̂(l)
i

∣∣∣2


1
L+1

(69)

= (L+ 1)

 inf
∀l∈[0,L−1]:

v(l)∈Rsl ,
∥v(l)∥=1

n−1∑
i=0

∣∣∣β̂i

∣∣∣2∏L−1
l=0

∣∣∣v̂(l)
i

∣∣∣2


1
L+1

(70)

For the case of a 2D linear CNN, the proof is almost the same except that we have vector of dimension
n2 instead of n. □

E.4. Proof Lemma 5

Now that we have obtained a more explicit form for R
(
β|(sl)L−1

l=0

)
(see Lemma 13), we will be

able to derive our bounds. To simplify the notations we will compute bounds of R′
(
β|(sl)L−1

l=0

)
which is defined as:

R′
(
β|(sl)L−1

l=0

)
= n−L

2

R
(
β|(sl)L−1

l=0

)
L+ 1


L+1
2

(71)
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The bounds to prove then become:√
1∏L−1

l=0 sl
∥β∥2 ≤ R′

(
β|(sl)L−1

l=0

)
≤ ∥β∥2 (72)

Thanks to Lemma 13, we have:

R′
(
β|(sl)L−1

l=0

)
= n−L

2

√√√√√√√√ inf
∀l∈[0,L−1]:

v(l)∈Rsl ,
∥v(l)∥=1

n−1∑
i=0

∣∣∣β̂i

∣∣∣2∏L−1
l=0

∣∣∣v̂(l)
i

∣∣∣2 (73)

Because R′
(
β|(sl)L−1

l=0

)
is an infimum with more constraints than R′

(
β|(1)L−1

l=0

)
, we have:

R′
(
β|(sl)L−1

l=0

)
≤ R′

(
β|(1)L−1

l=0

)
(74)

Moreover we have a closed form solution for R′
(
β|(1)L−1

l=0

)
:

R′
(
β|(1)L−1

l=0

)
= n−L

2

√√√√√√√ inf
∀l∈[0,L−1]:

v(l)∈R,
v(l)=1

n−1∑
i=0

∣∣∣β̂i

∣∣∣2∏L−1
l=0

∣∣∣v̂(l)
i

∣∣∣2 (75)

= n−L
2

√√√√√√n−1∑
i=0

∣∣∣β̂i

∣∣∣2∏L−1
l=0

∣∣∣ 1√
n

∣∣∣2 (76)

=

√√√√n−1∑
i=0

∣∣∣β̂i

∣∣∣2 = ∥β̂∥2 = ∥β∥2 (77)

So we obtain the upper bound:
R′
(
β|(sl)L−1

l=0

)
≤ ∥β∥2 (78)

The last step is to prove our lower bound:√
1∏L−1

l=0 sl
∥β∥2 ≤ R′

(
β|(sl)L−1

l=0

)
(79)

For that we will first prove the following upper bound on |v̂(l)
j |:

∀j ∈ [0, n− 1] : |v̂(l)
j | ≤

√
sl
n

(80)
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We do it as follow: ∣∣∣v̂(l)
j

∣∣∣ = ∣∣∣∣∣ 1√
n

sl−1∑
k=0

v
(l)
k (ωn)

jk

∣∣∣∣∣ (81)

≤ 1√
n

sl−1∑
k=0

∣∣∣v(l)
k (ωn)

jk
∣∣∣ = 1√

n

sl−1∑
k=0

∣∣∣v(l)
k

∣∣∣ = ∥v(l)∥1√
n

(82)

≤
√
sl∥v(l)∥2√

n
=

√
sl
n

(83)

We can use this upper bound on |v̂(l)
j | to produce an lower bound on R′

(
β|(sl)L−1

l=0

)
:

R′
(
β|(sl)L−1

l=0

)
= n−L

2

√√√√√√√√ inf
∀l∈[0,L−1]:

v(l)∈Rsl ,
∥v(l)∥=1

n−1∑
i=0

∣∣∣β̂i

∣∣∣2∏L−1
l=0

∣∣∣v̂(l)
i

∣∣∣2 (84)

≥ n−L
2

√√√√√n−1∑
i=0

∣∣∣β̂i

∣∣∣2∏L−1
l=0

∣∣√ sl
n

∣∣2 =

√
1∏L−1

l=0 sl
∥β∥2 (85)

□

E.5. Proof Theorem 6

Using the fact that β̄(sl)
L−1
l=0 is the minimizer of R′

(
β|(sl)L−1

l=0

)
under the data constraints, we

obtain: ∥∥∥β̄(1)L−1
l=0

∥∥∥
2
= R′

(
β̄(1)L−1

l=0 |(1)L−1
l=0

)
≤ R′

(
β̄(sl)

L−1
l=0 |(1)L−1

l=0

)
=
∥∥∥β̄(sl)

L−1
l=0

∥∥∥
2

(86)√
1∏L−1

l=0 sl

∥∥∥β̄(sl)
L−1
l=0

∥∥∥
2
≤ R′

(
β̄(sl)

L−1
l=0 |(sl)L−1

l=0

)
≤ R′

(
β̄(1)L−1

l=0 |(sl)L−1
l=0

)
≤
∥∥∥β̄(1)L−1

l=0

∥∥∥
2

(87)

By moving the terms in the equations above, we obtain:

∥∥∥β̄(1)L−1
l=0

∥∥∥
2
≤
∥∥∥β̄(sl)

L−1
l=0

∥∥∥
2
≤


√√√√L−1∏

l=0

sl

∥∥∥β̄(1)L−1
l=0

∥∥∥
2

(88)

By combining the fact that ϵ̄
(
(sl)

L−1
l=0

)
=

1∥∥∥β̄(sl)
L−1
l=0

∥∥∥
2

(see Lemma 4) and equation 88, we obtain:

1∏L−1
l=0 sl

ϵ̄
(
(1)L−1

l=0

)
≤ ϵ̄

(
(sl)

L−1
l=0

)
≤ ϵ̄

(
(1)L−1

l=0

)
(89)

□
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Appendix F. Experimental setup

For all datasets and kernel configuration we trained the model with stochastic gradient descent with a
batch size 64. Let β

(
θt
∣∣(sl)L−1

l=0

)
be the linear predictor at epoch t, at each 25 epochs we compute

the following directional convergence metric:

γ(t) = cos
(
β
(
θt
∣∣(sl)L−1

l=0

)
,β
(
θt−25

∣∣(sl)L−1
l=0

))
(90)

Where cos is the cosine similarity. The training stop when γ(t) < 1.0×10−8. For all experiments the
models are initialized with Xavier normal initialization and a gain of 0.1. For the MNIST experiments
the learning rate is 5.12× 10−2. In the case of the mini-ImageNet experiments, the learning rate is√

64
s × 2 ∗ 10−2 where s is the kernel size. Moreover, for the mini-ImageNet experiments, we also

clipped the gradient after each epoch such that the ℓ2 norm of the gradient stay smaller than 10.6 The
use of gradient clipping is also related to training stability. The mini-ImageNet images are convert
from RGB to grayscale and resized to 256× 256. To confirm the low variance in the robustness for a
given configuration with our stopping criterion, we do 5 runs for each kernel sizes in the experiment
with MNIST and linear CNN with 1 convolutional layer (left plot in Fig. 1), the standard deviation is
represented by the blue area in the left plot in Fig. 1.

Computing numerically the exact solution for equation 5 is difficult for large datasets. In Fig. 2,
we compare the exact solution obtained using constrained optimization and the solution obtained
with gradient descent (with the same stopping criterion as described above) on subset of (binary)
MNSIT with 5 samples per class. While the robustness is higher with exact solution, we observed
the same decreasing trend in both scenario.

6. see https://pytorch.org/docs/stable/generated/torch.nn.utils.clip_grad_norm_
.html
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Figure 2: Robustness obtained with gradient descent vs the exact solution for a subset of MNSIT
with 5 samples per class
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