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ABSTRACT

Understanding how neural populations in higher visual areas encode object-
centered visual information remains a central challenge in computational neuro-
science. Prior works have investigated representational alignment between artifi-
cial neural networks and the visual cortex. Nevertheless, these findings are indirect
and offer limited insights to the structure of neural populations themselves. Simi-
larly, decoding-based methods have quantified semantic features from neural pop-
ulations but have not uncovered their underlying organizations. This leaves open a
scientific question: “how feature-specific visual information is distributed across
neural populations in higher visual areas, and whether it is organized into struc-
tured, semantically meaningful subspaces.” To tackle this problem, we present
MIG-Vis, a method that leverages the generative power of diffusion models to
visualize and validate the visual-semantic attributes encoded in neural latent sub-
spaces. Our method first uses a variational autoencoder to infer a group-wise
disentangled neural latent subspace from neural populations. Subsequently, we
propose a mutual information (MI)–guided diffusion synthesis procedure to vi-
sualize the specific visual-semantic features encoded by each latent group. We
validate MIG-Vis on multi-session neural spiking datasets from the inferior tem-
poral (IT) cortex of two macaques. The synthesized results demonstrate that our
method identifies neural latent groups with clear semantic selectivity to diverse vi-
sual features, including object pose, inter-category transformations, and intra-class
content. These findings provide direct, interpretable evidence of structured seman-
tic representation in the higher visual cortex and advance our understanding of its
encoding principles. The anonymized code repository of MIG-Vis is available at:
https://anonymous.4open.science/r/MIG-Vis-Repo-4878.

1 INTRODUCTION

Determining how populations of neurons in higher visual areas represent object-centred visual in-
formation remains a central question in computational neuroscience (DiCarlo et al., 2012; Yamins
& DiCarlo, 2016). A major line of research (Lindsey & Issa, 2024; Xie et al., 2024) has explored
representational alignment between deep neural networks (DNNs) and primate visual cortex, show-
ing that DNNs trained for object recognition—especially those with disentangled representation
subspaces—closely resemble inferior temporal (IT) cortex activity. Nevertheless, these findings are
indirect, relying on artificial model architecture and specially designed representational similarity
metrics. Meanwhile, previous works have focused on single-unit selectivity (Rust & DiCarlo, 2010)
or decoding-based methods (Freiwald & Tsao, 2010; Chang & Tsao, 2017) that quantify semantic
features like object category or viewpoint in higher visual cortex. Earlier studies have also used
pre-trained diffusion models with fMRI data (Luo et al., 2023a;b; Cerdas et al., 2024) to verify and
classify that various brain regions specialize in processing certain category’s information.

However, existing approaches do not extract semantically interpretable neural representations from
electrophysiological recordings in higher visual cortex. That said, no study has mapped the orga-
nization and structural patterns of higher visual area neural populations to distinct visual attributes.
In practice, addressing this scientific problem is challenging due to neural single-unit activities in
higher visual cortex exhibit mixed selectivity to multiple visual-semantic features (Chang & Tsao,
2017). We also verify this finding through an empirical study on the IT cortex of macaques in a
passive object recognition task (Majaj et al., 2015) (the results are presented in Fig. 1).
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Figure 1: Single-neuron linear decoding results in IT cortex of two macaques during a passive
object recognition task. (A) Decoding results on both two macaques reveal that IT neurons exhibit
mixed selectivity. The connecting line thickness denotes the weight scale. These neurons contribute
to both low-level pose attributes (e.g., rotation) and high-level semantic features (e.g., category
identity). (B) Images with variations along each visual-semantic feature.

To bridge this gap, we propose MIG-Vis (short for Mutual Information-Guided Diffusion for Un-
covering Semantic Selectivity of Neural Latent Groups in Higher Visual Cortex), a method iden-
tifying interpretable neural latent subspaces that exhibit visual-semantic selectivity. We propose
to employ a disentangled latent variable model (LVM) to infer low-dimensional neural latents for
semantic interpretation. We assume visual-semantic features span a multi-dimensional subspace
encoding different aspects of object structure and variation. To capture this, we use a group-wise
disentangled variational autoencoder (Li et al., 2025), which enforces each multi-dimensional latent
group to represent distinct semantic features.

Given an identified latent group in the neural subspace, our subsequent goal is to characterize the
specific visual-semantic features it encodes. Here we leverage the expressivity of generative diffu-
sion models to synthesize images guided by target neural signals (Luo et al., 2023a; Cerdas et al.,
2024). We perform semantic image editing (Meng et al., 2021) with deterministic DDIM, which
eliminates stochastic sampling noise to ensure that editing is completely guided by neural signals.
This procedure enables us to visualize and interpret the specific visual-semantic features encoded
by each neural latent group.

For diffusion guidance, prior works typically optimize simple statistical moments of target neural
dimensions, such as absolute activation values (Luo et al., 2023a) or variance (Wang et al., 2024).
Such approaches are especially common in the fMRI literature, where the neural space is directly
manipulated—zero indicates no activation, and larger positive values correspond to stronger activa-
tion. However, such guidance strategies are ill-suited for uncovering semantic features of specific
latent axes in our setting, since both positive and negative coordinates in the latent space can carry
distinct meanings that first- or second-order moment objectives cannot fully capture.

To deal with this issue, we propose a novel guidance objective: maximizing mutual informa-
tion (MI) between the synthesized image and the target latent group. MI provides an information-
theoretic measure of inherent statistical dependence (Hjelm et al., 2018) between the synthesized
image and the target neural latent group, capturing both linear and higher-order relationships. There-
fore, maximizing MI guides the synthesized image to faithfully represent the full distribution of
visual-semantic information in the target latent group, achieving alignment beyond simple first- or
second-order moments.

We experimentally evaluate the efficacy of MIG-Vis on multi-session neural spiking datasets (Majaj
et al., 2015) from the IT cortex of two macaques during a passive object recognition task. Exten-
sive diffusion-synthesized results demonstrate that MIG-Vis infers disentangled neural latent groups
with visual-semantic selectivity. By synthesizing image with the guidance of maximizing the mutual
information between the image output and each latent group, we characterize clear semantic spe-
cialization across the disentangled groups: inter-category variation, intra-category pose, and intra-
category content details. Furthermore, we adopt this scientific interpretation method to within-group
latent dimensions to uncover fine-grained semantic structure.

2 PRELIMINARIES

Problem Formulation. For each single trial, data is composed of neural population and stimulus
image pairs: (x,y). The neural population is denoted as x ∈ RN , where N is the number of
recorded neural units. The corresponding image is represented as y ∈ R1×H×W , where H and W
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Figure 2: (A) The semantic image editing procedure. This consists of a deterministic forward
process from t = 0 to an intermediate timestep t = t′, followed by a neural-guided deterministic
synthesis process back to t = 0. (B) A schematic of the Mutual Information (MI) Landscape.
This landscape is defined by our guidance objective, which maximizes the MI between a synthesized
image and the neural latent group z1 of the target image (encoding object pose).

denote the height and width of the gray-scale image. We develop a group-wise disentangled VAE
based on Li et al. (2025) to infer the neural latent groups, denoted as z = [z1, . . . , zG]

⊤ ∈ RD,
in which D is the latent dimension number and G is the number of groups. Each latent group is
set to have the same dimensionality Dg , thus D = G ×Dg . Our goal is to investigate the specific
visual-semantic encoding of the g-th neural latent group zg .

Classifier-Guided Diffusion Models. Given a set of image data samples y, a diffusion probabilis-
tic model (Ho et al., 2020; Song et al., 2020b) estimates its density pdata(y) by first perturbing the
data points in a T -step forward process: q (yt | y0) := N

(
yt;

√
αty0, (1− αt) I

)
, where {αt}Tt=1

denotes a noise-schedule. In the reverse process, a neural network ϵθ (yt, t) parameterized by θ
is trained to estimate the introduced noise at each timestep t. On the other hand, classifier-guided
diffusion models (Dhariwal & Nichol, 2021) enable conditional generation p(y | z) given a class
label z. Formally, given the class label z and a guidance scale γ > 0, by Bayes’ rule, the conditional
distribution of sampled images y would be: pγ(y | z) ∝ p(y)p(z | y)γ . By taking the log-derivative
on both sides, this gives:

∇yt log p
γ (yt | z) = ∇yt log pθ(yt)︸ ︷︷ ︸

est. by ϵθ(yt,t)

+γ∇yt log pϕ (z | yt)︸ ︷︷ ︸
est. by guidance

. (1)

The unconditional score term on the right-hand side (RHS) is a scaled form of the predicted noise,
i.e., ∇yt

log p(yt) = −ϵθ(yt, t)/
√
1− αt. We propose a novel MI-based classifier parameterized

by ϕ to estimate p (z | yt), and the second term on the RHS corresponds to its log-derivative.

3 METHODOLOGY

In the following, we first describe how MIG-Vis infers a neural latent subspace via a group-wise
disentangled VAE. We then present our approach for visualizing and interpreting visual-semantic
variations encoded by each latent group through mutual information-guided diffusion synthesis.

3.1 INFERRING GROUP-WISE DISENTANGLED NEURAL LATENT SUBSPACE

To uncover interpretable visual-semantic structures in neural populations, we use a group-wise dis-
entangled VAE that infers latent subspaces encoding distinct factors of variation. Standard disentan-
gled VAEs (Higgins et al., 2017; Chen et al., 2018) assume each generative factor can be captured by
a single independent latent dimension. However, this setting is limited for high-level visual attributes
(e.g., category identity, 3D rotation), which require multi-dimensional latent codes.

Hence, we relax the single-dimension constraint by using a group-wise disentangled VAE (Esmaeili
et al., 2019; Li et al., 2025), which encourages statistical independency between multi-dimensional
neural latent groups. As suggested by previous research works (Locatello et al., 2019), well-
disentangled semantic latents seemingly cannot be inferred without (implicit) supervision. We in-
corporate certain image attributes (i.e., rotation angles and category identity) as priors to inform the
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latent subspace learning. The supervision labels are concatenated into a vector u ∈ RM , where M
denotes its dimensionality. We decompose the neural latent vector z into supervised latent groups
z(s) and unsupervised latent groups z(u), such that z =

[
z(s), z(u)

]⊤
. The latent groups within z(s)

are informed by labels, while the groups in z(u) are inferred without supervision. We propose to
optimize the following lower bound of evidence pξ(x,u):

log pξ(x,u) ≥ Eqψ(z|x) [log pξ(x | z)]︸ ︷︷ ︸
Neural Reconstruction

+Eqψ(z|x)

[
log pξ(u | z(s))

]
︸ ︷︷ ︸

Weak Label Supervision

− DKL (qψ(z | x,u) ∥ p(z))︸ ︷︷ ︸
Prior Regularization

−β DKL

(
qψ(z)

∥∥∥∥∥
G∏

g=1

qψ(zg)

)
︸ ︷︷ ︸

Partial Correlation

,
(2)

where the probabilistic encoder qψ(·) and decoder pξ(·) are parameterized by ψ and ξ, respectively.
qψ(z) =

∑N
n=1 qψ

(
z | x(n)

)
q
(
x(n)

)
is the aggregated posterior over a sample set of size N ,

g ∈ {1, 2, . . . , G} denotes the latent group index, and hyperparameter β controls the penalty scale.
We note that the group-wise factorized density in the partial correlation (PC) term is intractable,
thus we use the importance sampling (IS) estimator (Li et al., 2025) to approximate the PC during
training. Importantly, the use of weak-supervision labels and the PC penalty here does not degrade
the neural reconstruction quality, as verified by the results in Section 4.

Given an inferred neural latent z, the subsequent target is to characterize the specific visual-semantic
factors encoded by a target latent group zg within it. The efficacy of traditional latent traversal
with neural decoders is limited in practice, as latent dimensions within a group may differ in scale,
and simple perturbations to them often result in low-fidelity or uninterpretable images. We present
empirical evaluations of these methods in Section 4.

3.2 MUTUAL INFORMATION MAXIMIZATION GUIDANCE

To tackle this challenge, we use a classifier-guided diffusion (Eq. 1). We adopt it due to its explicit
conditional gradient term provides scientific interpretability. Our goal is to approximate the two
terms on the RHS of Eq. 1. The unconditional score term is estimated by a denoiser ϵθ(yt, t). To
faithfully capture the semantic features encoded in latent group zg , we propose an MI-based guid-
ance objective to construct the classifier. From it, we derive the conditional score ∇yt log p (z | yt).

Mutual Information-Maximization Guidance Objective. Our goal is to characterize the visual-
semantic features encoded in each neural latent group, capturing the entire statistical information
rather than just first- or second-order statistics. To this end, we propose the following workflow:
given an original image y and a target latent group zg , we first perturb the original image and
then denoise it with the diffusion model by guiding the output to maximize its group-wise mutual
information with zg . The MI between zg and y is given by:

MI (zg,y) = Ep(zg,y)

[
log

p (zg,y)

p(zg)p (y)

]
= Ep(zg,y)

[
log

p (y | zg)
p (y)

]
. (3)

Note that the MI captures the entire statistical dependence between zg and the synthesized image
y. Given the fixed zg , the guidance objective of maximizing the MI enforces the synthesized y to
faithfully contain the semantic information encoded in zg . Based on Eq. 1, our classifier-guided
conditional score is:

∇yt
log pγ (yt | zg) = ∇yt

log pθ(yt) + γ∇yt
MI (zg,yt) . (4)

Estimation of the Group Mutual Information. However, the mutual information term in Eq. 4
is intractable and notoriously difficult to compute in practice (Hjelm et al., 2018). According to
InfoNCE (Oord et al., 2018), we approximate the density ratio portion p(y|zg)

p(y) in Eq. 3 using a neural
network sϕ (zg,y). To construct the InfoNCE loss, we need to get positive and negative samples
for zg . For an image y, a positive sample zg comes from qϕ(zg | x) where x is the corresponding
neural signal for y, while a negative sample comes from qϕ(zg | x̂) with x̂ unrelated to y. During
training, for each y and batch size B, we collect Zg = {z(1)g , . . . , z

(B)
g }, where z

(1)
g is the positive

4
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sample and z
(i)
g (i ∈ {2, . . . , B}) are negative samples. The noise-contrastive loss LN is optimized

as follows:

LN (ϕ) = −Ep(zg,y)

log exp
(
sϕ

(
z
(1)
g ,y

))
∑

z
(i)
g ∈Zg

exp
(
sϕ

(
z
(i)
g ,y

))
 . (5)

Note that −LN provides a lower bound (Oord et al., 2018) on the group-wise mutual information,
i.e., MI(zg,y) ≥ log(B) − LN. sϕ (zg,y) specifically approximates the density ratio component
of the mutual information MI(zg,y) for the g-th latent group. Since the RHS in Eq. 5 provides a
normalized probability function, we have:

∇yt
log pϕ (zg | yt) = −∇yt

LN (ϕ) ≈ ∇yt
MI (zg,yt) . (6)

During MI-guided image synthesis, at each step t, we first estimate its noise-free approximation by
ŷ0 =

(
yt −

√
1− αt ϵθ(yt, t)

)
/
√
αt, which is then used as input to the sϕ (·) network. Figure 2(B)

illustrates our MI guidance objective, which guides image synthesis toward the first latent group z1
of the target image, with its strength controlled by the guidance scale γ.

3.3 SEMANTIC IMAGE EDITING WITH DETERMINISTIC DDIM

In diffusion models, early-step noise perturbations primarily distort semantic attributes (e.g., object
and category identity) of the clean image, while largely preserving its structural information (e.g.,
layout, contours, and color composition) (Choi et al., 2022; Wu et al., 2023). As our goal is to
uncover the conceptual semantic features encoded within specific neural latent groups, we employ
the image editing approach (Meng et al., 2021). This method stops the noise-perturbation process
at an intermediate timestep t = t′ ∈ (0, T ) and then initiates the backward synthesis process from
that step. This approach is employed to retain the basic structure of the reference image. Otherwise,
these foundational components will also be generated from pure noise, making it difficult to interpret
the effect of neural semantic features built upon them. Furthermore, to ensure that our interpretation
is not compromised by the stochastic sampled noise from the standard reverse process, we use the
deterministic DDIM sampler.

Formally, we employ a two-stage deterministic image synthesis process. First, we take an original
image y0 and apply deterministic DDIM Inversion (Song et al., 2020a; Mokady et al., 2023) using
the diffusion denoiser ϵθ(·) from t = 0 up to a predefined timestep t = t′. This inversion timestep
is calibrated to corrupt the semantic attributes of the original image while preserving its structural
information. In the second stage, we reverse the process from t = t′ to t = 0 using a classifier-
guided, deterministic DDIM sampling. This reverse procedure is guided by our proposed mutual
information (MI) maximization objective, ultimately yielding the synthesized image. This overall
process is illustrated in Fig. 2(A). The complete synthesis procedure and a detailed algorithm are
provided in Appendix B.

4 EXPERIMENTS

4.1 SETUP

IT

Figure 3: Macaques IT cor-
tex dataset. (A) Experimen-
tal Setting. (B) Example im-
ages from the eight object cat-
egories in the dataset.

Macaque IT Cortex Dataset. We use single-unit spiking responses
from the IT cortex of two macaques (denoted as M1 and M2) during
a passive object recognition task (Majaj et al., 2015). Each head-
fixed macaque passively viewed a stream of grayscale naturalistic
object images while electrophysiological activity in the IT cortex
was recorded. Neural activity was recorded from 58 IT channels in
M1 and 110 channels in M2. Each image was presented for 100 ms
at the center of gaze, and neural responses were measured in a post-
stimulus window of 70–170 ms. The stimulus set consisted of 5760
images spanning eight basic-level categories, as illustrated in Fig. 3.
To introduce identity-preserving variation, images were simulated
via ray-tracing with randomized object position, scale, and pose. As
previous studies (Lindsey & Issa, 2024) have shown that IT neurons
exhibit a degree of invariance to background context, we segment
out the foreground object in each stimulus image.
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Figure 4: Synthesized images by MIG-Vis under varying guidance strengths. (A) Results using
a frontal-view face and table as the original image, guiding toward a pear. (B) Results using a car
and hedgehog object as the original image, guiding toward a plane.

Model Settings. (1) Neural VAE. We adopt a two-layer MLP for both the encoder and the decoder.
We set the neural latent dimension number to D = 24 and partition it into G = 4 latent groups, each
with a group rank of Dg = 6. The first two groups are supervised: Group 1 is informed by the 3D
rotation angles provided in the dataset, and Group 2 uses the 8-way one-hot category id labels. The
remaining groups, Group 3 and Group 4, are learned in an unsupervised manner. (2) Neural Encoder.
We first extract the DINO embeddings (Caron et al., 2021) from the raw images. For DINO, we
adopt the ViT-B/16 architecture and its image embedding size is 384. The density ratio estimator
sϕ (zg,y) is implemented as a three-layer convolutional neural network. (3) Diffusion model. We
downsample images to a resolution of 128 × 128 and trained an image diffusion model based on a
U-Net architecture (Ronneberger et al., 2015). The diffusion step T is set as 150 and the t′ is set as
135. Further details on the model architecture and hyper-parameters are listed in the Appendix A.

4.2 DIFFUSION VISUALIZATION OF SEMANTIC SELECTIVITY IN LATENT GROUPS

To conduct the diffusion visualization with MIG-Vis, we select two key components: an original
image y0 that serves as the base for the editing process described in Section 3.3, and a specific
neural latent group zg from a target image, which serves as the target latent group for our MI-
guided synthesis. We visualize images synthesized by MIG-Vis under varying guidance strengths,

6
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SLT SLT

AP-LR AP-LR

AP-CFG AP-CFG

w/o MI Guidance w/o MI Guidance

MIG-Vis (Ours) MIG-Vis (Ours)

Figure 5: Comparison of images synthesized by MIG-Vis and baseline methods. (A) Results
from probing Latent Group 1 (pose). (B) Results from probing Latent Group 2 (inter-category).

γ ∈ {2, 5, 10}. In Fig. 4(A), a frontal-view face and a table are used as the original images. Both
of them are guided towards the neural latent groups of a target rotated pear. In Fig. 4(B), a car and
a hedgehog serve as the original images, and both are guided toward the neural latent groups of a
target plane. Our visual-semantic selectivity findings are as follows:

(1) Latent Group 1: Intra-Category Pose. Probing Latent Group 1 modulates intra-category, pose-
related features, for instance the rotation of the face and car objects. This finding is consistent with
the rotation supervision applied to this group’s dimensions. Crucially, the objects’ category remain
stable throughout all these synthesis, indicating that this latent group disentangles pose variations
from semantic content.

(2) Latent Group 2: Inter-Category Semantic Attributes. Notably, despite being supervised only
with high-level category identity and no explicit semantic features, Latent Group 2 learns to control
inter-category semantic attributes. For example, our MI-guidance transforms the face image into a
strawberry and subsequently into a pear. We also observe a direct relationship between activation
strength and semantic distance; a larger magnitude of γ results in a generated image that is more
semantically distinct from the original, demonstrating that the axes of this group subspace encode
high-level categorical information.

(3) Latent Group 3 and 4: Intra-Category Content Details. Latent Groups 3 and 4, which were
discovered without supervision, both encode intra-category content variations. Specifically, Group 3
primarily modulates the appearance of the face and the chair, whereas Group 4 significantly alters the
car and hedgehog’s appearance. Importantly, we note that the selectivity of these two groups to intra-
category content details is discovered without supervision. Moreover, Group 3 primarily modulates
the appearance of the face with minimal effect on the car. Conversely, Group 4 significantly alters
the appearance of the car and hedgehog while inducing little change in the face. This emergent
separation likely reflects the distinct visual patterns of variation inherent to these two categories.

Furthermore, as shown in both Fig. 4 (A) and (B), when different original images are guided by
the latent group of the same reference image, the synthesized results exhibit consistent semantic
variations. This observation verifies the efficacy of our MI guidance objective.

4.3 NEURAL GUIDANCE BASELINE METHODS FOR COMPARISON

As prior works are designed for different types of neural data (e.g., fMRI), here we isolate their core
neural guidance approaches during image synthesis for a fair comparison with our method:
• Standard Latent Traversal (SLT): a standard approach for latent variable manipulation (Chen
et al., 2018; Esmaeili et al., 2019), which trains a neural decoder to map images. We perform latent

7
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Figure 6: Pair-wise visual-semantic feature investigation within latent Group 3. (A) Synthesized
images of MIG-Vis from probing a frontal-view human face. (B) Synthesized images of MIG-Vis
from probing a table object. These results demonstrate that various dimension pairs within a latent
group further encode distinct and fine-grained visual-semantic attributes.

traversal by interpolating a reference image’s latent groups toward the latent of the target image.
• Activation Probing via Linear Regressor (AP-LR): the neural manipulation method used in
BrainDIVE (Luo et al., 2023a), which synthesizes images from diffusion with the goal of maximiz-
ing the predicted activation of a target neural region. It combines a pre-trained diffusion model with
a linear regressor for neural guidance.
• Activation Probing via Classifier-Free Guidance (AP-CFG): the neural manipulation method
used in BrainACTIV (Cerdas et al., 2024), which synthesize images guided to maximize or mini-
mize the activation of a target cortical region. Compared to our approach, it employs a classifier-free
guidance diffusion (Ho & Salimans, 2022) that jointly models the denoising and guidance gradients.
• Ours w/o MI Guidance: an ablation of our method where the MI guidance objective is replaced
with the activation (first-order) guidance of the latent towards the reference image’s neural latents.

Comparison Results Analyses. In Fig. 5, we compare MIG-Vis with the four baselines introduced
above, using a frontal-view face as the reference image. We focus on two representative latent
groups for this analysis: Group 1 and Group 2, which have been identified as controlling pose and
inter-category factors, respectively. We first find that images manipulated by SLT fall outside the
natural image distribution and are structurally blurry. AP-LR suffers from a similar limitation, as
its gradient is derived from a limited linear model. AP-CFG performs reasonably well in capturing
inter-category variations, Nonetheless, it is incapable of uncovering rotation variations due to the
entangled gradient of the denoiser and the guidance. Importantly, for the ablation of our framework
(w/o MI guidance), we find that it captures rotation semantics effectively. However, for inter-
category semantic features, due to the complex underlying structure of this latent subspace, linear
activation probing alone is insufficient. This leads to synthesized results that are inconsistent with
the realistic categorical variations. In contrast, our MI guidance objective is capable of learning
inter-category variations and conducting smooth transitions across object instances.

4.4 FINE-GRAINED NEURAL SELECTIVITY WITHIN LATENT GROUP

In Figures 6 and 7(A), we further investigate the semantic structure of the group subspace by probing
single-dimension or pair-wise dimensions within the group. Focusing on Group 2 (“inter-category”)
and Group 3 (“intra-category”), we find that these pair-wise subspaces also encode distinct semantic
attributes. For example, within the face subspace of Group 3, shown in Fig. 6(A), different dimen-
sion pairs control specific visual features: pair [1, 4] alters the gaze direction, pair [3, 5] modulates
the formation of facial features.

An interesting finding from our latent dimension manipulations is that certain combinations exhibit
object-invariant effects, while others are object-specific. For instance, the two-dimensional subspace
defined by dimensions [3, 5] appears to encode a consistent visual-semantic variation across both
face and table objects, one that progressively removes fine-grained detail to produce a more abstract,
simplified form. In contrast, other combinations of dimensions, such as those involving dimensions
[2, 4, 6], encode distinct, object-specific semantics. For the face, this subspace primarily governs
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 γ γ
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Figure 7: (A) Pair-wise visual-semantic feature investigation within latent Group 2. Results of
MIG-Vis from probing a table object. (B) Neural Manifolds of Pair-wise Dimensions.

pose and rotation. For the table, however, the same subspace modulates surface properties, including
color and the thickness of its components.

We think that semantic probing with MIG-Vis can provide insights into the high-dimensional neural
space of the higher visual cortex. One hypothesis is that different latent subspaces encode objects
and semantic attributes differently. For example, in Fig. 7(B), on a neural manifold defined by di-
mensions [3, 5], the encodings of “table” and “face” may be close, so MI-guided traversal to “pear”
follows similar paths, yielding similar semantic transitions. In contrast, on the manifold of dimen-
sions [2, 4, 6] shown in Fig. 7(C), “table” and “face” are far apart, producing divergent paths to
“pear” and thus distinct semantic variations. This represents just one possible hypothesis. With fur-
ther MIG-Vis manipulations across more objects and dimensions, we can build a richer geometric
intuition of how objects are positioned in neural subspaces, their relative distances, and the semantic
attributes each area on the neural manifold encodes. MIG-Vis serves as an intuitive tool for visual-
izing neural manifolds and generating hypotheses, while also pointing toward future neuroscience
research on formally characterizing the geometry of neural subspaces in higher visual cortex.

4.5 NEURAL RECONSTRUCTION EVALUATION
Table 1: Neural reconstruction quality compar-
isons on IT cortex dataset. We report the mean
and standard deviation of explained variance
(R2 in %) over five runs.

Subject Method R2(%) ↑

M1

Standard VAE 78.62 (±0.58)
Ours w/o Sup. 76.90 (±0.53)
Ours w/o PC. 77.30 (±0.62)

Ours 76.58 (±0.64)

M2

Standard VAE 83.72 (±0.47)
Ours w/o Sup. 82.39 (±0.59)
Ours w/o PC. 82.21 (±0.55)

Ours 81.86 (±0.51)

To verify that our neural VAE module maintains
high-quality neural reconstruction with the par-
tial correlation regularization and weak label su-
pervision, we quantitatively evaluated its perfor-
mance. Table 1 presents the R-squared (R2 in %)
values for both macaques, comparing our mod-
ule to standard unsupervised VAE. These results
demonstrate that the neural reconstruction quality
is well-preserved, incurring only a marginal per-
formance drop compared to the standard VAE. We
hypothesize that the weakly-supervised labels in-
duce a rotation of the neural latent subspace while
preserving the information necessary for recon-
struction. From the R2 results of ablation studies on our VAE module’s two introduced terms,
we observe that each has only a minimal negative impact on neural reconstruction. We also plot the
raw neural signals and their reconstruction across dimensions for four selected trials in Figure 8.

5 CONCLUSION

Our contributions can be summarized into the following points: (1) Leveraging advanced neural
latent variable models, this is the first work to explore neural representations with semantic selec-
tivity in the higher visual cortex from electrophysiological data. (2) To interpret the visual-semantic
features encoded within a specific neural latent group, we use a DDIM-based deterministic image
editing approach with a proposed mutual information maximization objective. (3) The edited stim-
uli faithfully demonstrate distinct and high-level visual features, verifying the semantic selectivity
within these inferred neural latent groups. Our work offers a critical step toward understanding the
compositional, multi-dimensional nature of visual coding in the primate visual cortex.
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M1 M2

Figure 8: (A) Raw Neural signals and the reconstructions from the neural LVM module in MIG-Vis
on the M1 subject. (B) Raw Neural signals and the reconstructions from the neural LVM module in
MIG-Vis on the M2 subject.
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APPENDIX

A DETAILS OF THE MIG-VIS METHOD

We provide the code and dataset used in this work at the following anonymized repository:
https://anonymous.4open.science/r/MIG-Vis-Repo-4878. The same codebase
is also included in the supplementary ZIP file for convenience.

A.1 MODEL TRAINING DETAILS

For the partially disentangled neural VAE, we employ an architecture consisting of a two-layer MLP
for both the probabilistic encoder and the probabilistic decoder networks. Each MLP uses ReLU
activations. For the neural latent dimension number k to both the two macaques, we set k = 24
and partition it into four distinct latent groups, each of dimension 6 (i.e., group rank equals to 6).
This group rank setting provides the expressiveness to model complex visual semantic factors (e.g.,
inter-category variations) within a unique latent group. For latent group 1, we weakly supervise its
learning with the 3D rotation angles of the object provided in the dataset; for latent group 2, we use
the 8-way category identity labels (e.g., “Animals” as integer label 0, “Boats” as integer label 1);
latent groups 3 and 4 are learned in a fully unsupervised manner. We use a learning rate of 1× 10−3

and set partial correlation penalty pc weight to 5 × 10−5 on both two macaques. We use the
Adam Optimizer Kingma & Ba (2014) for optimization.

For the image diffusion model, we downsample the grayscale images to a resolution of 1×128×128
and train the diffusion model on the resulting inputs. We augment the dataset using random horizon-
tal flips to improve model generalization. We adopt the architecture of the image diffusion denoiser
as the U-Net (Ronneberger et al., 2015). We adopt the ϵ-parameterization in our diffusion model
for improved training stability, given the relatively small dataset size and diffusion timestep settings.
The diffusion timestep is set as 150. The embedding input dimension to the U-Net architecture is
set as 64 and the U-Net has three down-sampling and up-sampling layers. The training batch size is
set as 64. We train the U-Net denoiser model on 40, 000 iterations with a learning rate of 2× 10−4.
All experiments are conducted using PyTorch on a compute cluster equipped with NVIDIA A40
GPUs. The training phase of the image diffusion model takes approximately 20 hours. We also ap-
ply exponential moving average (EMA) with a decay rate of 0.98 to stabilize training and improve
generalization.

A.2 DERIVATION OF THE NOISE-FREE PREDICTION ŷ0

We here elaborate the approximation of the clean image sample ŷ0, as used in Section 3.2. It is
computed from the perturbed data point yt and the prediction of the denoiser model ϵθ(yt, t).

As in the forward process of diffusion models, given a clean stimulus image y0, it generates a noisy
sample yt by gradually adding Gaussian noise through the following closed-form equation:

yt =
√
αt y0 +

√
1− αt ϵ, ϵ ∼ N (0, I). (7)

The above re-parameterized forward process represents yt as a linear combination of the clean image
y0 and the Gaussian noise ϵ. By rearranging the above equation, we obtain an exact expression for
the original image sample y0:

y0 =
1

√
αt

(
yt −

√
1− αt ϵ

)
. (8)

As the true noise ϵ is unknown during the sampling phase, it is approximated by the learned denoiser
neural network ϵθ(yt, t). Inserting this estimate into the expression above provides an approxima-
tion of the clean image y0:

ŷ0 =
yt −

(√
1− αt

)
ϵθ(yt, t)√

αt
,

this formula is used consistently across both DDPM and DDIM frameworks to obtain a noise-free
approximation of the original image from the noisy sample at each timestep.
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A.3 GROUP-WISE DISENTANGLED NEURAL LATENT SUBSPACE INVESTIGATION

To ensure that the neural VAE module within the MIG-Vis framework maintains high-quality neural
reconstruction along with the partial correlation disentanglement regularization and weakly super-
vised label guidance, we present the quantitative neural reconstruction results of both two macaques
in Table 2, which records the R-squared values (R2, in %) and RMSE of our module and the standard
unsupervised VAE. These results indicate that the neural reconstruction quality is well-preserved,
with only a slight performance drop compared to the standard VAE.

A possible explanation is that the weakly-supervised labels rotate the neural latent subspace in a
way that preserves most of the information necessary for reconstructing the neural activity. This
observation is reasonable, given that these labels can be accurately decoded from the neural activity
itself. Furthermore, we evaluate the disentanglement quality of the inferred latent subspace using
the widely adopted Mutual Information Gap (MIG) metric (Chen et al., 2018), also reported in
Table 2. The results demonstrate that the neural latents learned by MIG-Vis are significantly more
disentangled than those of the standard VAE.

Table 2: Performance report of our neural VAE module and a standard VAE on IT cortex neural
activity from macaque M1 and M2. We report explained variance (R2), root mean squared error
(RMSE), and mutual information gap (MIG) to assess reconstruction accuracy and latent disentan-
glement. Results are averaged over 5 runs; bold numbers indicate the highest MIG score on each
subject.

Metrics \ Method M1 M2
Standard VAE Ours Standard VAE Ours

R2(%) ↑ 78.62 (±0.58) 76.58 (±0.64) 83.72 (±0.47) 81.86 (±0.51)
RMSE ↓ 48.49 (±0.39) 50.47 (±0.39) 40.77 (±0.28) 43.44 (±0.35)

MIG(%) ↑ 33.27 (±0.82) 44.23 (±0.61) 28.65 (±0.71) 49.85 (±0.55)

Table 3: Explained neural variance from the supervised neural latents of two macaques.

Subject Metrics Full Latents Supervised Latents

M1 R2 (%) ↑ 76.13 (±0.27) 32.50 (±0.19)
RMSE ↓ 48.86 (±0.21) 80.75 (±0.28)

M2 R2 (%) ↑ 71.82 (±0.28) 28.11 (±0.22)
RMSE ↓ 53.09 (±0.16) 84.79 (±0.32)

Table 4: Explained neural variance from the unsupervised neural latents of two macaques.

Subject Metrics Full Latents Unsupervised Latents

M1 R2 (%) ↑ 76.13 (±0.27) 20.88 (±0.25)
RMSE ↓ 48.86 (±0.21) 88.95 (±0.29)

M2 R2 (%) ↑ 71.82 (±0.28) 19.63 (±0.17)
RMSE ↓ 53.09 (±0.16) 89.65 (±0.31)
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Intra-Category Group

 γγ + ++ γγ + ++

Intra-Category Group - 1

Intra-Category Group - 2

Intra-Category Group - 3

Intra-Category Group

Intra-Category Group - 1

Intra-Category Group - 2

Intra-Category Group - 3

Figure 9: Neural latent group number G analyses. (A) Synthesized images of MIG-Vis from
probing a frontal-view human face. (B) Synthesized images of MIG-Vis from probing a car object.

 γγ + ++ γγ + ++

Figure 10: InfoNCE negative sample B analyses. (A) Synthesized images of MIG-Vis from prob-
ing a frontal-view human face. (B) Synthesized images of MIG-Vis from probing a car object.

B DETAILED MUTUAL-INFORMATION MAXIMIZATION GUIDANCE
ALGORITHM

Algorithm 1 Synthesize Stimulus Image for Semantic Latent Group Discovery
Input: Target Neural Latent Group zg , Guidance Scale γ, Sampling Step t′

Output: Synthesized Image Stimulus with Guidance ỹ0

1 Initiate Original Image Stimulus y0

2 for t = 1 to t′ do
3 yt =

√
αt

αt−1
· yt−1 +

(√
1
αt

− 1−
√

1
αt−1

− 1
)
· ϵθ(yt−1, t) ▷ DDIM Inversion

4 for t = t′ to 1 do
5 ϵ̂(yt, t) = ϵθ(yt, t) + γ∇ytLN (ϕ) ▷ Mutual Information Guided Gradient

yt−1 =
√

αt−1

αt
· yt +

(√
1

αt−1
− 1−

√
1
αt

− 1
)
· ϵ̂(yt, t) ▷ Guided DDIM Sampling

15



810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863

Under review as a conference paper at ICLR 2026

C ADDITIONAL VISUALIZATIONS OF DISENTANGLED SEMANTIC LATENT
GROUPS

 γ = 0  γ  γ = 0  γ

 

 γ = 0  γ  γ = 0  γ

Guided by     : Intra-Category

Guided by     : Intra-Category

Guided by     : Pose

Guided by     : Inter-Category

Guided by     : Intra-Category

Guided by     : Intra-Category

Guided by     : Pose

Guided by     : Inter-Category

Guided by     : Intra-Category

Guided by     : Intra-Category

Guided by     : Pose

Guided by     : Inter-Category

Guided by     : Intra-Category

Guided by     : Intra-Category

Guided by     : Pose

Guided by     : Inter-Category

Figure 11: Synthesized images by MIG-Vis under varying guidance strengths. (A) Results
using a watermelon and a peach as the reference image, guiding toward a rotated face. (B) Results
using a ship and a airplane object as the reference image, guiding toward a strawberry. Group
1 captures pose-related variations (e.g., object rotation), Group 2 controls inter-category semantic
transformations, while Groups 3 and 4 govern distinct intra-category content variations. Image
transitions along guidance strength γ demonstrate smooth and interpretable semantic information.
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Figure 12: Synthesized images by MIG-Vis under varying guidance strengths. (A) Results
using a face and a berry as the reference image, guiding toward a rotated table. (B) Results using a
chair and a boat object as the reference image, guiding toward a car. Group 1 captures pose-related
variations (e.g., object rotation), Group 2 controls inter-category semantic transformations, while
Groups 3 and 4 govern distinct intra-category content variations. Image transitions along guidance
strength γ demonstrate smooth and interpretable semantic information.
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