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Abstract
Group equivariant neural networks have proven
effective in modelling a wide range of tasks where
the data lives in a classical geometric space and
exhibits well-defined group symmetries. How-
ever, these networks are not suitable for learn-
ing from data that lives in a non-commutative ge-
ometry, described formally by non-commutative
C∗-algebras, since the C∗-algebra of continuous
functions on a compact matrix group is commuta-
tive. To address this limitation, we derive the exis-
tence of a new type of equivariant neural network,
called compact matrix quantum group equivariant
neural networks, which encode symmetries that
are described by compact matrix quantum groups.
We characterise the weight matrices that appear in
these neural networks for the easy compact matrix
quantum groups, which are defined by set parti-
tions. As a result, we obtain new characterisations
of equivariant weight matrices for some compact
matrix groups that have not appeared previously
in the machine learning literature.

1. Introduction
Spaces in classical (commutative) geometry are given by
sets of points with additional structure, and their symme-
tries are formally described by groups. For example, the
compact matrix group SO(3) is the group of all rotations
of R3 that preserve the origin. A class of neural networks
called group equivariant neural networks was conceived
to take advantage of group symmetries that are inherent
in data by encoding them as an inductive bias in their ar-
chitectures. Many group equivariant neural networks have
been designed using representations of groups as their layer
spaces, and characterisations of the weight matrices that
appear in them have been found for a number of impor-
tant groups (Zaheer et al., 2017; Ravanbakhsh et al., 2017;
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Maron et al., 2019a; Finzi et al., 2021; Villar et al., 2021;
Pearce-Crump, 2023a;b; 2024; Godfrey et al., 2023). These
networks have proven to perform well across a wide range
of tasks, including, but not restricted to, particle physics
(Bogatskiy et al., 2020), natural language processing (Gor-
don et al., 2020), the generation of molecules (Satorras et al.,
2021), and computer vision (Chatzipantazis et al., 2023).

However, when we consider tasks that involve learning
from data that lives in a non-commutative geometry, such
as learning properties of random variables in free proba-
bility theory (Voiculescu, 1985; Voiculescu et al., 1992),
physical phenomena in particle physics (Bhowmick et al.,
2014; van Suijlekom, 2014), and properties of exactly solv-
able models in statistical mechanics (Podlés, 1995), a group
equivariant neural network is no longer a valid choice of
model. This is because non-commutative geometry, as de-
veloped by Connes (1995), is formally described using non-
commutative C∗-algebras, which generalize commutative
algebras C(X) of continuous functions on compact Haus-
dorff spaces X , and one can show that the C∗-algebra C(G)
of continuous functions on a compact matrix group G is
indeed commutative (Appendix B.4). In particular, in non-
commutative geometry, the classical notion of a space is
replaced by an algebraic structure, thus making traditional
group-based symmetries inadequate (Budzyński & Kon-
dracki, 1995; Majid, 2000; Sitarz, 2013). Instead, a more
general notion of symmetry is required. Quantum groups,
which have been developed by a number of authors (Jimbo,
1985; Drinfeld, 1986; Woronowicz, 1987; 1991; 1998), are
an important class of mathematical objects for describing
these symmetries.

Given that there exist symmetries that are not captured by
groups, this implies that there is a need for a new type
of equivariant neural network. In this paper, we focus on
quantum groups that were constructed using a topological
approach by Woronowicz (1987). Woronowicz generalised
compact matrix groups to create a class of quantum groups
called compact matrix quantum groups. We describe and
motivate this construction in Section 3, and provide a com-
prehensive background on the prerequisite mathematical
material, namely, general topology, C∗-algebras, and opera-
tor theory, in the Appendix.

The main contributions of our work are as follows. We
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broaden the scope of equivariant neural networks beyond
classical symmetries by defining a new class of neural net-
works that encode, as an inductive bias, symmetries de-
scribed by compact matrix quantum groups. We call these
neural networks compact matrix quantum group equivariant
neural networks. In fact, we mathematically derive their
existence using Woronowicz’s version of Tannaka-Krein
duality for compact matrix quantum groups (Woronowicz,
1988), which is introduced in Section 5. After proving that
these neural networks exist, we characterise their weight
matrices for a large class of compact matrix quantum groups
known as easy. We focus on easy compact matrix quantum
groups not only because they have been studied extensively
in the literature (Banica & Speicher, 2009; Banica et al.,
2010; Weber, 2013; Freslon & Weber, 2016; Raum & We-
ber, 2016; Tarrago & Weber, 2016; Weber, 2017; Tarrago
& Weber, 2018; Gromada, 2020; Freslon, 2023), but also
because the way in which they are defined, namely, by set
partitions, makes it possible to obtain a full characterisa-
tion of the equivariant weight matrices for these compact
matrix quantum groups. We note that our contributions are
primarily theoretical in nature: to demonstrate the practical
potential of these neural networks, further work is needed
to extend the characterisation that we have found for the
easy compact matrix quantum groups to the equivariant
non-linear layers so that they can be implemented.

We note as a corollory of our work that the new class of
neural networks generalises and encompasses all neural net-
works that are equivariant to compact matrix groups, since
we show, in Section 3, that compact matrix groups are, and
can be expressed as, compact matrix quantum groups. As a
result, we recover characterisations of the weight matrices
that have appeared in Ravanbakhsh et al. (2017); Maron et al.
(2019a); Pearce-Crump (2023a; 2024); Godfrey et al. (2023),
and obtain characterisations of the equivariant weight matri-
ces for three compact matrix groups that have not appeared
in the machine learning literature before, namely the hype-
roctahedral group Hn, the bistochastic group Bn, and the
unitary group U(n).

A word on notation: we use [n] to refer to the set of elements
{1, . . . , n}, and, for any set A, we denote the set of n× n
matrices with entries in A by Mn(A).

2. Related Work
A few prior related works (Hashimoto et al., 2022; Hataya &
Hashimoto, 2023; Hashimoto et al., 2024) use C∗-algebras
to design new machine learning architectures, though their
approach is motivated by different objectives. While they
generalize complex-valued layer spaces and parameters to
function-valued ones, our approach extends the concept of
group symmetry in group equivariant neural networks to
a certain type of quantum group symmetry, thus expand-

ing the range of equivariant models. Consequently, their
models need to be trained with a custom gradient descent
method, whereas our networks can still be trained with stan-
dard backpropagation as both the layer spaces and weight
matrices remain complex-valued. Crucially, while both ap-
proaches can be used to construct group equivariant neural
networks, their models do not encode quantum group sym-
metry, which is central to our framework. Other works, such
as those by Ruhe et al. (2023a;b), use Clifford algebras to
develop equivariant neural networks that encode symmetries
related to rotations and reflections. However, their approach
seems loosely related to ours, in that while both involve non-
commutative algebras, their networks capture symmetries
in classical geometries whereas ours looks at symmetries in
non-commutative geometries. Finally, our approach differs
from that of Hoffmann et al. (2020), where they look to
learn the algebraic structure from their network. By con-
trast, we show in Theorem 7.10 that the algebraic structure
for easy compact matrix quantum group equivariant neural
networks can be derived mathematically from the weight
matrices themselves.

3. Non-Commutative Geometry
In this section, we first introduce non-commutative geom-
etry and then motivate the existence of compact matrix
quantum groups by studying certain properties of compact
matrix groups G(n) ⊆ GL(n).

Two ideas were important in the development of non-
commutative geometry. The first was the paradigm shift
from thinking in terms of points in a space (geometry) to
considering functions on spaces (algebra) as the primary
method for solving problems in geometry and topology
(Budzyński & Kondracki, 1995; Majid, 2000; Sitarz, 2013).
Indeed, whilst one can show (Appendix B.4) that the alge-
bra C(X) of continuous, complex-valued functions on a
compact Hausdorff space X is a commutative, unital, C∗-
algebra, a famous theorem in C∗-algebra theory by Gelfand
& Naimark (1943) shows that every commutative, unital,
C∗-algebra is, in fact, an algebra of continuous functions
C(X) for some compact Hausdorff space X . In this way
the geometric notion of a (compact Hausdorff) space X is
dualised to the algebra of continuous functions on X .

The second important development was the abstraction of
spaces entirely by allowing unital C∗-algebras to be non-
commutative (Jimbo, 1985; Drinfeld, 1986; Woronowicz,
1987). In doing so, this created a notion of geometry through
these algebras, namely by treating non-commutative C∗-
algebras as if they were algebras of continuous functions on
(non-existant) non-commutative spaces, as an abstract ex-
tension of the theorem by Gelfand & Naimark (1943). Con-
sequently, non-commutative C∗-algebras are the foundation
of non-commutative geometry, and, under this framework,
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the notion of a space (of points) is no longer meaningful.

But with these developments, a new notion of symmetry
for non-commutative C∗-algebras was needed, since, for
any compact matrix group G(n) ⊆ GL(n), one can show
(Appendix B.4) that the algebra C(G(n)) is a commutative,
unital C∗-algebra.

However, we can study the properties of C(G(n)) to mo-
tivate the definition of a compact matrix quantum group,
as given by Woronowicz (1987), to describe this new type
of symmetry. Firstly, G(n) is not just a compact Haus-
dorff space, it is a group, and so it comes with a group law
G(n) × G(n) → G(n) where (g1, g2) 7→ g1g2. We can
express this group law in the language of C∗-algebras as fol-
lows: define ∆ : C(G(n)) 7→ C(G(n)×G(n)) under the
mapping f 7→ ((g1, g2) 7→ f(g1g2)). Furthermore, since
C(G(n)×G(n)) is ∗-isomorphic to C(G(n))⊗ C(G(n))
under ((g1, g2) 7→ f1(g1)f2(g2)) ∼= f1 ⊗ f2, we see that

∆ : C(G(n)) 7→ C(G(n))⊗ C(G(n)) (1)

is the expression of the group law of G(n) in the language
of C∗-algebras.

We generalise this construction by replacing C(G(n)) by
a (potentially non-commutative) C∗-algebra A, to define a
compact matrix quantum group in the style of Woronowicz
(1987).

Definition 3.1. Let A be a unital C∗-algebra, and let ui,j ∈
A, for all i, j ∈ [n], for some positive integer n. Let u be
the n × n matrix whose (i, j)-entry is ui,j , that is, u is an
element of the unital C∗-algebra Mn(A). The pair (A, u)
is said to be a compact matrix quantum group if

1. A is the universal C∗-algebra C∗(ui,j , 1 ≤ i, j ≤ n),

2. u and u⊤ = (uj,i) are invertible matrices, and

3. the comultiplication map ∆ : A → A⊗min A defined
by

∆(ui,j) :=

(∑
k

ui,k ⊗ uk,j

)
(2)

is a ∗-homomorphism.

Remark 3.2. In motivating Definition 3.1, we did not spec-
ify the tensor product in C(G(n)) ⊗ C(G(n)) for con-
structing ∆ because C(G(n)) is a nuclear C∗-algebra
(Courtney & Gillaspy, 2023, Proposition 10.10), implying
that all norms that complete the algebraic tensor product
C(G(n))⊙ C(G(n)) into a C∗-algebra give the same one.
However, in general, the algebraic tensor product of two C∗-
algebras, A⊙B, can be completed in many ways to form
a C∗-algebra. One method is to complete with respect to
the minimal norm ∥·∥min, giving the C∗-algebra A⊗min B.
We review these concepts in Section B of the Appendix.

Note that for a compact matrix group G(n) ⊆ GL(n),
points 1 and 2 of Definition 3.1 make sense. Indeed, if
we define functions ui,j : G(n) → C for i, j ∈ [n] such
that ui,j(g) = gi,j , then, by the Stone-Weierstrass Theo-
rem (Appendix B.6) and the compactness of G(n), the ui,j

generate C(G(n)). Also, the matrices u := (ui,j) and u⊤

are invertible since u−1(g) = u(g−1). Furthermore, by
defining the comultiplication map ∆ for C(G(n)) by

∆(ui,j)(g, h) := ui,j(gh) (3)

we obtain the following result:

Proposition 3.3 (Appendix: Section C). Compact matrix
groups G(n) ⊆ GL(n) form a special class of compact
matrix quantum groups.

Moreover, Woronowicz (1987, Theorem 1.5) also showed,
using the theorem by Gelfand & Naimark (1943), that if
(A, u) is a commutative compact matrix quantum group
for some positive integer n, then A ∼= C(G(n)) for some
compact matrix group G(n) ⊆ GL(n). Combining this
with Proposition 3.3, we obtain the Fundamental Theorem
of Compact Matrix Quantum Groups:

Theorem 3.4 (Fundamental Theorem of Compact Matrix
Quantum Groups). Let (A, u) be a compact matrix quantum
group for some n ∈ N. Then A is commutative if and only
if A ∼= C(G(n)) for some compact matrix group G(n) ⊆
GL(n).

Hence, the Fundamental Theorem shows that if (G(n), u)
is non-commutative, then we obtain “true” compact matrix
quantum groups. Bearing this theorem in mind, convention
dictates that we denote A by C(G(n)), even if A is non-
commutative, and so we often refer to G(n), or sometimes
the pair (G(n), u), as the compact matrix quantum group.

We now provide an example of a “true” compact matrix
quantum group to show that they do indeed exist.
Example 3.5. Recall that each element of the symmetric
group Sn, considered as a subgroup of GL(n), can be
thought of as an n × n matrix having exactly one entry
of 1 in each row and in each column, with all other en-
tries being 0. Writing the elements of g ∈ Sn as gi,j , this
condition can be expressed as the following relations:

g2i,j = gi,j = g∗i,j ,

n∑
i=1

gi,j =

n∑
j=1

gi,j = 1 (4)

and
gi,jgk,l = gk,lgi,j (5)

By the universal property of universal C∗-algebras (Ap-
pendix B.24), we have that C(Sn) is the universal C∗-
algebra C∗(E | R) with generators E given by {ui,j , 1 ≤
i, j ≤ n} and relations R given in (4) and (5) (replacing gi,j
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with ui,j). Wang (1998) defined the symmetric quantum
group as a compact matrix quantum group S+

n by liberating
C(Sn) of its commutativity relations to obtain C(S+

n ) as
the universal C∗-algebra C∗(E | R) where E is the same
as for Sn but now the set of relations R is given by (4) only.
As a result, the symmetric quantum group S+

n is our first
example of a compact matrix quantum group that is not a
group.

4. Representation Theory of Compact Matrix
Quantum Groups

Analogous to compact matrix groups, compact matrix quan-
tum groups have a representation theory. We now moti-
vate the definition of a representation of a compact matrix
quantum group. Recall that for a compact matrix group
G(n), an m-dimensional representation is a choice of m-
dimensional vector space V over C and group homomor-
phism ρV : G(n) → GL(V ). By choosing a basis of V ,
we can replace GL(V ) by GL(m). The representation ρV
can itself be represented by functions vi,j ∈ C(G(n)) for
1 ≤ i, j ≤ m that map g ∈ G(n) to the (i, j) entry of
ρV (g), since ρV is continuous by the compactness of G(n).
We claim the following result.

Lemma 4.1. If ∆ is the comultiplication on C(G(n)) de-
fined in (54), then the homomorphism property of the repre-
sentation satisfies

∆(vi,j)(g, h) =

(∑
k

vi,k ⊗ vk,j

)
(g, h) (6)

Proof. Indeed, we have that ∆(vi,j)(g, h) is equal to

vi,j(gh) = [ρV (gh)]i,j =
∑
k

[ρV (g)]i,k[ρV (h)]k,j =

∑
k

vi,k(g)vk,j(h) =

(∑
k

vi,k ⊗ vk,j

)
(g, h)

As a result, we have the following definition.

Definition 4.2. Let (G(n), u) be a compact matrix quantum
group. Then an m-dimensional representation of G(n)
is an element v ∈ Mm(C(G(n))) such that (2) holds. If a
representation v of G(n) has a matrix inverse, we say that v
is a non-degenerate representation, and if v is unitary, that
is, vv∗ = 1 = v∗v, then we call v a unitary representation.

Remark 4.3. The matrix u given in the definition of a com-
pact matrix quantum group (G(n), u) is an n-dimensional
representation called the fundamental representation of
G(n), and by Definition 3.1, it is a non-degenerate represen-
tation of G(n).

Similar to groups, we can also define the tensor product and

complex conjugation of representations, starting with the
following definition.
Definition 4.4. Let v ∈ Mm(C(G(n))) and w ∈
Mp(C(G(n))). Then the tensor product v ⊗ w ∈
Mmp(C(G(n))) is simply the Kronecker product of ma-
trices, and the complex conjugate is v̄ = (v∗i,j) ∈
Mm(C(G(n))).
Proposition 4.5 (Appendix: Section C). If v, w are repre-
sentations of a compact matrix quantum group (G(n), u),
then both the tensor product and complex conjugate are also
representations of G(n).

The following lemma will be useful when it comes to con-
sidering the fundamental representation of a compact matrix
quantum group.
Lemma 4.6 (Appendix: Section C). Let (G(n), u) be a
compact matrix quantum group. Then u⊤ is unitary if and
only if ū is unitary.

We can also define the analogous concept of equivariance
for compact matrix quantum groups.
Definition 4.7. Let v ∈ Mm(C(G(n))) and w ∈
Mp(C(G(n))) be representations of a compact matrix quan-
tum group G(n). A map ϕ : Cm → Cp is said to
be G(n)-equivariant (also known as an intertwiner) if
ϕv = wϕ. The set of all such linear maps is denoted by
HomG(n)(v, w), and it is, in fact, a vector space.
Remark 4.8. It is worth noting that the expression ϕv = wϕ
given in Definition 4.7 has a different interpretation relative
to its sister definition for group equivariance. The represen-
tation v ∈ Mm(C(G(n))) coacts on the space Cm in the
following sense: if x ∈ Cm, then vx ∈ Cm ⊗ C(G(n)).
Hence v can be thought of as a map Cm → Cm ⊗C(G(n))
or as an element of Mm(C) ⊗ C(G(n)). In fact, any rep-
resentation on a vector space V can be described by a map
V → V ⊗C(G(n)). Consequently, ϕ ∈ HomG(n)(v, w) if
and only if it satisfies the commutative square:

Cm Cm ⊗C(G(n))

Cp ⊗C(G(n))Cp

v

w

ϕϕ (7)

where the right-hand arrow maps x⊗ f 7→ ϕx⊗ f .
Definition 4.9. We say that two representations v ∈
Mm(C(G(n))) and w ∈ Mm(C(G(n))) are equivalent
if there is an invertible linear map ϕ : Cm → Cm that
intertwines v and w.

One can show (Gromada, 2020, Proposition 2.2.3) that ev-
ery non-degenerate representation is equivalent to a unitary
representation. Hence, going forward, we always choose the
fundamental representation u of a compact matrix quantum
group and its transpose to be unitary. By Lemma 4.6, we
therefore have that both u and ū are unitary.
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5. Tannaka–Krein Duality for Two-Coloured
Representation Categories

Woronowicz’s version of Tannaka–Krein duality is an impor-
tant result in the theory of compact matrix quantum groups.
Informally, the duality says that we can construct a com-
pact matrix quantum group just by knowing its fundamental
representation category. We will use this duality to derive
compact matrix quantum group equivariant neural networks
in Section 6. We begin with some definitions.
Definition 5.1. Consider the two-coloured set {◦, •} con-
sisting of a white point and a black point. For any non-
negative integer k, we can construct a word w of length k
as a string of k colours from {◦, •}. If k = 0, we define
∅ to be the empty word. The concatenation of two words,
w1, w2, is the concatenation of their two strings and is writ-
ten as w1 · w2. We define a homomorphism on words,
w 7→ w̄, by first defining it on the individual colours by
◦̄ := •, •̄ := ◦, and then applying it element wise to the
word w. If w is a word, then its involution w∗ is the word
read backwards together with its colours inverted.
Example 5.2. If wk := ◦ • • ◦ • ◦ is a word of length 6
and wl := • ◦ • • ◦ is a word of length 5, then wk · wl =
◦ • • ◦ • ◦ • ◦ • • ◦, w̄k := • ◦ ◦ • ◦ •, and w∗

k := • ◦ • ◦ ◦ •.

We can use words of colours to create tensor products of the
fundamental representation of a compact matrix quantum
group as follows.
Definition 5.3. Let (G(n), u) be a compact matrix quantum
group. Let u◦ := u and u• := ū. Then, for any word w
formed from the two-coloured set {◦, •}, we define u⊗w to
be the corresponding tensor product of representations u◦

and u•.

Moreover, if wk and wl are words of lengths k, l re-
spectively, then we define FundRepG(n)(wk, wl) to be
HomG(n)(u

⊗wk , u⊗wl), that is, the vector space

{ϕ : (Cn)⊗k → (Cn)⊗l | ϕu⊗wk = u⊗wlϕ} (8)

Example 5.4. If w is the word ◦ • • ◦, then u⊗w = u⊗ ū⊗
ū⊗ u.

We can also construct so-called representation categories
using words of colours as follows.
Definition 5.5. A two-coloured representation category
C is a collection C(wk, wl), where wk, wl are two words
constructed from {◦, •} of lengths k, l respectively, that are
subspaces of the set of all linear maps (Cn)⊗k → (Cn)⊗l

and which satisfy the following axioms.

1. If ϕ1 ∈ C(wk, wl), ϕ2 ∈ C(wq, wm), then ϕ1 ⊗ ϕ2 ∈
C(wk · wq, wl · wm).

2. If ϕ1 ∈ C(wk, wl), ϕ2 ∈ C(wl, wm), then ϕ2 ◦ ϕ1 ∈
C(wk, wm).

3. If ϕ ∈ C(wk, wl), then ϕ∗ ∈ C(wl, wk).

4. For every word w (having some length k), we have
1⊗k
n ∈ C(w,w), and

5. The map R : 1 7→
∑n

i=1 ei ⊗ ei is in both C(∅, ◦•)
and C(∅, •◦).

Definition 5.6. A one-coloured representation category
is a two-coloured representation category where u◦ = u•.
Hence, the words correspond precisely to natural numbers
because, for any natural number k, there is only one word
of length k in this case.

The following two theorems describe the relationship be-
tween two-coloured representation categories and compact
matrix quantum groups.

Theorem 5.7 (Appendix: Section C). If (G(n), u) is a
compact matrix quantum group, then FundRepG(n) is a
two-coloured representation category.

Theorem 5.8 (Woronowicz–Tannaka–Krein Duality,
(Woronowicz, 1988)). Let C be a two-coloured representa-
tion category. Then there exists a unique compact matrix
quantum group (G(n), u) such that FundRepG(n) = C.

Remark 5.9 (Appendix C.1). There is a second part to The-
orem 5.8, which states how to construct the unique compact
matrix quantum group (G(n), u) from C. We provide this
part in the Appendix for brevity.

6. Compact Matrix Quantum Group
Equivariant Neural Networks

In this section we present the major contribution of this
paper: we derive a new class of neural networks which we
term compact matrix quantum group equivariant neural net-
works using Woronowicz’s formulation of Tannaka–Krein
duality. In the following definition, when referring to a word
of length kl, we write wl instead of wkl

to suppress multiple
subscripts.

Definition 6.1. Let (G(n), u) be a compact matrix quantum
group with fundamental representation u ∈ Mn(C(G(n))).
A compact matrix quantum group equivariant neural
network for G(n) is a function fNN that is a composition
of some L layer functions

fNN := fL ◦ . . . ◦ fl ◦ . . . ◦ f1 (9)

such that the lth layer function is equivariant to G(n) and
is a function between representation spaces of G(n) under
tensor products and complex conjugations of u

fl : ((Cn)⊗kl−1 , u⊗wl−1) → ((Cn)⊗kl , u⊗wl) (10)

that is itself a composition

fl := σl ◦ ϕl (11)
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of a learnable, linear function in FundRepG(n)(wl−1, wl)

ϕl : ((Cn)⊗kl−1 , u⊗wl−1) → ((Cn)⊗kl , u⊗wl) (12)

that is equivariant to G(n), together with a fixed, non-linear
activation function

σl : ((Cn)⊗kl−1 , u⊗wl) → ((Cn)⊗kl , u⊗wl) (13)

that is also equivariant to G(n). By choosing the standard
basis of Cn, the learnable, linear functions ϕl that are equiv-
ariant to G(n) become matrices that have weights that can
be learned. As usual, we call these matrices (equivariant)
weight matrices.

Remark 6.2. A compact matrix quantum group equivari-
ant neural network is well-defined since the fundamental
representation category FundRepG(n) of a compact matrix
quantum group (G(n), u) is a two-coloured representation
category by Theorem 5.7.

We immediately obtain the following corollary for compact
matrix groups G(n) ⊆ GL(n).

Corollary 6.3. Let fNN be a compact matrix quantum
group equivariant neural network for a compact matrix
group (G(n), u). If all of the words that are used in the
network only consist of the white point ◦, then fNN is, in
fact, a compact matrix group equivariant neural network
for G(n). Moreover, every compact matrix group equiv-
ariant neural network is a compact matrix quantum group
equivariant neural network.

7. Easy Compact Matrix Quantum Groups
Having just derived the existence of a compact matrix quan-
tum group equivariant neural network, we show, in this sec-
tion, that we can characterise the weight matrices that appear
in these neural networks for the so-called “easy” compact
matrix quantum groups. A compact matrix quantum group
is said to be easy if its two-coloured representation category
is determined under a functor by a so-called two-coloured
category of partitions. We first explore two-coloured cat-
egories of partitions, then define the functor, and finally
construct both the easy compact matrix quantum group and
characterise its equivariant weight matrices.

Our first goal is to define a two-coloured category of parti-
tions. We need a few preliminary definitions.

Definition 7.1. For all non-negative integers l and k, a set
partition π of [l + k] is a partition of the set [l + k] into a
disjoint union of subsets, each of which is called a block. A
(one-coloured) (k, l)–partition diagram dπ represents a
set partition π as a diagram, where we place l white nodes
on the top row, labelled left to right by 1, . . . , l, where we
place k white nodes on the bottom row, labelled left to right
by l + 1, . . . , l + k, and the edges between the vertices

correspond to the connected components of the set partition
π.
Definition 7.2. A (two-coloured) (wk, wl)–partition di-
agram is a (k, l)–partition diagram together with two-
coloured words wk, wl of lengths k, l respectively such that
the vertices on the top row have the same colours as the
word wl, from left to right, and the vertices on the bottom
row have the same colours as the word wk, from left to right.
We use the same notation dπ to refer to the two-coloured
version, since wk and wl will be known in making reference
to the diagram. We define the two-coloured partition vec-
tor space Pwl

wk
(n) to be the C-linear span of the set of all

(wk, wl)–partition diagrams.
Example 7.3. Suppose that π is the set partition of [5 + 6]
given by

{1, 6 | 2, 3 | 4, 8 | 5, 9 | 7, 10 | 11} (14)

Then

11

1 2 3 4 5

6 7 8 9 10

(15)

is the two-coloured (wk, wl)–partition diagram dπ where
wk is the word ◦ • • ◦ • ◦ and wl is the word • ◦ • • ◦.

We can now define a category for two-coloured partition
diagrams, as follows:
Definition 7.4. P(n) is the category whose objects are the
two-coloured words and, for any pair of objects wk and
wl, the morphism space HomP(n)(wk, wl) is defined to be
Pwl
wk

(n).

We provide definitions of the vertical, horizontal and involu-
tion operations on morphisms in Section C of the Appendix.
The unit object is the empty word ∅.

One can show the following result.
Proposition 7.5 (Appendix: Section C). P(n) is a strict
C-linear monoidal category.

We achieve our first goal with the following definition.
Definition 7.6. A two-coloured category of partitions
K(n) is any subcategory of P(n) such that

1. if wk, wl are objects in K(n), then HomK(n)(wk, wl)
is a subspace of HomP(n)(wk, wl),

2. the identity partition diagram is an element of
HomK(n)(◦, ◦),

3. the top-row pair partition diagram corresponding to
the set partition {1, 2} of {1, 2} superimposed, on the
one hand, with the word ◦•, and on the other, with the
word •◦, is in HomK(n)(∅, ◦•) and HomK(n)(∅, •◦),
respectively, and

6
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4. the morphism spaces are closed under the vertical, hor-
izontal and involution operations.

By Proposition 7.5, it is immediate that a two-coloured
category of partitions K(n) is a strict C-linear monoidal
category.

We now introduce the critical functor for our purposes: we
show that this functor takes two-coloured (wk, wl)–partition
diagrams dπ that live in a two-coloured category of parti-
tions K(n) to linear maps ϕπ : (Cn)⊗k → (Cn)⊗l that live
in a two-coloured representation category. By choosing the
standard basis for Cn, we obtain nl × nk matrices instead,
which are denoted by Dπ in what follows.

Definition 7.7. Suppose that dπ is a (wk, wl)–partition dia-
gram, where wk, wl are two-coloured words of lengths k, l
respectively. We define Dπ as follows.

Associate the indices i1, i2, . . . , il with the vertices in the
top row of dπ and j1, j2, . . . , jk with the vertices in the
bottom row of dπ. Then, if Sπ((I, J)) is defined to be the
set of tuples (I, J) ∈ [n]l+k such that

if x, y are in the same block of π, then ix = iy (16)

(where we have momentarily replaced the elements of J by
il+m := jm for all m ∈ [k]), we define

Dπ :=
∑

I∈[n]l,J∈[n]k

δπ,(I,J)EI,J (17)

where

δπ,(I,J) :=

{
1 if (I, J) ∈ Sπ((I, J))

0 otherwise
(18)

and EI,J is the nl × nk matrix having a 1 in the (I, J)
position and is 0 elsewhere. We extend the definition of the
map dπ 7→ Dπ linearly to Pwl

wk
(n).

Example 7.8. If dπ is the two-coloured (◦••◦• ◦, •◦••◦)–
partition diagram given in Example 7.3, then, if n = 3, for
example, we see from

2

1 2 2 1 3

1 2 1 3 2

(19)

that the (1, 2, 2, 1, 3 | 1, 2, 1, 3, 2, 2)-entry of Dπ is 1,
whereas, we see that, from

2

1 1 2 1 3

2 2 1 3 1

(20)

the (1, 1, 2, 1, 3 | 2, 2, 1, 3, 1, 2)-entry of Dπ is 0.

Consequently, we obtain the following key result, which
makes it possible for us to construct a two-coloured rep-
resentation category from any two-coloured category of
partitions.

Theorem 7.9. For any two-coloured category of parti-
tions K(n), we can form a category CK(n) whose objects
are the same as those in K(n), and, for any pair of ob-
jects wk and wl, the morphism space HomCK(n)(wk, wl)
is the image of HomK(n)(wk, wl) under dπ 7→ Dπ, that is
HomCK(n)(wk, wl) is defined to be

{Dπ | dπ ∈ HomK(n)(wk, wl)} (21)

Then the map dπ 7→ Dπ defines a strict C–linear monoidal
functor

Θ : K(n) → CK(n) (22)

such that CK(n) is a two-coloured representation category.
[Appendix: Section C].

Hence we can use Woronowicz-Tannaka-Krein duality given
in Theorem 5.8 to not only construct the easy compact
matrix quantum group but also to characterise the weight
matrices that appear in the neural network that was derived
in Definition 6.1, as follows.

Theorem 7.10. A two-coloured category of partitions
K(n) determines a unique compact matrix quantum group
(G(n), u). We call these compact matrix quantum groups
easy, and they can be constructed as the universal C∗-
algebra C∗(E | R), where E = {ui,j , i, j ∈ [n]} and
R = {Dπu

⊗wk = u⊗wlDπ for all dπ ∈ K(n)(wk, wl)}.
The weight matrix W for the learnable linear function (12)
in the neural network that is equivariant to G(n) is given
by

W =
∑

π|dπ∈K(n)(wl−1,wl)

wπDπ (23)

8. Examples
We noted in the Introduction that easy compact matrix quan-
tum groups have been well studied in the literature and many
classes of them have been characterised in full. We intro-
duce a few examples, characterise their weight matrices, and
refer the reader to the referenced works for more details.

Note in the following that it is enough to provide the span-
ning set of matrices (21) for an easy compact matrix quan-
tum group, since, by (23), the weight matrix is a weighted
linear combination of these matrices.

Firstly, we are able to characterise the equivariant weight
matrices for some compact matrix groups that have not
appeared previously in the machine learning literature by
combining Theorem 3.4 and Corollary 6.3. Namely, if we

7
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Procedure 1: How to Calculate the Weight Matrix of an Equivariant Linear Layer Function from
((Cn)⊗k, u⊗wk) → ((Cn)⊗l, u⊗wl) for an Easy Compact Matrix Quantum Group (G(n), u).

Assume that K(n) is the two-coloured category of partitions that defines the easy compact matrix quantum group
(G(n), u) as in Theorem 7.10.

Perform the following steps:

1. Calculate all of the two-coloured (wk, wl)–partition diagrams dπ that live in K(n). These diagrams form a
basis of the morphism space HomK(n)(wk, wl).

2. Apply the function dπ 7→ Dπ to each diagram to obtain its associated spanning set matrix Dπ .

3. Attach a weight wπ ∈ C to each matrix Dπ .

4. Finally, calculate
∑

wπDπ to give the overall weight matrix.

consider one-coloured partition categories that contain the
swap partition diagram

1 2

3 4

(24)

then, by Theorem 7.10, we obtain easy compact matrix
groups (as the C∗-algebra is commutative) and spanning
sets of matrices (21), which allow us to characterise their
weight matrices by (23). The groups themselves were char-
acterised by Banica & Speicher (2009). We highlight two
examples here that are new, and provide more examples in
the Appendix that recover characterisations that were known
to the machine learning community before.
Example 8.1. The first is the hyperoctahedral group Hn,
the symmetry group of the hypercube. Banica & Speicher
(2009) showed that the spanning set of matrices (21) is
the image under dπ 7→ Dπ of all (k, l)–partition diagrams
whose blocks have even size.
Example 8.2. The second is the bistochastic group Bn,
which is the group of orthogonal matrices having sum 1 in
each row and column. Again, Banica & Speicher (2009)
showed that the spanning set of matrices (21) is the image
under dπ 7→ Dπ of all (k, l)–partition diagrams whose
blocks have size one or two.

Secondly, in the case where the partition categories are one-
coloured but they do not contain the swap partition diagram
(24), we obtain true compact matrix quantum groups (as the
C∗-algebra is non-commutative). Again we highlight two
examples.
Example 8.3. Wang (1998) discovered the symmetric quan-
tum group C(S+

n ), which we introduced in Section 3. Ban-
ica & Speicher (2009) showed that the spanning set of matri-
ces (21) for C(S+

n ) is the image under dπ 7→ Dπ of all non-

crossing (k, l)–partition diagrams (i.e. no two connected
components cross).

Example 8.4. (Wang, 1995) originally discovered the or-
thogonal quantum group C(O(n)+) as a universal C∗-
algebra. Banica & Speicher (2009) showed that the span-
ning set of matrices (21) for C(O(n)+) is the image un-
der dπ 7→ Dπ of all non-crossing (k, l)–partition diagrams
whose blocks come in pairs, and also recovered C(O(n)+)
itself in this way (using the result of Theorem 7.10).

Finally, for two-coloured partition categories, the most im-
portant examples are the unitary group U(n) and the uni-
tary quantum group U(n)+. These depend on the two-
coloured words wk and wl that are chosen, but Tarrago &
Weber (2016; 2018) showed that, for U(n), the spanning
set of matrices is the image under dπ 7→ Dπ of all (wk, wl)–
partition diagrams whose blocks come in pairs such that if
two vertices of a block are in the same row, then they have
different colours, otherwise they have the same colours, and
for U(n)+ (defined by Theorem 7.10), it is the same except
all crossing partition diagrams are first removed.

9. Conclusion
We have derived the existence of compact matrix quantum
group equivariant neural networks for learning from data
that lives in a non-commutative geometry and has symme-
tries that are described by compact matrix quantum groups.
We have characterised the linear layers of these neural net-
works for the easy compact matrix quantum groups. As
future work, we suggest that it would be good to extend this
characterisation to the equivariant non-linear layers, which
would enable us to demonstrate in practice what these neural
networks promise in theory.
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Impact Statement
This paper presents work whose goal is to advance the field
of Machine Learning. There are many potential societal
consequences of our work, none which we feel must be
specifically highlighted here.
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A. General Topology
We introduce some concepts from general topology — also known as point set topology — that are used in the theory
of C∗-algebras (Appendix: Section B). General topology provides an abstract mathematical framework for studying the
properties of a wide range of mathematical structures. The mathematical structures in general topology are the so-called
topological spaces, namely, sets containing a family of subsets that satisfy some nice properties, together with the so-called
continuous functions, which are the structure-preserving maps between topological spaces. The family of subsets that is
chosen for a set is called a topology, and a set can have different topologies assigned to it. In this way the notion of a
continuous function depends on the topology that is assigned to the domain and the codomain of the function. Our treatment
is only an overview of the main ideas and results: we will mostly state these without proof and so we refer the reader to any
standard reference, such as Bourbaki (1995) or Munkres (2018), for more details.

We define the first key concept of general topology. A topology on a set X is a family of subsets τX of X such that

1. Both the empty set and X are elements of τX ;

2. Any union of elements of τX is an element of τX ;

3. Any intersection of finitely many elements of τX is an element of τX .

We call a set X together with a topology τX on X a topological space, written as a pair (X, τX). When the topology
of a topological space (X, τX) is understood, we often just refer to the topological space as X . We sometimes call the
elements of X points. We call the elements of τX the open sets of (X, τX). A subset of (X, τX) is said to be closed if its
complement is an open set. Note that by changing the topology that is associated with a set, the definition of the open sets
changes.

We said that the maps of interest between topological spaces are the continuous functions, which are defined as follows. A
function f : (X, τX) → (Y, τY ) between topological spaces is said to be continuous if f is a function on the underlying
sets such that if U is an open set of Y , then its preimage, f−1(U), is an open set of X . One can show using this definition
that f is continuous if and only if the preimage of a closed set in Y is a closed set in X . The continuous functions are
important because they preserve certain properties of topological spaces, many of which will be defined in what follows.

One useful notion that helps to define topologies on sets is that of a base, or sometimes basis. A base B for a topological
space (X, τX) is a collection of open sets in τX such that every open set can be written as a union of elements in B. We say
that B generates the topology τX .

An important class of topological spaces are metric spaces, which come with a notion of distance between any pair of points
in the set. A metric space is a set X together with a function dX : X ×X → R, called a metric, such that the following
axioms hold:

1. dX(x, y) ≥ 0 for all x, y ∈ X and dX(x, y) = 0 if and only if x = y;

2. dX(x, y) = dX(y, x) for all x, y ∈ X;

3. dX(x, y) ≤ dX(x, z) + dX(z, y) for all x, y, z ∈ X .

A metric space is often denoted by the pair (X, dX) or simply by X when the metric dX is understood. Some of the most
important sets in a metric space are the open balls. For any point x in a metric space (X, dX) and for any real number
ϵ > 0, the open ball of radius ϵ around x, written B(x, ϵ), is defined to be the set {y ∈ X | dX(x, y) < ϵ}. When a metric
space is given a topology that is induced by the metric, known as the metric topology, then the metric space together with
the metric topology becomes a topological space. The metric topology is generated by the base that is given by all of the
open balls that are defined by the metric.

A particularly important class of metric spaces are the normed vector spaces, which are commonly refered to simply as
normed spaces. To define them, we first need to define the concept of a norm on a vector space. A norm on a complex
vector space X is a function ∥·∥ : X → R such that

1. ∥x∥ ≥ 0 for all x ∈ X and if ∥x∥ = 0 then x = 0;
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2. ∥λx∥ ≤ |λ| ∥y∥ for all x ∈ X and λ ∈ C;

3. ∥x+ y∥ ≤ ∥x∥+ ∥y∥ for all x, y ∈ X;

If X is an algebra, then a norm on X must also satisfy the submultiplicativity axiom, namely

4. ∥xy∥ ≤ ∥x∥ ∥y∥ for all x, y ∈ X

A normed space is a complex vector space (or algebra) X that is equipped with a norm ∥·∥ : X → R. Normed spaces X
become metric spaces under the metric that is induced by the norm, namely

dX(x, y) := ∥x− y∥ for all x, y ∈ X (25)

In particular, one can show that dX satisfies the axioms of a metric on X .

One nice property for a topological space to have is the Hausdorff property. The Hausdorff property defines a notion
of separation between points in a topological space that will be particularly useful when we consider limits of sequences
below. To define the Hausdorff property, we first need the definition of a neighbourhood. A neighbourhood of a point p in a
topological space (X, τX) is a subset V of X such that V contains an open set U that contains p, that is, p ∈ U ⊆ V ⊆ X .
Note that V does not necessarily need to be an open set itself. We say that a topological space (X, τX) is Hausdorff if, for
any two distinct points x, y ∈ X , there exists a neighbourhood V of x and a neighbourhood W of y such that V and W are
disjoint. In particular, one can show that every metric space (X, dX) is Hausdorff.

We now look at the closure of a set in a topological space (X, τX). Every subset V of a topological space (X, τX) has
a closure which is denoted by V : it is the intersection of all closed sets in (X, τX) that contain V . This definition is not
particularly helpful, so to make it more useful we need the following definition of a limit point. For a subset V of a
topological space (X, τX), a limit point of V is a point x ∈ X such that every neighbourhood of x contains a point of V
that is not x. One can then show that the closure of V is the union of V and the set containing all limit points of V . We
say that a subset V of a topological space (X, τX) is dense in X if its closure is X , that is, V = X . Moreover, one can
show that the closure of a closed set is the set itself. Hence if V is dense in X and V is closed, then V = X . All of these
definitions apply immediately in the case where X is a metric space.

We continue now with metric spaces and consider sequences of points in a metric space. A sequence (xn) in a metric space
(X, dX) is said to be Cauchy if for all ϵ > 0, there exists a positive integer N such that for all m,n ≥ N , dX(xm, xn) < ϵ.
A sequence (xn) in a metric space (X, dX) is said to converge to a limit x ∈ X if for all ϵ > 0, there exists a positive
integer N such that for all n ≥ N , dX(xx, x) < ϵ. In particular, one can show that if a sequence converges in a metric
space, then the limit must be unique. This is a direct consequence of a metric space being Hausdorff. Moreover, continuous
functions preserve the convergence of sequences, in that if f : (X, dX) → (Y, dY ) is a continuous function between metric
spaces and (xn) is a sequence that converges to x ∈ X , then the sequence (f(xn)) in Y converges to f(x) ∈ Y . Particularly
nice metric spaces are those that are said to be complete: a metric space (X, dX) is complete if every Cauchy sequence
in (X, dX) converges. In particular, a normed space that is complete with the metric induced by the norm is known as a
Banach algebra, which is the starting point for the material that appears in Section B of the Appendix. One further useful
result is that a subset of a complete metric space is complete if and only if it is closed.

A notable point is that closed sets have an alternative characterisation when X is a metric space. Firstly, note that if (xn) is
a sequence that lives in a subset V of X that converges, then its limit x is not necessarily in V (but it is in X). However, one
can show that a subset V of a metric space (X, dX) is closed if and only if every sequence (xn) in V converges to a limit in
V .

We said that complete metric spaces are particularly nice: they allow us to solve problems iteratively using Cauchy sequences,
since we know that they have a limit. However, even if a metric space is incomplete, one can create a complete metric space
from it in a process known as completion. We first need the following definition. A map i : (X, dX) → (Y, dY ) is said to
be an isometry if it satisfies

dY (i(x1), i(x2)) = dX(x1, x2) (26)

for all x1, x2 ∈ X . A surjective isometry between metric spaces is called an isomorphism of metric spaces, or simply
an isomorphism. Hence, we have that a metric space (X̃, dX̃) is called the completion of a metric space (X, dX) if the
following conditions are satisfied:
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• there is an isometry i : X → X̃

• the image i(X) is dense in X̃ , and

• the space (X̃, dX̃) is complete.

In fact, one can show that every metric space has a unique completion, up to isomorphism. In particular, every incomplete
metric space can be completed.

One of the most important concepts in general topology is compactness, which is a notion of finiteness for topological
spaces. In general topology, compact topological spaces play an analogous role to finite dimensional vector spaces in the
theory of vector spaces or to finite sets in the theory of sets. The motivation for compactness of a topological space X comes
from wanting to understand the conditions that X needs to satisfy such that any continuous map f : X → C is bounded.
Recall that a function f : X → C is bounded if there exists a non-negative real number M such that |f(x)| ≤ M for all
x ∈ X .

One way in which a continuous function f : X → C will be bounded is if it is bounded on a finite number of subsets of
X whose union is X itself. This provides sufficient motivation for the following definitions. If (X, τX) is a topological
space, then a cover of X is a family (Ui)i∈I of subsets of X such that

⋃
i∈I Ui = X . The cover is finite if the indexing

set I is finite, and the cover is open if Ui is open for each i ∈ I . If (Ui)i∈I is a cover of X , then we say that (Uj)j∈J is a
subcover of (Ui)i∈I if J ⊆ I and (Uj)j∈J is itself a cover of X . Consequently, a topological space (X, τX) is compact if
every open cover of X has a finite subcover. Hence, every continuous function f : X → C on a compact topological space
X is bounded. We study C(X), the space of continuous functions f : X → C, in the case where X is a compact Hausdorff
space in Section B. It is also worth noting that every finite topological space is compact since any open cover must already
be finite.

One can also show that every closed subspace of a compact space is compact, where the subspace is given the subspace
topology: if V is a subspace of a topological space (X, τX), then the subspace topology τV on V is defined by {U ∩ V |
U ∈ τX}. Although it is not true that every compact subspace of a compact space is closed, we do have that every compact
subspace of a Hausdorff space is closed. Moreover, if (X, τX) is compact and f : (X, τX) → (Y, τY ) is a continuous
function, then f(X) is compact. And if (X, τX) is compact and f : X → C is a continuous function, then f(X) is bounded.
For metric spaces (X, dX), one can show that compactness is equivalent to sequential compactness, which means that every
sequence in X has a convergent subsequence. Furthermore, if the metric space is a Euclidean space, say Rn or Cn, then one
can show that a subspace of a Euclidean space is compact if and only if that subspace is closed and bounded.

Some of the most important compact topological spaces that we consider are compact groups. Firstly, a topological group
is a topological space (G, τG) that has a group structure defined on it such that the group operations of multiplication and
inversion

(g, h) 7→ gh, g 7→ g−1 (27)

are both continuous functions. A topological group is called a compact group if the underlying topological space is compact.
Note that we always choose our topological groups to be Hausdorff, and so this property is always assumed when we refer
to a topological group. Note also that, in the theory of topological groups, a subgroup of a topological group is always
assumed to be closed. In particular, a closed subgroup of a compact group is a compact group.

In the main paper, we study compact matrix groups. The most notable example of a compact matrix group is the orthogonal
group O(n) of n× n matrices M such that M 7→ M⊤M = I . To show that O(n) is compact, it is enough to show that it
is closed and bounded, since O(n) is a subset of the Euclidean space Rn×n. Given that one can show that singleton sets
in a metric space are closed and that polynomials are continuous functions, O(n) is closed since it is the preimage of the
singleton set {I} under the continuous map f : Rn×n → Rn×n that is given by M 7→ M⊤M . O(n) is bounded since the
Euclidean norm of an orthogonal n× n matrix is

√
n. Moreover, any finite group — in particular, the symmetric group Sn

— is compact.

B. An Overview of C∗-Algebras and Operator Theory
We provide an overview of the key results that appear in the theory of C∗-algebras, which is an area of mathematics that lies
at the intersection of algebra and topology. The theory has its roots in the development of quantum mechanics in the 1920s,
where the non-commutativity of bounded, linear operators on a Hilbert space is used to model physical observables. Gelfand
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& Naimark (1943) developed an abstract definition of C∗-algebras that did not require the use of bounded, linear operators
on a Hilbert space. Forty-five years later, Woronowicz (1987; 1988) used C∗-algebras to develop compact matrix quantum
groups. Since a proper treatment of the theory of C∗-algebras would amount to several hundreds of pages, we focus solely
on the key concepts that also appear in the theory of compact matrix quantum groups given in Section 3; notably, tensor
products of C∗-algebras and the construction of the universal C∗-algebra from a set of generators and relations on those
generators. When we quote a result without proof, we provide a reference to the literature where its proof can be found. We
also rely on the background material on general topology that appeared in Section A throughout. For a more comprehensive
treatment on C∗-algebras, we recommend any of the following references: Blackadar (2006); Courtney & Gillaspy (2023);
Gromada (2020); Lin (2001); Maaßen (2021); Speicher & Weber (2020) and Rørdam et al. (2000).

Definition B.1. We build up to the definition of a C∗-algebra with the following definitions.

• An algebra A over C is a complex vector space together with a bilinear, associative multiplication A × A 7→ A
satisfying λ(xy) = (λx)y = x(λy) for x, y ∈ A and λ ∈ C.

• An algebra A is unital if it contains an element 1 ∈ A, called the unit, such that 1x = x1 = x for all x ∈ A.

• A subset B ⊆ A is called a subalgebra if B is an algebra with respect to the same operations.

• A subset I ⊆ A is called an ideal if I is a subalgebra of A that is invariant with respect to both left and right
multiplication by elements of A.

• A normed algebra is an algebra A that has a norm ∥·∥ : A → C such that it is submultiplicative: ∥xy∥ ≤ ∥x∥ ∥y∥ for
all x, y ∈ A.

• A Banach algebra is a normed algebra A which is complete with respect to the metric induced by the norm ∥·∥.

• An involution on an algebra A is an antilinear map ∗ : A → A such that (x∗)∗ = x and (xy)∗ = y∗x∗ for all x, y ∈ A.

• A ∗-algebra is an algebra A that has an involution. Similarly, we define ∗-subalgebra and ∗-ideal.

• A Banach ∗-algebra is a Banach algebra A that has an involution.

Consequently, we have that

Definition B.2. A C∗-algebra is a Banach ∗-algebra A that satisfies the C∗-identity: ∥x∗x∥ = ∥x∥2 for all x ∈ A.

Note that a closed ∗-subalgebra of a C∗-algebra is also a C∗-algebra.

Definition B.3. We say that an element a of a C∗-algebra A is self-adjoint if a∗ = a, and, if A is unital, we say that a is
unitary if a∗a = aa∗ = 1.

Example B.4. We give some examples of C∗-algebras.

1. The complex numbers C form a unital C∗-algebra.

2. Let H be a complex Hilbert space with inner product denoted by ⟨·, ·⟩. The collection of bounded linear operators
B(H) is a unital C∗-algebra, where the norm is the operator norm

∥T∥ := sup{∥Tv∥H | v ∈ H, ∥v∥H ≤ 1} (28)

for all T ∈ B(H). Note that multiplication is given by the composition of operators, and that the involution is the
adjoint, defined with respect to the inner product by ⟨T ∗v, w⟩ = ⟨v, Tw⟩ for all T ∈ B(H) and v, w ∈ H. Also, we
see that B(H) is non-commutative.

3. For any positive integer n, let Mn(C) denote the set of n× n matrices with elements in C. Then Mn(C) is a unital
C∗-algebra, where the norm is the operator norm

∥M∥ := sup{∥Mv∥2 | v ∈ Cn, ∥v∥2 ≤ 1} (29)

where ∥·∥2 is the Euclidean norm on Cn, and the involution is given by the conjugate transpose. This is a special case
of the previous example, where we have chosen H = Cn and picked a basis to represent linear transformations as
matrices.
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4. Let X be a compact Hausdorff space. Then the space of continuous functions on X ,

C(X) := {f : X → C | f is continuous} (30)

is a unital C∗-algebra where the norm is the supremum norm

∥f∥∞ := sup{|f(x)| | x ∈ X} (31)

such that (f + g)(x) := f(x) + g(x), (λf)(x) := λf(x), (fg)(x) := f(x)g(x), 1(x) := 1 and f∗(x) := f(x) for all
f, g ∈ C(X), x ∈ X and λ ∈ C. Note, in particular, that C(X) is commutative. The supremum norm is indeed a norm
since the compactness of X implies that every continuous function f : X → C is bounded, and so ∥f∥∞ < ∞ for all
f ∈ C(X). The norm is also submultiplicative because

|fg(x)| = |f(x)g(x)| = |f(x)||g(x)| ≤ ∥f∥∞ ∥g∥∞ (32)

which implies that ∥fg∥∞ ≤ ∥f∥∞ ∥g∥∞. Similar reasoning on the fact that |f(x)f(x)| = |f(x)|2 shows that the
supremum norm satisfies the C∗-identity. Finally, the supremum norm is complete because one can show that any
Cauchy sequence of continuous functions on X converges uniformly on X such that the limit is also a continuous
function on X .

An important theorem for the C∗-algebra of continuous functions on a compact Hausdorff space X is the Stone-Weierstrass
theorem. Its proof can be found in Speicher & Weber (2020, Theorem 3.3). First we need the following definition.

Definition B.5. Let A be an algebra of functions from some set X to the complex numbers C. We say that A separates
points in X if, for all x ̸= y ∈ X , there is a function f ∈ A such that f(x) ̸= f(y).

Consequently, we have that

Theorem B.6 (Stone-Weierstrass). Let X be a compact Hausdorff space. If A is a unital ∗-subalgebra of C(X) such that A
separates points in X , then A is dense in C(X). In particular, if A is closed, then A = C(X).

We also have homomorphisms on C∗-algebras:

Definition B.7. If A,B are algebras, then a linear map ϕ : A → B such that ϕ(xy) = ϕ(x)ϕ(y) for all x, y ∈ A is called
an algebra homomorphism.

If A,B are ∗-algebras, then if ϕ : A → B is an algebra homomorphism that preserves the involution operation, that is,
ϕ(x∗) = ϕ(x)∗ for all x ∈ A, then ϕ is called a ∗-homomorphism.

If A,B are ∗-algebras, then a bijective ∗-homomorphism ϕ : A → B is called a ∗-isomorphism.

We use the properties of B(H) to obtain representations of C∗-algebras:

Definition B.8. A representation of an algebra A is a choice of complex Hilbert space H and an algebra homomorphism
π : A → B(H).

A ∗-representation of a ∗-algebra A is a representation of A that preserves the involution operation.

A representation is said to be faithful if it is injective.

There is another important theorem relating to the unital C∗-algebra of continuous functions on a compact Hausdorff space
X . This is the Gelfand–Naimark Theorem that we referenced in Section 3, and since it is the first of two theorems by
Gelfand and Naimark that appears in this section, we will call it Gelfand–Naimark I. Its proof can be found in Blackadar
(2006, Theorem II.2.2.4).

Theorem B.9 (Gelfand–Naimark I). Let A be a commutative, unital C∗-algebra. Then A is ∗-isomorphic to C(X), where

X := {ϕ : A → C | ϕ is a non-zero ∗-homomorphism} (33)

is a compact Hausdorff space. The ∗-isomorphism is given by f : A → C(X) where f(a) : X → C for all a ∈ A is such
that f(a)[ϕ] = ϕ(a) for all ϕ ∈ X .

17



Compact Matrix Quantum Group Equivariant Neural Networks

We now look at tensor products of C∗-algebras. First, we have the following definition.

Definition B.10. Let A,B be ∗-algebras. The algebraic tensor product, written A ⊙ B, is defined to be the algebraic
tensor product of the vector spaces A and B together with a multiplication operation that is given by

(a1 ⊙ b1)(a2 ⊙ b2) = a1a2 ⊙ b1b2 (34)

and an involution operation that is given by
(a⊙ b)∗ = a∗ ⊙ b∗ (35)

In particular, A⊙B is a ∗-algebra.

To define a tensor product on C∗-algebras A and B such that the result is also a C∗-algebra, we need to be able to define a
norm ∥·∥ that satisfies the C∗-identity on A⊙B, and then complete (A⊙B, ∥·∥) to obtain a C∗-algebra. Any norm that
satisfies the C∗-identity is said to be a C∗-norm. Although it can be shown, as a consequence of the Gelfand–Naimark–Segal
Theorem, that C∗-norms on algebraic tensor products of C∗-algebras always exist — see the definition of the spatial norm
below — one of the main difficulties behind this construction is that in many cases there can be more than one C∗-norm that
can be associated with A⊙B (Courtney & Gillaspy, 2023), and so in those cases there are many possible definitions of a
tensor product on C∗-algebras A and B such that the result is a C∗-algebra. Hence, in what follows, we choose only to
outline the main ideas that lead to the construction of a particular tensor product called the minimal tensor product since
this tensor product will be used in the definition of a compact matrix quantum group.

We start with another theorem by Gelfand–Naimark, which is technically a corollary of the Gelfand–Naimark–Segal
Theorem. Its proof can be found in Speicher & Weber (2020, Theorem 5.19).

Theorem B.11 (Gelfand–Naimark II). Every C∗-algebra A has a faithful ∗-representation π : A → B(H) on some Hilbert
space H.

Hence, for C∗-algebras A and B, we have faithful ∗-representations πA : A → B(HA) and πB : B → B(HB). One can
show (Courtney & Gillaspy, 2023, Corollary 11.15) that this induces a faithful ∗-representation πA ⊙ πB : A ⊙ B →
B(HA ⊗HB) such that (πA ⊙ πB)(a⊙ b) = πA(a)⊗ πB(b) for all a ∈ A and b ∈ B.

Hence we can define a norm ∥·∥∗ on A⊙B, known as the spatial norm, that is given by

∥x∥∗ = ∥(πA ⊙ πB)(x)∥B(HA⊗HB) (36)

which is a C∗-norm by the fact that the norm on B(HA ⊗HB) is a C∗-norm together with the injectivity of πA ⊙ πB .

Takesaki (2002) showed that the spatial norm is independent of the faithful ∗-representation, and that it is the minimal
C∗-norm on A⊙B; that is, for all C∗-norms γ on A⊙B, we have that

∥x∥∗ ≤ γ(x) (37)

for all x ∈ A⊙B. Hence we call ∥x∥∗ the minimum norm, and write it as ∥x∥min.

Consequently, the completion of A⊙B, for C∗-algebras A and B, with respect to the minimal norm ∥x∥min, is called the
minimal tensor product and is denoted by A⊗min B.

One can also show (Courtney & Gillaspy, 2023, Corollary 11.29) that for a pair of ∗-homomorphisms ϕ1 : A1 → B1 and
ϕ2 : A2 → B2 on ∗-algebras A1, A2, B1, B2, the algebraic tensor product ϕ1 ⊙ ϕ2 : A1 ⊙ A2 → B1 ⊙ B2 extends to a
∗-homomorphism ϕ1 ⊗min ϕ2 : A1 ⊗min A2 → B1 ⊗min B2.

We now focus on Mn(A), the set of n× n matrices with entries in a C∗-algebra A, that is

Mn(A) := {(ai,j) | ai,j ∈ A, 1 ≤ i, j ≤ n} (38)

This comes with a natural involution that is given by (ai,j)
∗ = (a∗j,i) for all (ai,j) ∈ Mn(A).

We use the following definition to create a C∗-norm on Mn(A).

Definition B.12. Suppose that ϕ : A → B is a linear map between ∗-algebras A and B. Then, for all positive integers
n, we define the linear map ϕ(n) : Mn(A) → Mn(B) to be ϕ(n)((ai,j)) = (ϕ(ai,j)). The map ϕ(n) is called a matrix
amplification of ϕ.

18



Compact Matrix Quantum Group Equivariant Neural Networks

We create the C∗-norm on Mn(A) as follows. By Gelfand–Naimark II, we have a faithful ∗-representation π : A → B(H)
for some Hilbert space H. This induces a faithful ∗-representation π(n) : Mn(A) → B(Hn) since one can show Rørdam
et al. (2000, Section 6.1) that Mn(B(H)) is ∗-isomorphic to B(Hn). Then we can define a function ∥·∥ : Mn(A) → C by

∥(ai,j)∥ :=
∥∥∥π(n)((ai,j))

∥∥∥
B(Hn)

(39)

which is a C∗-norm since π(n) is injective and the norm on B(Hn) is a C∗-norm.

One can show the following inequality, whose proof is outlined in Rørdam et al. (2000, Exercise 1.13).

Lemma B.13. Let (Ti,j) ∈ Mn(B(H)). Then

∥Ti,j∥B(H) ≤ ∥(Ti,j)∥Mn(B(H)) ≤
∑
i,j

∥Ti,j∥B(H) (40)

Lemma B.13 implies that the image of Mn(A) under π(n), which is ∗-isomorphic to Mn(A) since π(n) is injective, is a
closed ∗-subalgebra of the C∗-algebra B(Hn). Hence Mn(A) is itself a C∗-algebra. Moreover, the norm on Mn(A) defined
in (39) is unique because a ∗-algebra admits at most one norm that makes it into a C∗-algebra Lin (2001, Corollary 1.2.8).

Expressing this result as a theorem, we have that

Theorem B.14. If A is a C∗-algebra, then Mn(A) is also a C∗-algebra whose norm is defined in (39).

One can also show the following result.

Lemma B.15. Suppose that A is a C∗-algebra and let n be any positive integer. Define a map ϕ : Mn(A) → Mn(C)⊙A
by

ϕ((ai,j)) =

n∑
i,j=1

Ei,j ⊙ ai,j (41)

where Ei,j is the matrix unit with a 1 in the (i, j)-entry, and 0 otherwise. Then ϕ is a ∗-isomorphism.

We use the ∗-isomorphism between Mn(A) and Mn(C)⊙A to obtain the following isomorphism.

Proposition B.16. Suppose that A is a C∗-algebra and let n be any positive integer. Then there is a unique C∗-norm on the
algebraic tensor product Mn(C)⊙A. Hence we write Mn(C)⊗A, and have that

Mn(C)⊗A = Mn(C)⊙A ∼= Mn(A) (42)

Proof. The ∗-isomorphism together with the C∗-norm given on Mn(A) defines the existence of a C∗-norm on Mn(C)⊙A,
namely

∥(λi,j)⊙ a∥ = ∥(λi,ja)∥ (43)

Mn(C)⊙A is now ∗-isomorphic to a closed ∗-subalgebra of the C∗-algebra Mn(A), namely Mn(A) itself, hence it is a
C∗-algebra. The result is now immediate because a ∗-algebra admits at most one norm making it into a C∗-algebra.

This means that we can use the ∗-isomorphism ϕ to identify elements of Mn(A) with elements of Mn(C)⊗A, namely

(ai,j) ↔
n∑

i,j=1

Ei,j ⊗ ai,j (44)

We now turn to the concept of universal C∗-algebras. We know that we can create C∗-algebras by starting with a ∗-algebra,
finding a C∗-norm for it, and then completing the pair. We would like to be able to create C∗-algebras using sets of
generators and relations. We follow the presentation that is given in Speicher & Weber (2020, Chapter 6).

We begin by creating a ∗-algebra as follows.

Definition B.17. Let E = {xi | i ∈ I} be a set of symbols over an index set I . Let E∗ = {x∗
i | i ∈ I} be another set of

symbols that is disjoint from E. Then
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• A non-commutative monomial in E ∪E∗ is a word of non-commuting symbols xα1
i1

· · ·xαm
im

for some positive integer
m such that i1, . . . , im ∈ I and αj ∈ {±1} for all i ∈ [m].

• A non-commutative polynomial in E ∪E∗ is a formal linear combination of non-commutative monomials in E ∪E∗

with coefficients in C.

• We can define a concatenation operation on non-commutative monomials in E ∪ E∗:

(xα1
i1

· · ·xαm
im

) · (xβ1

j1
· · ·xβn

jm
) = xα1

i1
· · ·xαm

im
xβ1

j1
· · ·xβn

jm
(45)

for any non-commutative monomials xα1
i1

· · ·xαm
im

and xβ1

j1
· · ·xβn

jm
in E ∪E∗. This operation is extended linearly to to

non-commutative polynomials in E ∪ E∗.

• We can also define an involution operation on non-commutative monomials in E ∪ E∗:

(xα1
i1

· · ·xαm
im

)∗ = xα1
∗

i1
· · ·xαm

∗

im
(46)

where αj
∗ is 1 if αj = ∗ and is ∗ if αj = 1 for all j ∈ [m]. This operation is extended antilinearly to non-commutative

polynomials in E ∪ E∗.

Then, we have the following definition.

Definition B.18. Let E,E∗ be as before. The free ∗-algebra on the generator set E, P (E), is the set of non-commutative
polynomials in E∪E∗ where addition and scalar multiplication are the standard operations, and multiplication and involution
are given by the concatenation and involution operations given in (45) and (46), respectively.

The ∗-algebra P (E) is free in the sense that there are no relations amongst the polynomials in P (E).

For any subset R of polynomials in P (E), we can create the ∗-ideal I(R) that is generated by R. Considering P (E) and
I(R) as algebras, we can certainly form the quotient algebra P (E)/I(R). Now, since P (E) and I(R) are ∗-algebras, the
involution operation on P (E)/I(R) given by

(a+ I)∗ := a∗ + I (47)

for all a ∈ P (E) is well-defined, and so in this case P (E)/I(R) is also a (quotient) ∗-algebra. Hence, we have that

Definition B.19. The universal ∗-algebra with generators E and relations R, A(E | R), is the quotient ∗-algebra
P (E)/I(R).

We now aim to create a C∗-norm on a ∗-algebra, although this ∗-algebra isn’t quite A(E | R). For this, we first need the
definition of a C∗-seminorm.

Definition B.20. A C∗-seminorm on a ∗-algebra A is a map γ : A → R such that

1. γ is a seminorm, that is

• γ(x) ≥ 0 for all x ∈ A

• γ(λx) = |λ|γ(x) for all x ∈ A and λ ∈ C
• γ(x+ y) ≤ γ(x) + γ(y) for all x, y ∈ A

2. γ is submultiplicative, that is, γ(xy) ≤ γ(x)γ(y) for all x, y ∈ A, and

3. γ satisfies the C∗-identity, that is γ(x∗x) = γ(x)2.

Note that a norm on an algebra A is a seminorm γ : A → R such that if γ(x) = 0 then x = 0. Hence a C∗-norm is a
C∗-seminorm satisfying this additional property.

We make the following definition.

Definition B.21. We define a function ∥·∥A(E|R) : A(E | R) → R by

∥x∥A(E|R) := sup{γ(x) | γ is a C∗-seminorm on A(E | R)} (48)
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It is possible that ∥x∥A(E|R) is infinity for some x ∈ A(E | R), so we only allow ourselves to consider those E and R such
that ∥x∥A(E|R) < ∞ for all A(E | R). In this case, one can show that ∥x∥A(E|R) is a C∗-seminorm: for example, for all
x, y ∈ A(E | R) and any C∗-seminorm γ on A(E | R), we have that

γ(xy) ≤ γ(x)γ(y) ≤ ∥x∥A(E|R) ∥y∥A(E|R) (49)

and so we see that ∥·∥A(E|R) is submultiplicative. Also, we see that

I0 := {x ∈ A(E | R) | ∥x∥A(E|R) = 0} (50)

is a ∗-ideal. Hence, A(E | R)/I0 is a quotient ∗-algebra having a C∗-norm ∥x∥A(E|R)/I0
that is obtained from the

C∗-seminorm on A(E | R) under the quotient map A(E | R) → A(E | R)/I0. Hence, we have that

Definition B.22. The universal C∗-algebra with generators E and relations R, C∗(E | R), is the completion of
A(E | R)/I0 with respect to ∥x∥A(E|R)/I0

. It is indeed a C∗-algebra, by construction.

The following lemma is very useful for showing the existence of the universal C∗-algebra C∗(E | R).

Lemma B.23. Let E = {xi | i ∈ I} (with E∗ understood) be a set of generators and let R ⊆ P (E) be a set of relations. If
there is a constant C > 0 such that the value of γ on any generator is less than or equal to C and all C∗-seminorms γ on
A(E | R), then ∥x∥ < ∞ for all x ∈ A(E | R). Hence by the above construction C∗(E | R) exists.

Proof. Let γ be any C∗-seminorm on A(E | R). Then, since any monomial in E ∪E∗ has a positive integer length, we can
pick an arbitrary monomial in E ∪ E∗ having some arbitrary length m. Then, by the submultiplicative property, we have
that the value of γ on this monomial is less than or equal to Cm, and so by taking the supremum over all C∗-seminorms we
see that any element of A(E | R) has a norm that is bounded, as required.

One can show Speicher & Weber (2020, Proposition 6.7) that every universal C∗-algebra C∗(E | R) satisfies the following
so-called universal property.

Proposition B.24 (Universal Property). Let E = {xi | i ∈ I} be a set of generators and let R ⊆ P (E) be a set of relations
such that the universal C∗-algebra C∗(E | R) exists. Suppose that A is a C∗-algebra having a subset E′ = {yi | i ∈ I}
that satisfies the relations R, that is, all polynomials in R become zero when we replace each xi by yi for all i ∈ I . Then
there exists a unique ∗-homomorphism ϕ : C∗(E | R) → A such that xi 7→ yi for all i ∈ I .

Example B.25. For n ≥ 2, we have a ∗-isomorphism of C∗-algebras

Mn(C) ∼= C∗(ui,j , 1 ≤ i, j ≤ n | u∗
i,j = uj,i, ui,kul,j = δk,lui,j) (51)

Proof. Let C∗(E | R) := C∗(ui,j , 1 ≤ i, j ≤ n | u∗
i,j = uj,i, ui,kul,j = δk,lui,j). We first need to show that C∗(E | R)

exists, that is, that ∥x∥ < ∞ for all x ∈ A(E | R). This is immediate from Lemma B.23 if we can show that there is some
constant C such that γ(ui,j) ≤ C for all 1 ≤ i, j ≤ n and for all C∗-seminorms γ on A(E | R).

Let γ be a C∗-seminorm on A(E | R). By the C∗-identity and the relations R we have that

γ(uj,j)
2 = γ(u∗

j,juj,j) = γ(uj,juj,j) = γ(δj,juj,j) = γ(uj,j) (52)

Hence γ(uj,j) is either 0 or 1 for all j ∈ [n] and so, again by the C∗-identity and the relations R, we have that

γ(ui,j)
2 = γ(u∗

i,jui,j) = γ(uj,iui,j) = γ(δi,iuj,j) = γ(uj,j) (53)

Hence γ(ui,j) is bounded above by 1 for all 1 ≤ i, j ≤ n and all C∗-seminorms γ on A(E | R), as required.

We now prove the ∗-isomorphism Mn(C) ∼= C∗(E | R). The matrix units Ei,j ∈ Mn(C) satisfy the relations R, since
E∗

i,j = E⊤
i,j = Ej,i and Ei,kEl,j = δk,lEi,j , hence, by the universal property, there exists a surjective ∗-homomorphism

ϕ : C∗(E | R) → Mn(C) such that ui,j 7→ Ei,j for all i, j ∈ [n]. Looking at the relations R we see that the monomials in
C∗(E | R) can be at most the elements ui,j , but since ϕ is surjective the monomials are exactly the elements ui,j . Hence, as
a vector space, C∗(E | R) has dimension n2 and so ϕ is also injective. Hence ϕ is a ∗-isomorphism, as required.
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C. Missing Proofs and Supplementary Content
We include proofs of results that appeared in the main paper, and provide the full statement of Woronowicz–Tannaka–Krein
Duality (Woronowicz, 1988), the first part of which appeared in Theorem 5.8.

Proof of Proposition 3.3. Let G(n) ⊆ GL(n) be a compact matrix group. Consider C(G(n)), the C∗-algebra of continuous
functions G(n) → C, which is commutative. Firstly, we can define functions ui,j : G(n) → C for i, j ∈ [n] such that
ui,j(g) = gi,j . By the Stone-Weierstrass Theorem (Theorem B.6) and the compactness of G(n), the ui,j generate C(G(n))
and the matrices u := (ui,j) and u⊤ are invertible since u−1(g) = u(g−1).

Moreover, we have that the comultiplication map ∆ for C(G(n)) is given by

∆(ui,j)(g, h) = ui,j(gh) (54)

since (∑
k

ui,k ⊗ uk,j

)
(g, h) =

∑
k

ui,k(g)uk,j(h) =
∑
k

gi,khk,j = (gh)i,j = ui,j(gh) (55)

that is, ∆ coincides with matrix multiplication in G(n).

The definition of ∆ that is given in (54) is a ∗-homomorphism because

∆(ui,juk,l)(g, h) = ui,juk,l(gh) (56)
= ui,j(gh)uk,l(gh) (57)
= ∆(ui,j)(g, h)∆(uk,l)(g, h) (58)
= ∆(ui,j)∆(uk,l)(g, h) (59)

and
∆(u∗

i,j)(g, h) = u∗
i,j(gh) = ui,j(gh) = ∆(ui,j)(g, h) = ∆(ui,j)

∗(g, h) (60)

Note that in (57) we have used that C(G(n)) has a pointwise multiplication, and likewise, in (59), we have used that
C(G(n))× C(G(n)) has a pointwise multiplication.

Proof of Proposition 4.5. We have that v ⊗ w is a representation of G(n) because

∆(vi,jwk,l) = ∆(vi,j)∆(wk,l) =

(∑
x

vi,x ⊗ vx,j

)(∑
y

wk,y ⊗ wy,l

)
=
∑
x,y

vi,xwk,y ⊗ vx,jwy,l (61)

and v̄ is a representation of G(n) because

∆(v∗i,j) = ∆(vi,j)
∗ =

(∑
k

vi,k ⊗ vk,j

)∗

=
∑
k

v∗i,k ⊗ v∗k,j (62)

where in both (61) and (62) we have used that ∆ is a ∗-homomorphism.

Proof of Lemma 4.6. We have that
ū∗ = (u∗

i,j)
∗ = ((u∗

j,i)
∗) = (uj,i) = u⊤ (63)

and also
(u⊤)∗ = (uj,i)

∗ = (u∗
i,j) = ū (64)

Hence
u⊤(u⊤)∗ = 1 = (u⊤)∗u⊤ ⇐⇒ ūū∗ = 1 = ū∗ū (65)

as required.
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Proof of Theorem 5.7. It is easy to show that FundRepG(n) satisfies the first four axioms of Definition 5.5. For example,
the second axiom says that if ϕ1 ∈ FundRepG(n)(wk, wl) and ϕ2 ∈ FundRepG(n)(wl, wm), then we have that

(ϕ2 ◦ ϕ1)u
⊗wk = ϕ2u

⊗wlϕ1 = u⊗wm(ϕ2 ◦ ϕ1) (66)

and so ϕ2 ◦ ϕ1 ∈ FundRepG(n)(wk, wm).

For the fifth axiom, we need to show that the operator R : 1 7→
∑n

i=1 ei ⊗ ei is in both FundRepG(n)(∅, ◦•) and
FundRepG(n)(∅, •◦).

For the first case, we have that
R ∈ FundRepG(n)(∅, ◦•) ⇐⇒ R = (u⊗ ū)R (67)

By applying both sides to 1, we have that (67) holds if and only if

n∑
i=1

ei ⊗ ei =

n∑
i=1

uei ⊗ ūei =

n∑
i=1

n∑
j,k=1

ej ⊗ ek ⊗ uj,iu
∗
k,i =

n∑
j,k=1

ej ⊗ ek ⊗ (uu∗)j,k (68)

Hence, by equating coefficients, we see that R ∈ FundRepG(n)(∅, ◦•) if and only if uu∗ = 1. For the second case, a
similar calculation shows that R ∈ FundRepG(n)(∅, •◦) if and only if ūū∗ = 1. Since u and ū are both unitary, we obtain
the result.

As promised in Remark 5.9, we provide the full statement of Woronowicz–Tannaka–Krein Duality (Woronowicz, 1988)
here, the first part of which already appeared in Theorem 5.8.

Theorem C.1. [Woronowicz–Tannaka–Krein Duality] Let C be a two-coloured representation category. Then there exists
a unique compact matrix quantum group (G(n), u) such that FundRepG(n) = C. If E = {xi,j | 1 ≤ i, j ≤ n} is a set of
generators for the free ∗-algebra P (E), then the ∗-ideal IG(n) ⊆ P (E) that determines G(n) is given by

span
{
[ϕx⊗wk − x⊗wlϕ]I,J

∣∣ ϕ ∈ C(wk, wl), I ∈ [n]l, J ∈ [n]k
}

(69)

In Definition 7.4, we also said that we would provide definitions of the following three C-(bi)linear operations on two-
coloured set partition diagrams

composition: • : Pwm
wl

(n)× Pwl
wk

(n) → Pwm
wk

(n) (70)
tensor product: ⊗ : Pwl

wk
(n)× Pwm

wq
(n) → Pwl·wm

wk·wq
(n) (71)

involution: ∗ : Pwl
wk

(n) → Pwk
wl

(n) (72)

We define these operations as follows.

Definition C.2 (Composition). Let dπ1
∈ Pwl

wk
(n) and dπ2

∈ Pwm
wl

(n). First, we concatenate the diagrams, written
dπ2

◦ dπ1
, by putting dπ1

below dπ2
, concatenating the edges in the middle row of vertices, and then removing all connected

components that lie entirely in the middle row of the concatenated diagrams. Let c(dπ2 , dπ1) be the number of connected
components that are removed from the middle row in dπ2 ◦ dπ1 . Then the composition is defined, using infix notation, as

dπ2
• dπ1

:= nc(dπ2
,dπ1

)(dπ2
◦ dπ1

) (73)

Example C.3. If dπ2
is the two-coloured (◦ ◦ • • ◦ •, ◦ • • ◦)–partition diagram

(74)

and dπ1
is the two-coloured (• ◦ • ◦ ◦ ◦, ◦ ◦ • • ◦ •)–partition diagram

(75)
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then we have that dπ2
◦ dπ1

is the (• ◦ • ◦ ◦ ◦, ◦ • • ◦)–partition diagram

(76)

and so dπ2 • dπ1 is the diagram (76) multiplied by n, since one connected component was removed from the middle row of
dπ2 ◦ dπ1 .

Definition C.4 (Tensor Product). Let dπ1 ∈ Pwl
wk

(n) and dπ2 ∈ Pwm
wq

(n). Then dπ1 ⊗ dπ2 is defined to be the (wk ·wq, wl ·
wm)–partition diagram obtained by horizontally placing dπ1

to the left of dπ2
without any overlapping of vertices.

Example C.5. If dπ1
is the two-coloured (◦ •, • ◦ •)–partition diagram

(77)

and dπ2 is the two-coloured (◦ • ◦ •, ◦ ◦ •)–partition diagram

(78)

then we have that dπ1
⊗ dπ2

is the (◦ • ◦ • ◦ •, • ◦ • ◦ ◦ •)–partition diagram

(79)

Definition C.6 (Involution). Let dπ ∈ Pwl
wk

(n). Then d∗π ∈ Pwk
wl

(n) is defined by reflecting dπ in the horizontal axis.

Example C.7. Recalling the two-coloured (◦ • • ◦ • ◦, • ◦ • • ◦)–partition diagram dπ from Example 7.3 (reprinted below
for ease)

(80)

we have that d∗π is the (• ◦ • • ◦, ◦ • • ◦ • ◦)–partition diagram

(81)

With this, we can now provide the following proof of Proposition 7.5.

Proof of Proposition 7.5. P(n) is a strict monoidal category because the bifunctor (horizontal operation) on objects reduces
to the concatenation operation on words, which is associative, and the bifunctor on morphisms is the tensor product of linear
combinations of two-coloured partition diagrams that is given in Definition C.4, which is associative by definition.

P(n) is C–linear because the morphism space between any two objects is by definition a vector space, and the composition
of morphisms is C-bilinear by definition. For the same reason, the bifunctor is also C–bilinear.

Proof of Theorem 7.9. We prove this theorem in a series of steps. We first consider the image CP(n) of the two-coloured
partition category P(n) under dπ 7→ Dπ .

Step 1: We need to show that CP(n) is actually a category.
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The objects and the morphisms have been defined in the statement of the theorem. For every triple of objects, the composition
rule is given by matrix multiplication, which is associative. Furthermore, the identity morphism for every object wk of
length k is the nk × nk identity matrix. Note also that the unit object is ∅, the empty word.

Step 2: We need to show that Θ : P(n) → CP(n) is a functor.

• Θ maps the objects of P(n) to the objects of CP(n) since Θ maps each word wk to itself, by definition.

• It is enough to show that Θ(g)Θ(f) = Θ(g • f) on arbitrary basis elements of arbitrary morphism spaces where the
codomain of f is the domain of g because the morphism spaces are vector spaces.

Let f = dπ1
be a (wk, wl)–partition diagram, and let g = dπ2

be a (wl, wm)–partition diagram. Then, by Definition
C.2, we have that

dπ2 • dπ1 = nc(dπ2
,dπ1

)dπ3 (82)

where dπ3 be the composition dπ2 ◦ dπ1 expressed as a (wk, wm)–partition diagram. Then

Θ(g • f) = Θ(dπ2 • dπ1) = nc(dπ2
,dπ1

)Dπ3 (83)

We also have that

Θ(g)Θ(f) = Dπ2
Dπ1

=

 ∑
I∈[n]m,K∈[n]l

δπ2,(I,K)EI,K

 ∑
L∈[n]l,J∈[n]k

δπ1,(L,J)EL,J

 (84)

=
∑

I∈[n]m,K∈[n]l,J∈[n]k

δπ2,(I,K)δπ1,(K,J)EI,KEK,J (85)

For fixed I, J , consider ∑
K∈[n]l

δπ2,(I,K)δπ1,(K,J) (86)

This is equal to
nc(dπ2 ,dπ1 )δπ3,(I,J) (87)

Indeed, for fixed I, J , δπ3,(I,J) is 1 if and only if both δπ2,(I,K) and δπ1,(K,J) are 1 for some K ∈ [n]l since dπ3
is the

composition dπ2 ◦ dπ1 . The number of such K is determined only by the vertices that appear in connected components
that are removed from the middle row of dπ2 ◦ dπ1 , since, for fixed I, J , only these vertices can be freely chosen if we
want both δπ2,(I,K) and δπ1,(K,J) to be 1. However, since the entries in each connected component must be the same
for both δπ2,(I,K) and δπ1,(K,J) to be 1, this implies that the number of K ∈ [n]l such that both δπ2,(I,K) and δπ1,(K,J)

are 1 is nc(dπ2 ,dπ1 ).

Hence (85) becomes ∑
I∈[n]m,J∈[n]k

nc(dπ2 ,dπ1 )δπ3,(I,J)EI,J = nc(dπ2 ,dπ1 )Dπ3
(88)

and so, by (83), we have that Θ(g)Θ(f) = Θ(g • f), as required.

• For each object wk in P(n), the identity morphism 1wk
is the two-coloured (wk, wk)–partition diagram dπ where π is

the set partition
{1, k + 1 | 2, k + 2, | · · · | k, 2k} (89)

of [2k], and its image under dπ 7→ Dπ is the nk × nk identity matrix, as required.

Step 3: We need to show that CP(n) is a strict C-linear monoidal category.

We first consider the tensor product of arbitrary basis elements of arbitrary morphism spaces. Let dπ be a (wk, wl)–partition
diagram, and let dτ be a (wm, wq)–partition diagram. Then, defining dω to be the (wk · wq, wl · wm)–partition diagram,
where ω is the set partition π ∪ τ of [l +m+ k + q], we see that
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Dπ ⊗Dτ =

 ∑
I∈[n]l,J∈[n]k

δπ,(I,J)EI,J

⊗

 ∑
X∈[n]m,Y ∈[n]q

δτ,(X,Y )EX,Y

 (90)

=
∑

(I,X)∈[n]l+m,(J,Y )∈[n]k+q

δω,(I,X),(J,Y ))E(I,X),(J,Y ) (91)

= Dω (92)

since Sπ((I, J)) ∪ Sτ ((X,Y )) = Sω((I,X), (J, Y )).

The bifunctor on objects of CP(n) reduces to the concatenation operation on words, which is associative. Also, since the
bifunctor on morphisms in CP(n) is the tensor product of linear combinations of images of two-coloured partition diagrams,
it is associative because the tensor product of images of two-coloured partition diagrams is associative, both by the above
calculation and because taking unions of set partitions is associative. Hence, CP(n) is a strict monoidal category.

CP(n) is C–linear because the morphism space between any two objects is by definition a vector space, and the composition
of morphisms is C-bilinear by definition. For the same reason, the bifunctor is also C–bilinear.

Step 4: We need to show that Θ : P(n) → CP(n) is a strict C-linear monoidal functor.

1. Θ preserves the tensor product on objects, since Θ(wk) = wk for any object in P(n), and the tensor product in both
categories is given by the concatenation of words.

2. It is enough to show that Θ(f)⊗Θ(g) = Θ(f ⊗ g) on arbitrary basis elements of arbitrary morphism spaces as the
morphism spaces are vector spaces. This result is now immediate from the calculation given in (90).

3. It is clear that Θ sends the unit object ∅ in P(n) to ∅, which is the unit object in CP(n).

4. This is immediate because the map dπ 7→ Dπ is C–linear by Definition 7.7.

Step 5: We need to show that CP(n) is a two-coloured representation category.

The tensor product, concatenation and identity axioms have already been shown in previous steps. For the involution, if Dπ

is an element of HomCP(n)(wk, wl) and is the image of a (wk, wl)–partition diagram dπ under Θ, then

(Dπ)
∗ =

 ∑
I∈[n]l,J∈[n]k

δπ,(I,J)EI,J

∗

=
∑

J∈[n]k,I∈[n]l

δπ∗,(J,I)EJ,I = Dπ∗ (93)

As Dπ∗ is the image of the (wl, wk)–partition diagram dπ∗ under Θ, this implies that (Dπ)
∗ is in HomCP(n)(wl, wk), as

required.

Finally, we see that the map R : 1 7→
∑n

i=1 ei ⊗ ei is in both HomCP(n)(∅, ◦•) and HomCP(n)(∅, •◦) since it is the image
under dπ 7→ Dπ of the top-row pair partition diagram corresponding to the set partition {1, 2} of {1, 2} superimposed, on
the one hand, with the word w2 := ◦•, and on the other hand, with the word w2 := •◦.

Step 6: We need to show that dπ 7→ Dπ defines a strict C–linear monoidal functor Θ : K(n) → CK(n) such that CK(n) is a
two-coloured representation category.

This is now immediate by Definition 7.6, the definition of a two-coloured category of partitions, and since the functor on
P(n) is strict C–linear monoidal whose image is a two-coloured representation category. In particular, the morphism spaces
for K(n) are closed under composition, tensor product and involution, and so these are inherited by their image under Θ.
Also, the map R : 1 7→

∑n
i=1 ei ⊗ ei is in HomCK(n)(∅, ◦•) and HomCK(n)(∅, •◦) since the top row pair partition diagram

corresponding to the set partition {1, 2} of {1, 2} superimposed either with ◦• or with •◦ is in both HomK(n)(∅, ◦•) and
HomK(n)(∅, •◦).

D. Additional Examples
We provide additional examples and content for the examples that were given in Section 8. We begin with one-coloured
partition categories, which have been fully characterised by Raum & Weber (2016).
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D.1. One-Coloured Partition Categories

One-coloured partition categories can be divided into four cases: group, non-crossing, half-liberated, and the rest. The two
most important cases are the group and non-crossing ones: we refer the reader either to Banica et al. (2010) or to Gromada
(2020) for results relating to the two other cases. The corresponding compact matrix quantum groups G(n) are known in
the literature as easy orthogonal compact matrix quantum groups, or sometimes Banica–Speicher quantum groups,
because Sn ⊆ G(n) ⊆ O(n)+.

Group: Banica & Speicher (2009) provided a full characterisation: there are only six compact matrix groups such that
Sn ⊆ G(n) ⊆ O(n)+. Consequently, by Corollary 6.3, we obtain characterisations of six compact matrix group equivariant
neural networks, of which two – the symmetric group Sn (Ravanbakhsh et al., 2017; Maron et al., 2019a; Pearce-Crump,
2024; Godfrey et al., 2023) and the orthogonal group O(n) (Pearce-Crump, 2023a) – were known previously to the machine
learning community. Said differently, we have found characterisations of the weight matrices that appear in four new
compact matrix group equivariant neural networks, two of which we discussed in Section 8. We state the result of Banica &
Speicher (2009) below.

Theorem D.1 (Banica & Speicher (2009) [Theorem 2.8]). There are only six easy orthogonal compact matrix groups such
that Sn ⊆ G(n) ⊆ O(n)+ – the groups and the spanning sets that determine the weight matrices of Theorem 7.10 are
given below. In what follows, when we refer to the image of a (k, l)–partition diagram, we mean the image under the map
dπ 7→ Dπ given in Definition 7.7.

• The symmetric group Sn: the image of all (k, l)–partition diagrams.

• The orthogonal group O(n): the image of all (k, l)–partition diagrams whose blocks come in pairs.

• The hyperoctahedral group Hn (the symmetry group of the hypercube): the image of all (k, l)–partition diagrams
having blocks of even size.

• The bistochastic group Bn (the group of orthogonal matrices having sum 1 in each row and in each column): the image
of all (k, l)–partition diagrams having blocks of size one or two.

• The modified symmetric group S′
n := Z2 × Sn: the image of all (k, l)–partition diagrams where the number of blocks

of odd size is even.

• The modified bistochastic group B′
n := Z2 ×Bn: the image of all (k, l)–partition diagrams having an even number of

blocks of size one and any number of blocks of size two.

Remark D.2. We know from Godfrey et al. (2023) that we can improve upon the spanning set for the symmetric group
Sn given in Theorem D.1 by removing all (k, l)–partition diagrams that have more than n blocks from the set of all
(k, l)–partition diagrams before taking their image. The resulting set of matrices is the diagram basis for Sn.

Non-Crossing: In order to state the classifications for the non-crossing case, we first need the following definition.

Definition D.3. A set partition diagram dπ corresponding to a set partition π of [l + k] is said to be crossing if there exist
four integers 1 ≤ x1 < x2 < x3 < x4 ≤ l + k satisfying:

1. x1 and x3 are in the same block

2. x2 and x4 are in the same block, and

3. x1 and x2 are not in the same block.

Otherwise, dπ is said to be non-crossing.

The six easy orthogonal compact matrix groups that were found by Banica & Speicher (2009) were liberated by the same
authors to create six compact matrix quantum groups – which are true quantum groups – that fall into the non-crossing
case. Liberation means that crossings are not allowed in any of the set partition diagrams. Weber (2013) found a seventh
using this method. We call these compact matrix quantum groups free since their categories of partitions K(n) only contain
non-crossing set partition diagrams. We have the following result.
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Figure 1. The fifteen (2, 2)–partition diagrams.

Theorem D.4. There are only seven free easy orthogonal compact matrix quantum groups. We list the quantum groups and
the spanning sets that determine the weight matrices of Theorem 7.10 below.

The first six are the symmetric quantum group S+
n , the orthogonal quantum group O(n)+, the hyperoctahedral quantum

group H+
n , the bistochastic quantum group B+

n , the modified symmetric quantum group S′+
n , and the modified bistochastic

quantum group B′+
n , whose spanning sets are determined by the same sets of set partition diagrams that were given in

Theorem D.1 for their “sister” groups, but with all crossing set partition diagrams removed.

The seventh is the freely modified bistochastic quantum group B#+
n . To obtain its corresponding spanning set, we consider

the same set of set partition diagrams as for B′+
n , but now temporarily label each vertex with a colour from {◦, •} in an

alternating fashion, starting with • in the top right corner and moving counterclockwise, ultimately finishing in the bottom
right corner. We only retain those set partition diagrams where the blocks of size two pair one ◦ with one •, and take its
image under dπ 7→ Dπ , removing the colours in the process.

In fact, we obtain a stronger classification for the non-crossing case due to the following theorem.
Theorem D.5 (Banica & Speicher (2009) [Theorem 3.8]). The spanning sets for the seven compact matrix quantum groups
in the non-crossing case are bases when n ≥ 4.
Remark D.6. By Theorem 7.10, note that each easy compact matrix quantum group (G(n), u) that appears in Theorems D.1
and D.4 is defined by the two-coloured category of partitions K(n) that is associated with it. That is, Banica & Speicher
(2009) actually showed that there are only six one-coloured category of partitions that contain the swap partition diagram,
that is, the (2, 2)–partition diagram

1 2

3 4

(94)

and together with Weber (2013) they showed that there are only seven one-coloured category of partitions that are non-
crossing. With these restrictions on the possible one-coloured category of partitions in place they could immediately apply
Woronowicz–Tannaka–Krein duality to construct the easy compact matrix quantum groups from each of these one-coloured
category of partitions. In fact, we have, again by Theorem 7.10, that each compact matrix quantum group is precisely the
universal C∗-algebra

C(G(n)) = C∗(ui,j , 1 ≤ i, j ≤ n | Dπu
⊗wk = u⊗wlDπ for all dπ ∈ K(n)(wk, wl)) (95)

Example D.7. We calculate the weight matrices that appear in the compact matrix quantum group equivariant neural
networks for all of the easy orthogonal compact matrix quantum groups that appear in the group and non-crossing case when
n = k = l = 2. Recall from Theorems D.1 and D.4 that the weight matrices are formed as a weighted linear combination of
the image under dπ 7→ Dπ of some subset of all of the possible (2, 2)–partition diagrams.

There are B(4) = 15 (2, 2)–partition diagrams in total, where B(4) is the fourth Bell number. They are shown in Figure 1.
We number the diagrams from i = 1 to 15, going from left to right and then top to bottom, assigning a weight wi to each
diagram.
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Procedure 2: How to Calculate the (I, J)-entry of each Equivariant Spanning Set Matrix Dπ from
((Cn)⊗k, u⊗wk) → ((Cn)⊗l, u⊗wl) for an Easy Compact Matrix Quantum Group (G(n), u).

We assume that dπ is a two-coloured (wk, wl)–partition diagram in the two-coloured category of partitions K(n)
that uniquely determines (G(n), u). We perform the following steps:

1. Place the indices I on the top row of dπ and the indices J on the bottom row of dπ .

2. If all of the vertices in each block in dπ have been overlaid with the same number, then the (I, J) entry of Dπ

is 1, otherwise it is 0.

Figure 2 shows the images of the fifteen (2, 2)–partition diagrams under the map dπ 7→ Dπ . We apply the characterisations
of Theorems D.1 and D.4 to obtain the following results.

For the group case, we have that

• The Symmetric Group Sn: The weight matrix is a weighted linear combination of the images of all fifteen (2, 2)–
partition diagrams.

• The Orthogonal Group O(n): The weight matrix is a weighted linear combination of the images of diagrams six,
seven and eight.

• The Hyperoctahedral Group Hn: The weight matrix is (coincidentally) the same as for the orthogonal group in this
case, since the (2, 2)-partition diagrams with blocks of even size are the same as the (2, 2)-partition diagrams whose
blocks come in pairs.

• The Bistochastic Group Bn: The weight matrix is a weighted linear combination of the images of diagrams six
through fifteen, inclusive.

• The Modified Symmetric Group S′
n: The weight matrix is (coincidentally) the same as for the symmetric group,

since the number of blocks of odd size in any (2, 2)–partition diagram is either 0, 2 or 4.

• The Modified Bistochastic Group B′
n: The weight matrix is (coincidentally) the same as for the bistochastic group,

since the number of blocks of odd size in any (2, 2)–partition diagram is either 0, 2 or 4.

and for the non-crossing case, we have that

• The Symmetric Quantum Group S+
n : The weight matrix is a weighted linear combination of the images of all

diagrams except for seven, which is the only crossing diagram.

• The Orthogonal Quantum Group O(n)+: The weight matrix is a weighted linear combination of the images of
diagrams six and eight.

• The Hyperoctahedral Quantum Group H+
n : The weight matrix is the same as for O(n)+.

• The Bistochastic Quantum Group B+
n : The weight matrix is a weighted linear combination of the images of diagrams

six and eight through fifteen, inclusive.

• The Modified Symmetric Quantum Group S′+
n : The weight matrix is the same as for S+

n .

• The Modified Bistochastic Quantum Group B′+
n : The weight matrix is the same as for B+

n .

• The Freely Modified Bistochastic Quantum Group B#+
n : We colour in the diagrams that appear in the weight matrix

for B+
n , and retain only the diagrams where the blocks of size two pair one ◦ with one •. Consequently, we remove

diagrams eleven and fourteen from the set, and so the weight matrix is a weighted linear combination of the images of
diagrams six, eight, nine, ten, twelve, thirteen and fifteen.
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dπ Dπ dπ Dπ

3 4

1 2 
1,1 1,2 2,1 2,2

1,1 1 0 0 0
1,2 0 0 0 0
2,1 0 0 0 0
2,2 0 0 0 1


3 4

1 2 
1,1 1,2 2,1 2,2

1,1 1 1 1 1
1,2 0 0 0 0
2,1 0 0 0 0
2,2 1 1 1 1



3 4

1 2 
1,1 1,2 2,1 2,2

1,1 1 0 1 0
1,2 0 0 0 0
2,1 0 0 0 0
2,2 0 1 0 1


3 4

1 2 
1,1 1,2 2,1 2,2

1,1 1 0 1 0
1,2 0 1 0 1
2,1 1 0 1 0
2,2 0 1 0 1



3 4

1 2 
1,1 1,2 2,1 2,2

1,1 1 1 0 0
1,2 0 0 0 0
2,1 0 0 0 0
2,2 0 0 1 1


3 4

1 2 
1,1 1,2 2,1 2,2

1,1 1 0 1 0
1,2 1 0 1 0
2,1 0 1 0 1
2,2 0 1 0 1



3 4

1 2 
1,1 1,2 2,1 2,2

1,1 1 0 0 0
1,2 0 0 0 1
2,1 1 0 0 0
2,2 0 0 0 1


3 4

1 2 
1,1 1,2 2,1 2,2

1,1 1 0 0 1
1,2 1 0 0 1
2,1 1 0 0 1
2,2 1 0 0 1



3 4

1 2 
1,1 1,2 2,1 2,2

1,1 1 0 0 0
1,2 1 0 0 0
2,1 0 0 0 1
2,2 0 0 0 1


3 4

1 2 
1,1 1,2 2,1 2,2

1,1 1 1 0 0
1,2 1 1 0 0
2,1 0 0 1 1
2,2 0 0 1 1



3 4

1 2 
1,1 1,2 2,1 2,2

1,1 1 0 0 1
1,2 0 0 0 0
2,1 0 0 0 0
2,2 1 0 0 1


3 4

1 2 
1,1 1,2 2,1 2,2

1,1 1 1 0 0
1,2 0 0 1 1
2,1 1 1 0 0
2,2 0 0 1 1



3 4

1 2 
1,1 1,2 2,1 2,2

1,1 1 0 0 0
1,2 0 0 1 0
2,1 0 1 0 0
2,2 0 0 0 1


3 4

1 2 
1,1 1,2 2,1 2,2

1,1 1 1 1 1
1,2 1 1 1 1
2,1 1 1 1 1
2,2 1 1 1 1



3 4

1 2 
1,1 1,2 2,1 2,2

1,1 1 0 0 0
1,2 0 1 0 0
2,1 0 0 1 0
2,2 0 0 0 1



Figure 2. For n = 2, we display the images under the map dπ 7→ Dπ for each of the (2, 2)–partition diagrams.
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D.2. Two-Coloured Partition Categories

Two-coloured partition categories are much richer than one-coloured partition categories because the generators ui,j of the
corresponding compact matrix quantum groups are no longer self-adjoint. They were first investigated by Freslon & Weber
(2016). Unfortunately, at the time of writing, a full characterisation of these categories is unknown. However, Tarrago &
Weber (2016; 2018) classified all two-coloured partition categories in the group and non-crossing case. In particular, there
are seven series of two-coloured partition categories in the group case and twelve series of two-coloured partition categories
in the non-crossing case. The corresponding compact matrix quantum groups G(n) are known as easy unitary compact
matrix quantum groups, since they satisfy Sn ⊆ G(n) ⊆ U(n)+. We focus on the characterisation for only the two most
important series: the unitary group U(n) and the unitary quantum group U(n)+, referring the reader to Tarrago & Weber
(2016, Theorem 5.3) for the characterisations of the other series.

Tarrago & Weber (2016; 2018) showed that the two-coloured category of partitions for the unitary group U(n) has, for
fixed words wk and wl, a morphism space that is spanned by all two-coloured (wk, wl)–partition diagrams whose blocks
come in pairs such that if two vertices of a block are in the same row, then they have different colours, otherwise they have
the same colours. Tarrago & Weber (2016; 2018) also showed that the two-coloured category of partitions for the unitary
quantum group U(n)+ has, for words wk and wl, a morphism space that is spanned by all non-crossing two-coloured
(wk, wl)–partition diagrams satisfying the same conditions as those for the unitary group. As before, we obtain the nl × nk

weight matrices of Theorem 7.10 for these compact matrix quantum groups by taking the images of the two-coloured
partition diagrams that span the respective morphism spaces under the map dπ 7→ Dπ given in Definition 7.7.

This introduces the rather interesting point for the unitary group U(n). If we pick two words wk and wl, then the nl × nk

weight matrix corresponding to these words that appears in a compact matrix quantum group equivariant neural network for
the unitary group U(n) is the C-linear span of the image of all (wk, wl)–partition diagrams that live in the two-coloured
partition category for U(n). However, if we consider compact matrix group equivariant neural networks for U(n) instead,
as the words can only be formed from white points, then not only must we have that k equals l, by the characterisation of the
two-coloured partition category for U(n), but also that the nk × nk weight matrix is the image of all permutations in the
symmetric group Sk, expressed as (k, k)–partition diagrams. We see that this is the classic version of Schur–Weyl duality.
Example D.8. We calculate the weight matrices that appear in compact matrix quantum group equivariant neural networks
for the unitary group U(n) and unitary quantum group U(n)+ when n = k = l = 2.

The easiest way to do this is to consider the one-coloured partitions that come in pairs and then superimpose colours onto
each row of vertices to see which two-coloured partitions match the classification result.

The one-coloured (2, 2)–partition diagrams that come in pairs are

3 4

1 2

3 4

1 2

3 4

1 2

(96)

We label the diagrams as 1 to 3 from left to right. Note that the matrices obtained under dπ 7→ Dπ are the same no matter
the colours on the vertices, hence we can reuse the matrices for diagrams six, seven and eight from Figure 2 in order to
calculate the weight matrices.

We now consider pairs of words. As there are only 4 words of length 2, this implies that there are 16 such pairs of words.
We obtain the following result for the weight matrices for U(2), where for each cell, we take weighted linear combinations
of the matrices Dπ for each set partition diagram in the cell.



(I, J) ◦◦ ◦• •◦ ••

◦◦ 2, 3 ∅ ∅ 2, 3

◦• ∅ 1, 3 1, 2 ∅

•◦ ∅ 1, 2 1, 3 ∅

•• 2, 3 ∅ ∅ 2, 3

 (97)

Similarly, for U(2)+, the weight matrices are weighted linear combinations of the images of the following set partition
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diagrams, where we have removed the second diagram from (97).



(I, J) ◦◦ ◦• •◦ ••

◦◦ 3 ∅ ∅ 3

◦• ∅ 1, 3 1 ∅

•◦ ∅ 1 1, 3 ∅

•• 3 ∅ ∅ 3

 (98)

Note that the top left hand cell of (97) provides a classification of the weight matrix appearing in the compact matrix group
equivariant neural network for U(2) when n = k = l = 2.
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