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Abstract

This paper presents a digital conversation anal-
ysis based approach to the computational detec-
tion of ambiguous actions in asynchronous on-
line conversations. Action detection has been
widely studied for synchronous chats. How-
ever, models or datasets for asynchronous con-
versations are scarce, and have not sufficiently
considered the special characteristics of asyn-
chronous discussion, most importantly the ten-
dency for comments to involve multiple actions
and multiple valid interpretations of actions.
We provide a theory-driven annotation scheme
for crisis-related asynchronous conversations,
and an annotated dataset for Finnish. We show
that considering the multi-action characteris-
tics of asynchronous data statistically improves
classification performance, and that an ensem-
ble of best models can represent the ambiguity
of actions, which is especially characteristic of
face-threatening actions in controversial con-
versations.

1 Introduction

Natural Language Processing (NLP) and Machine
Learning (ML) methods are becoming increasingly
popular for analyzing textual content on social me-
dia, e.g. discourse signals (Ferracane et al., 2021;
Zhang et al., 2017). Recent studies have shown
that structural or turn-by-turn analysis of online
conversations can allow rich automated linguistic
analyses of interaction (Zhang et al., 2018; Sudha-
har et al., 2015; Twitchell and Nunamaker, 2004),
which are crucial for identifying misbehaviors like
manipulative trolling (Paakki et al., 2023), or an-
tisocial behavior (Zhang et al., 2018; Garimella
et al., 2018). Asynchronous forum conversations
can have wide impacts on public opinion, being
persistent online and thus reaching large audiences
(Zhang et al., 2018). Especially crises make on-
line discourses vulnerable to trolling, manipulation
and disinformation (Di Mascio et al., 2021). Thus,

there is need for enhanced computational meth-
ods for analyzing controversial crisis conversations
from the perspective of action-taking (Paakki et al.,
2023; Zhang et al., 2018).

However, although synchronous online conver-
sations have been studied extensively (Clark and
Popescu-Belis, 2004; Forsyth and Martell, 2007;
Fuscone et al., 2020; Stolcke et al., 2000), there are
few models or datasets for analyzing action-taking
in asynchronous arenas. Existing resources do not
fully consider the specific characteristics of asyn-
chronous conversation, including messages’ poten-
tial for multiple meanings, or their tendency to
include more than one action. Further, they do not
include some actions important for analyzing con-
troversial conversations (e.g., accusations) (Paakki
et al., 2023). In this paper, the concept of action
refers to what functions a turn has in conversation,
i.e. what it does in relation to other turns. Our
most important overarching goal is to investigate
how to best computationally analyze actions in con-
troversial asynchronous conversations, considering
their special contextual characteristics. We argue
that considering more than one action per comment
and multiple possible interpretations of actions will
lead to better performance and model fit with the
empirical phenomenon. To this end, we have two
research questions:

* RQI1. Does considering more than one preva-
lent action in a comment lead to better classi-
fication performance in contrast to selecting
only one likeliest action?

* RQ2. What approach leveraging annotator
disagreements best reflects multiple valid in-
terpretations relevant to asynchronous data?

It is important to consider the special charac-
teristics of asynchronous conversations, because
they notably differ from both face-to-face and syn-
chronous chats (Virtanen et al., 2021; Xiao et al.,



Actions
statement
appreciation

Comments

A: There are two powerful
presidential candidates in the US;
One has done, already years ago,
powerful deeds together with God,
such which many Presidents in the
States have not dared to do, but we
found a brave man respecting the
Father’s will, Donald Trump. (8
laugh emojis, 2 likes)

B: A, hallelujah! (1 laugh emoji,
1 like)

statement OR
appreciation

Table 1: Extract from Ukraine war discussion, under
YLE Facebook page news 2022.

2020). For example, as seen in Table 1, many com-
ments have a tendency to include more than one
prevalent action, with potential for multiple inter-
pretations, e.g. due to semantic ambiguity (Virta-
nen et al., 2021; Paakki et al., 2021; Stommel and
Koole, 2010; Herring, 1999). B’s turn in Table 1,
given the context, is likely a sarcastic statement but
could be interpreted as a genuine appreciation. On
the other hand, at least two actions overlap in A’s
turn. These considerations are relevant to analyz-
ing crisis conversations, as manipulation or trolling
of such political or societal discussions tend to
frequently involve covert, ambiguous or indirect
strategies of influence (Paakki et al., 2020).

We utilize a digital conversation analysis (CA)
based theoretical framework to build an annota-
tion scheme (Clark and Schaefer, 1989; Enfield
et al., 2010; Herring et al., 2005) for identifying ac-
tions in asynchronous conversations in Finnish, in
a low-resource setting. The unit of analysis is one
comment in a conversation thread. We employ a 7-
point Likert scale annotation format, and compare
models assuming only one action and one interpre-
tation per comment vs. models considering several
actions and different approaches to leveraging an-
notator disagreements. We show that considering
multiple actions and valid interpretations for each
comment allows higher model performance. We
show that an ensemble model consisting of 2-3 in-
dividual annotator based models (or an averaged
model) can best represent the ambiguity of actions
in our data. We make our annotation guidelines
and annotated dataset in Finnish available through
an application process, to protect data privacy'.

"Detailed annotation guidelines and models, to the extent
that does not compromise any individual’s privacy, will be
provided on our GitHub upon paper publication.

2 Digital CA Based Analysis of Actions

(Digital) CA has potential for computational oper-
ationalization due to its tendency to pay attention
to distribution and generalizable features of inter-
action (Stivers, 2015). CA interpretations of ac-
tions arise from what a turn does in a conversation,
based on the utterance itself and the next turns —
how other turns relate to the utterance and interpret
its role (Sacks et al., 1974). What differentiates CA
based understanding of actions from, e.g., speech
acts, is that interpretations are based on the next-
turn-proof procedure rather than judging the intent
behind a turn in conversation (Sacks et al., 1974).
Digital CA is of interest here, as it has potential for
analyzing the dynamics between actions in inter-
related turns, the expected responses to relevant
actions like accusations, as well as their ambiguity
or indirectness.

CA is well suited for analyzing online inter-
actions (Giles et al., 2015; Meredith and Stokoe,
2014), as people treat actions and their norms on-
line similarly to face-to-face conversation (Mered-
ith, 2017; Paakki et al., 2021). Here our interest
centers around most common actions in online dis-
cussion (Herring et al., 2005), central in analyzing
sequential organization (Clark and Schaefer, 1989;
Schegloff, 2007) and adherence to conversational
norms (Paakki et al., 2021).

Digital CA research stresses the need to consider
the specific characteristics of different types of on-
line interaction (Virtanen et al., 2021; Meredith,
2017), as face-to-face or synchronous chats differ
from asynchronous interactions (Xiao et al., 2020),
where participants e.g. tend to commit several ac-
tions in one message (Paakki et al., 2021; Virta-
nen et al., 2021). However, most computational
modeling of actions relates to customer chat bots
(Casanueva et al., 2020; Ghosh and Ghosh, 2021),
telephone conversations (Godfrey et al., 1992; Fus-
cone et al., 2020), recorded face-to-face dialogue
(Clark and Popescu-Belis, 2004) and synchronous
chats (Forsyth and Martell, 2007; Moldovan et al.,
2011). The above studies represent a context differ-
ent from casual, anonymous, and asynchronous on-
line conversation (Herring, 1999), for which there
are much fewer models (Bracewell et al., 2013;
Zhang et al., 2017; Joty and Hoque, 2016). Also,
existing resources for asynchronous data do not
include actions like accusations or challenges rele-
vant to analyzing harmful or manipulative online
behaviors (Paakki et al., 2021, 2023). The char-



acteristics of these actions have been well estab-
lished in CA research (Dersley and Wootton, 2000;
Koshik, 2003; Turowetz and Maynard, 2010).

3 Multiple Interpretations of Actions

Recent studies show that for many NLP tasks there
is no single ground truth (Jiang and de Marneffe,
2022; Plank, 2022; Uma et al., 2022), due to un-
certainty in text meaning, leading to different inter-
pretations of label distribution (Jiang and de Marn-
effe, 2022), constituting meaningful systematic dis-
agreement (Jiang and de Marneffe, 2022; Nie et al.,
2020). Thus, relying on a single ground truth ig-
nores the possibility of multiple valid interpreta-
tions. Multilabel models offer more expressive
results (Jiang and de Marneffe, 2022), and includ-
ing disagreement into models can improve perfor-
mance (Passonneau et al., 2012; Plank, 2022). Mul-
tiple interpretations are also relevant to identifying
actions (Passonneau et al., 2012; Thomas, 1995).

Most existing action detection models rely on
one ground truth (e.g. Zhang et al., 2017). An ex-
ception is Ferracane et al.’s (2021) study, which in-
corporated multiple interpretations into action mod-
eling, aiming to classify all valid interpretations.
Another study by Taniguchi et al. (2020) predicted
both utterance-level and message-level interpreta-
tions of actions. However, the former used live
congressional hearings and the latter emails as data.
These approaches thus differ from crisis-related
asynchronous forum conversations, which involve
ambiguous use of actions in medium length texts,
with frequent use of controversial actions (e.g. ac-
cusations). Thus, we investigate how to represent
the ambiguity (Jiang and de Marnefte, 2022; Uma
et al., 2022) of actions on such arenas.

4 Data

To answer our RQs, we collected asynchronous
conversation data related to reader comments on
crisis news about the COVID-19 Pandemic and
Ukraine war. We manually annotated the com-
ments using a digital CA based framework, which
enables the comparison of different identification
models. Our data comes from public Facebook
(FB) pages owned by two Finnish news media,
YLE and Helsingin Sanomat (HS)?. Our interests
beyond this paper relate to computationally ana-

*These are among most followed news outlets in Finland,
YLE being the national public broadcasting company, and
Helsingin Sanomat Finland’s largest subscription newspaper.

lyzing trolling and manipulation in crisis conversa-
tions, so we collected data including controversial
actions central to trolling (Paakki et al., 2021).

We used Facepager v.4.5.3 (Jiinger and Keyling,
2019) (MIT License)® to scrape FB posts in the
two pages’ feed, and their threaded comments, be-
tween 1 Dec. 2019-10 Feb. 2023. All posts in-
cluded a news title, description and link to a piece
of news. This resulted in the raw non-annotated
dataset in Table 2. To select a subset of random con-
versations for manual annotation, we shuffled the
non-annotated dataset per news posts to keep the
comments in the same conversation together. We
divided it into three parts, one for each annotator
(the authors)*. Each annotator manually collected
comments for annotation, selecting the first 400
crisis-related comments from their sample. This
meant that we had to manually read the titles and
descriptions of approx. 100-150 news posts to find
comment sections on COVID or Ukraine war.

We collected both comments and their replies in
comment section threads if the conversations fit our
inclusion criteria. They had to be related to Ukraine
war or COVID-19, commenting allowed, and in-
cluding at least one comment with two or more
replies, as we were interested in conversational in-
teraction. Due to the restrictions of Facepager, we
had to retrieve some missing comments manually.
We excluded examples we had already seen during
annotation scheme development (see section 5). To
achieve greater variation in comment topics, we
included max. 30 comments from the same section.
We finally annotated all comments and replies fol-
lowing our guidelines (see section 5). The resulting
datasets are described in Table 2. The number of
comments to a news post (when comments were
allowed) ranged from 14 to 684, with mean 90.56
and median 84.5, and comment mean length 151.4
characters, median 105.0.

To enable comparison of how models trained
on annotations by one annotator perform against
data where each example has several annotations
by different annotators, we decided to produce two
versions of the to-be-annotated data: the single
annotations dataset, where each comment will
have one annotation and the multiple annotations
dataset, where all comments will have three anno-
tations. In the latter, each annotator will annotate
all 1,200 comments. This will enable us to study

*https://github.com/strohne/Facepager
*Annotators’ demographic information will be reported
after reviews not to risk anonymity.



Dataset Comments | Annot. | News
Single 1,200 1,200 46
annotations | 675 Covid 26 HS
529 War 20 YLE
Multiple 1,200 3,600 46
annotations | 675 Covid 26 HS
529 War 20 YLE

Table 2: Dataset descriptions. Annot.= Annotations.

An annotation is one set of 8 scores for each action.

how to best represent multiple interpretations of
actions (RQ2).

5 Annotation Methods

We base our annotation scheme on typologies of ac-
tions in (digital) CA and Computer-Mediated Com-
munication (CMC) literature (Clark and Schaefer,
1989; Enfield et al., 2010; Herring et al., 2005;
Paakki et al., 2021; Schegloff, 2007; Stivers, 2015).
The final scheme (Table 3) resulted from empiri-
cal insights during our incremental development of
the scheme and annotation guidelines. It includes
key actions for asynchronous conversation (Her-
ring et al., 2005; Paakki et al., 2021), representing
most central rhetorical and interactive functions
of comments. We include both responsive actions
and ones initiating a paired action, which expect
specific responses (e.g. denial to accusation).

Due to the excess of possible actions in CA and
CMC (Schegloff, 2007), we aimed at a simplified
scheme as very fine-grained tag sets like DAMSL
(Allen and Core, 1997) can suffer from sparse-
ness and complexity reducing annotator agreement
(Savy, 2010). We wished to limit actions only to
ones observed in our data. This risks oversimplifi-
cation of our theoretical framework (Stivers, 2015),
so we relied on theoretical support and data-driven
insights. Originally we considered 15 actions (re-
Jjection, admission, announcement, answer to ques-
tion, evaluation, proposal in addition to ones in
Table 3), reducing it to 8.

We aimed to reduce the effects of underspecifi-
cation of guidelines (Aroyo and Welty, 2015) by
iteratively developing the scheme and guidelines,
to reduce unnecessary disagreement. We developed
our scheme before data scraping: annotating, ne-
gotiating, and analyzing practice data based on the
guidelines. This involved 19 iterations with specifi-
cation of guidelines, and adaptation of the scheme.
The data used in the development was manually

Action Description % IRTie]
Question Asks smdb for 0.94 | 0.88
(initiating) information.
Request Requests, proposes | 0.93 | 0.90
(initiating) or tells smbd to

commit an action.
Statement Asserts an opinion, | 0.59 | 0.58
(initiating/ information, wish,
responding) | neutral/negative

evaluation.
Challenge Refutes epistemic | 0.91 | 0.65
(initiating) claims made by

an actor.
Accusation Points out a repre- | 0.86 | 0.74
(initiating) hensible act com-

mitted by an actor.
Appreciation | Positive evaluation | 0.97 | 0.94
(initiating/ or comment about
responding) | actor, event/object.
Acceptance | Agrees or accepts | 0.97 | 0.89
(responding) | a comment (e.g.

request) or admits

an accusation.
Denial Rejects or denies 0.95 | 0.87
(responding) | an action (e.g.

accusation).

Table 3: Action annotation scheme and inter-annotator

agreements (% agreement and ry ) with separate test
set (N=100).

selected as screen captures and links from approx.
first 300 crisis news posts in YLE and HS FB pages,
between August—-December 2022. This data was
not included in the final annotated datasets. During
annotation, we always read the conversations in
their original FB context.

We stopped development when reaching suffi-
cient agreement, and good scheme applicability for
our data. See Table 5 for label distributions for
final annotated datasets.

Our task required expertise, training and famil-
iarity with our theoretical premises, so expert anno-
tation was chosen. Crowdsourcing was not used as
non-expert annotation involves concerns related
to reliability, misinterpretation or misuse of la-
bels (Duran et al., 2022), shown to be ineffective
when analysis requires consideration of context,
in-depth reading and domain expertise (Eickhoff,
2018; Rezapour et al., 2020).

We decided to use 7-point Likert scale scores
(0: action not present — 3: maybe or partly present
— 6: action very strongly present) for annotation
(Peterson et al., 2019). This was due to many com-



Nro actions | Count (mean) | Percentage
0 3 0.25%

1 551.33 45.79%

2 443.33 36.82%

3 161 13.37%

4 39.33 3.27%

>4 6 0.50%

Table 4: Number of labels assigned on average to single
messages in multiple annotations data.

Action Count (s) | Count (m)
Question 243 276
Request 130 186
Statement 857 999
Challenge 138 381
Accusation 155 305
Appreciation | 36 66
Acceptance 113 171

Denial 97 151

Table 5: Distribution of annotated actions in the final
ground truth datasets. (s = single annotations dataset, m
= multiple annotations dataset)

ments including more than one prevalent action,
and we judged that forcing annotators to label only
one would reduce annotation quality (see Table
4). Confidence scores are useful in achieving im-
proved inter-rater agreement, and highlighting diffi-
cult cases (Weber et al., 2018; Troiano et al., 2021).
Scores were coded for each action separately per
comment, allowing multiple interpretations of la-
bels (Barnhurst and Mutz, 1997), signaling confi-
dence through the same score.

We measured annotation quality comparing ob-
served and expected variances of scores between
annotators. For this purpose, ryy ¢ score has been
deemed helpful for evaluating score-based agree-
ment within a group (Castro, 2002): rwg =
1—(Observed Group Variance/ Expected Random
Variance) (Lindell and Brandt, 1999). We used
rw ¢ score for each action (Table 3) and R;VG( J)
score for overall agreement (Lindell and Brandt,
1999; O’Neill, 2017). The first score is for single-
item scale and the second for multi-item scale, mea-
suring the variance between annotations when ran-
dom variance is eliminated. R{/VG( J) Score was
0.72. Agreement strength boundaries are defined
for the ryrg measurement family: our R{‘/VG( J)
score is over the lower bound of strong agreement

(0.71 — 0.90) (O’Neill, 2017).

6 ML Models

Recent action identification models rely on sen-
tence transformers, other neural networks (Ghosh
and Ghosh, 2021), or few-shot learning (Casanueva
et al., 2020). Many studies emphasize the relevance
of linguistic lexical and collocational features (Stol-
cke et al., 2000; Ferracane et al., 2021; Zakharov
et al., 2021). Thus, we chose a similar approach,
allowing comparability to earlier work. As sepa-
rate classifiers for sub-tasks have proven effective
(Ferracane et al., 2021; Zakharov et al., 2021), we
used a separate model for each action following
Ferracane et al. (2021), to predict whether a text
contains an action or not.

We used BERT, having proved its capacity in text
classification (Devlin et al., 2019; Arabadzhieva-
Kalcheva and Kovachev, 2022), finetuning the
Finnish pretrained FinBERT (Virtanen et al., 2019).
Our data is highly imbalanced, with less data
mostly in the positive class, so we used class
weighting in training. Besides standard fine-tuning
we used Setfit, based on fine-tuning a pre-trained
model with sentence pairs, then training a classifier
based on fine-tuned embeddings (Tunstall et al.,
2022). SetFit creates more variety to the minor-
ity category training samples with sentence pair-
ing, generating in total k(k — 1)/2 different pairs
from training data, k being the size of training set.
With FinBERT (Virtanen et al., 2019) as a base for
SetFit, both models used a pretrained Finnish lan-
guage model to provide embeddings for comments.
We used Optuna for hyperparameter optimization®
(Akiba et al., 2019). We used 240 GPU hours.

To allow comparison of our results to earlier re-
search, we included SVM — widely used in action
modeling — similarly to previous studies on asyn-
chronous data (Cohen et al., 2004; Zhang et al.,
2017). We used 1-grams and TF-IDF for feature
extraction, with SVD for dimensionality reduction,
balanced class weighting, and Grid Search for hy-
perparameter optimization, utilizing sci-kit learn
(Pedregosa et al., 2011). We applied preprocess-
ing (tokenization and lemmatization with spaCy
(Haverinen et al., 2014)), leaving in stop words as
their removal negatively impacted performance.

We divided our data into train, validation (for
hyperparameter tuning) and test sets using sci-kit

Sbatch size 14, 4 epochs, 7 iterations, learning rate
3.0191843531454982¢e-05.



learn train test split twice, with respective set sizes
60%, 20% and 20%. Model evaluation included
accuracies and macro-F1 scores — we report the
latter due to class imbalances.

To build a set of ground-truth labels, we mapped
annotation scores back to binary labels. For single
annotations, the label was 1 if the annotation score
was > 3 . For multiple annotations, we use conser-
vative (if even one annotator had given a score > 3,
the label was 1), and relaxed ground truth labels
(if at least two annotators had given a score > 3,
the label was 1).

To answer RQ1, we trained FinBERT, SetFit
and SVM classifiers considering only one action vs.
multiple actions. We compared three approaches:
a.) a single action model (I1-act), b.) multilabel
single-annotation model (MS), and c.) averaged
multilabel multiannotation model (Avg.).

The 1-act model used single annotations, setting
for each comment the action with highest score
among all labels as positive if score > 3, other
actions as negative. In cases where two actions
(or more) had equal scores, we assigned a positive
label randomly between them. In our view, this cor-
responds to annotator decision-making 6. We will
compare other models to the 1-act model to test
whether considering more than one action will sta-
tistically improve performance. All other models
allow multiple actions labeled.

The MS model used single annotations, allow-
ing multiple actions labeled. The averaged model
(Avg.) utilized multiple annotations to decide an
average annotation score for label decision for train-
ing data, scoregction = (a1 + a2 +a3)/3, witha a
reference to AnnotationScore; for the action. For
statistical tests, we used the Nemenyi test, utiliz-
ing the scikit-posthocs implementation for python
(Terpilowski, 2019), recommended for comparing
classifier performances (Derrac et al., 2011).

To answer RQ2, using SetFit, our best model,
we compared three approaches to leveraging anno-
tator disagreements to find the best approach for
representing multiple interpretations of actions: the
a.) averaged model (Avg.) (Uma et al., 2022), b.)
positive/negative/complicated model (PNC) (Jiang
and de Marneffe, 2022), and c.) individual annota-
tor models (Annotatorl-3) (Ferracane et al., 2021).

Averaging was included as it often been used

®As in the first rounds of the annotation process, starting
with single action labeling, we most often had to randomly
choose the primary action if having to decide only one most im-
portant action between actions with the same action strength.

successfully with multiple annotations (Uma et al.,
2022), as was the case with the PNC model
(Jiang and de Marneffe, 2022). Following Jiang
and de Marneffe (2022), we divided comments
into three classes by counting an average cross-
entropy score between annotations: two classes
where annotators agreed they belong (here pos-
itive/negative), and a class where there was sig-
nificant disagreement (here complicated). We in-
cluded a comment in the "complicated" class if

Ci > ¥ +2SD(C) , C areference to aver-
age cross-entropy’. We treated the task as a 3-way
classification problem. Also individual annotator
models have been fruitful for representing multiple
interpretations, by predicting all different annota-
tions (Davani et al., 2022; Ferracane et al., 2021).
These were trained with only each specific annota-
tor’s annotations.

We compared how different ensembles of best
performing models fared in predicting all possible
labels, using Jaccard Coefficient to compare each
ensemble’s predicted set of labels to a set of all
possible annotations by annotators for each text:

JaccardSimilarityJ(A, B) = }ﬁgg} :

7 Results

We will next discuss our results to answer our RQs:
whether considering more than one prevalent ac-
tion in comments in asynchronous conversation
affects model performance (RQ1), and what ap-
proach to leveraging annotator disagreements best
matches the multiple valid interpretations relevant
to asynchronous data (RQ3).

7.1 RQ1: One Action or Multiple Actions

First, we compared 1-act models to multi-label
models, in Table 6, to discover whether predicting
more than one action would improve performance.

Considering multiple actions vs. one, SVM
achieves statistically improved performances for
only two classes at best. With FinBERT, Avg. mod-
els achieve notably higher macro-F1 scores for
many actions, although the results are statistically
significant for only one action. SetFit fares much
better: MS models achieve statistically higher per-
formance in classifying three action classes. De-
spite higher macro-F1s for the other actions, there

"This decision boundary differs from Jiang and de Marn-
effe 2022, but as they had data with a hundred crowdsourced
annotations per example, and we only three, we could not
use a similar method. We judged that an outlier boundary of
mean(C) + 25D would be strict and similar enough.



Model Feature Data Action
question request statement accusation challenge acceptance denial appreciation

SVM 1-act single  0.60 0.53 0.62 0.52 0.52 0.55 0.53 0.56

MS single 0.66 0.58 0.63 0.62* 0.52 0.69 0.59 0.1

Avg. multiple 0.63 0.60 0.62 0.62* 0.53 0.69%* 0.59 0.51
FinBERT 1-act single 0.86 0.63 0.70 0.57 0.54 0.65 0.57 0.62

MS single  0.87 0.69 0.73 0.76 0.61 0.66 0.56 0.65

Avg. multiple 0.85 0.70 0.77**  0.63 0.68 0.62 0.51  0.75
SetFit 1-act single 0.81 0.60 0.66 0.52 0.50 0.59 0.55 0.50

MS single 0.94 0.82*  0.77 0.73* 0.64 0.86* 0.68 0.78

Avg. multiple 0.97*  0.80** 0.78*%*  0.65%* 0.63 0.79%** 0.58 0.72

Table 6: 10-fold cross-validated macro-F1 scores for models comparing single vs. multiple annotations data.

Statistically significant differences are indicated with xp < 0.05, * x p < 0.01, * * *p < 0.001.

Model Ground truth Action
question request statement accusation challenge acceptance denial appreciation

Annotator]  conservative 0.95 0.88 0.78 0.61 0.51 0.86 0.72 0.80
Annotator2  conservative 0.98 0.93 0.93 0.95 0.96 0.95 0.94 0.86
Annotator3  conservative 0.98 0.89 0.85 0.87 0.72 0.88 0.86 0.86
Annotator]  relaxed 0.95 0.91 0.85 0.72 0.65 0.92 0.78 0.80
Annotator2  relaxed 0.98 0.91 0.92 0.86 0.72 0.91 0.86 0.86
Annotator3  relaxed 0.99 0.95 0.94 0.93 0.93 0.94 0.95 0.90

Table 7: Macro-F1 scores for annotators comparing annotator-specific annotations to groundtruth labels.

statistical tests do not show p-values < 0.05. The
Avg. SetFit model fares better, achieving a statisti-
cally significant improvement in performance for
five action classes.

Based on the tests, we conclude that consider-
ing more than one action in modeling can notably
increase model performance (RQ1).

7.2 RQ2: Modeling Ambiguity

To answer RQ2, we utilized multiple annotations
and different approaches to leverage them to find
the best model for representing the ambiguity re-
lated to actions. Model performances can be seen
in Table 8. We include annotator performances
evaluated against ground-truth labels for compari-
son, in Table 7.

Annotator2 model performed best overall.
Macro-F1s were somewhat higher when predict-
ing relaxed ground truth labels. Also, Individual
Annotator model performances differ among an-
notators, also in statistical tests. Also annotator
performances (Table 7 differ notably. The PNC
model performs poorly, more so than SVM in Ta-
ble 6. Statistical tests show that for guestions and
statements, results are significantly lower. PNC
models performed worst for the Complicated class,

similarly to Jiang and de Marneffe (2022), perhaps
due to class heterogeneity; other classes’ perfor-
mances are much higher.

In the comparison of ensembles for predicting all
possible annotations for each text, the Annotator2
model, Averaged model or combinations of two
or three Individual Annotator models fared best
according to Jaccard coefficient scores. For relaxed
ground truth label predictions, the Averaged model
fairs best. These provide best insights matching
human annotations and multiple interpretations.

8 Discussion

We investigated how comments in asynchronous
crisis conversations could be best approached to
account for their contextual characteristics, show-
ing that predicting multiple actions for comments
helps statistically improve model performance.
Likert score annotation allowed us to consider
the presence of actions on different scales of
strength, rather than categorically (Glickman and
Dagan, 2005). We showed that an ensemble model
with 2-3 individual annotator models with relaxed
ground truth labels could best predict all possible
annotations relevant to our data. We also illustrated
that the results differ somewhat between actions.



Model Feature Ground truth Action
question request statement accusation challenge acceptance denial appreciation

SetFit PNC Cross-e. 0.71 0.55 0.57 0.50 0.50 0.59 0.47 0.39
Avg. conservative 0.96 0.74 0.74 0.65 0.54 0.73 058 0.72
Annotator]l conservative 0.92 0.75 0.75 0.51 0.43 0.77 0.55 0.65
Annotator2 conservative 0.95 0.77 0.84 0.72 0.76 0.78 0.68 0.66
Annotator3 conservative 0.97 0.71 0.78 0.66 0.52 0.74 0.63 0.69
Avg. relaxed 0.97 0.80 0.76 0.65 0.63 0.79 0.56 0.65
Annotator]l relaxed 0.95 0.77 0.79 0.60 0.52 0.82 0.62 0.52
Annotator2 relaxed 0.97 0.76 0.79 0.75 0.61 0.78 0.68 0.73
Annotator3 relaxed 0.96 0.71 0.78 0.66 0.52 0.74 0.63 0.68

Table 8:
leveraging multiple annotations.

10-fold cross-validated macro-F1 scores for best performing learner utilizing different approaches to

Ground truth Ensemble
Al A2 A3  Avg. AI+A3 Al+A2 A2+A3 Al+A2 Al A2 A3 Al+A2 Al1+A3 A2+A3 Al+A2+
+A3 +Avg.  +Avg. +Avg. +Avg. +Avg. +Avg.  A3+Avg.
consery. 0.52 0.66 0.59 0.66 0.57 0.67 0.65 0.65 0.35 043 038 043 0.40 0.44 0.43
relaxed 0.42 042 042 0.69 0.42 0.43 0.42 0.41 0.62 0.54 0.58 0.53 0.57 0.52 0.52
Table 9: Jaccard coefficient scores for ensemble models using best SetFit models. Al=Annotator]l model,

A2=Annotator2, A3=Annotator3, Avg.=Averaged model.

We provided an annotation scheme and an-
notated dataset for identifying actions in asyn-
chronous crisis conversations in Finnish. This is
important as there are no such resources for Finnish
yet. We feel that future work analyzing manipula-
tive behaviors including controversial and ambigu-
ous actions will benefit from utilizing our scheme
and dataset. The scheme will also enable easier
implementation of novel models for languages as
well. We provide English translations for support.
However, although some actions in our scheme are
common across languages (Enfield et al., 2010),
contextual differences should be considered: e.g.
apologies were not found in our data, but have
been relevant elsewhere (Paakki et al., 2021). Fur-
thermore, as (adapted) models are often needed in
low-resource settings, we showed that even with
a relatively small annotated dataset we can reach
good performance using few-shot learning.

From a CA based pragmatics perspective, it is
challenging to systematically identify actions in
asynchronous conversations due to action-taking
being context-dependent, implicit or indirect. Inter-
pretation is not a product but a process: meanings
of actions are interpreted by participants collabora-
tively and on-line (Clark and Schaefer, 1989; Juraf-
sky, 1992). Participants might alter interpretations
of comments across turns in conversation. More

specifically, our results show that face-threatening
actions (challenge, denial), especially, are more
difficult to annotate and/or model than others. This
is in line with theoretical views on action-taking:
people tend to express these more implicitly or in-
directly to avoid face-threats (Brown and Levinson,
1987), which might lead to uncertainty in their in-
terpretation. In their case, we consider it crucial to
be able to model their related interpretative ambi-
guity. Ensemble models and multiple annotations
can be helpful to accomplish this.

9 Conclusions and Future Work

We showed how a simplified action identification
model with theoretical support can reflect the multi-
action properties and ambiguity of turns in contro-
versial asynchronous conversation. Although anno-
tator disagreements have been studied increasingly
in NLP, there is still room for exploring how to
utilize them in the pragmatic analysis of actions.
Future work could develop the identification of
some difficult categories involving high levels of
ambiguity (e.g. challenges), and further utilization
of annotation scores and contextual information in
more fine-grained models. We conclude that digi-
tal CA based modeling of actions in asynchronous
data can be fruitful for analyzing the ambiguity
related to controversial crisis discussions online.



9.1 Limitations

Crowd-sourcing is often seen to provide hetero-
geneous, arguably more valid annotations from
a large population (Weber et al., 2018). In ex-
pert annotation, annotators adjust their work based
on expectations regarding outcomes, thus reach-
ing higher agreements with annotation reliability
maximized to reflect the desired categories (Weber
et al., 2018) — a possible limitation of our work.
However, CA analysis requires contextual in-depth
reading, which is why non-expert annotation would
have been unreliable and unsuitable here (Eickhoff,
2018). We had only three annotators; some sug-
gest that a higher number can lead to better results
(Pavlick and Kwiatkowski, 2019). Due to resource
limitations, we considered our current scope of
annotators and data sufficient. These could be ex-
tended in future research.

Likert scale annotation allows fluidity in interpre-
tation, but subjectivity, confidence, signal strength,
and understandings of scores and categories might
be melted into one metric. Also, we assigned per-
comment action scores; another option would be to
label segments of the message. We considered this
challenging as sometimes the boundaries of actions
were unclear or overlapped. Future research could
explore this option further.

Crisis related discussions may involve sensitive
information, despite the fact we are dealing with
openly available social media data. We have trans-
lated and modified examples, and anonymized and
de-identified the data so that the content is con-
veyed without privacy concerns. Personal data in-
cluding names or user IDs will not be stored or used
(in models or other purposes). We have published
a privacy notice according to University policy re-
garding data collection on our website. This will be
reported at article publication. The data will not be
shared publicly: only anonymized data where sen-
sitive information has been removed will be shared
with researchers through an application process.
This will, of course, limit the possibilities of data
sharing.
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