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Abstract

While fact verification remains fundamental,
explanation generation serves as a critical en-
abler for trustworthy fact-checking systems by
producing interpretable rationales and facil-
itating comprehensive verification processes.
However, current benchmarks exhibit critical
limitations in three dimensions: (1) absence
of explanatory annotations, (2) English-centric
language bias, and (3) inadequate temporal rel-
evance. To bridge these gaps, we present Trend-
Fact, the first Chinese fact-checking benchmark
incorporating structured natural language expla-
nations. TrendFact comprises 7,643 carefully
curated samples from trending social media
content and professional fact-checking reposi-
tories, covering domains such as public health,
political discourse, and economic claims. It
supports various forms of reasoning, includ-
ing numerical computation, logical reasoning,
and common sense verification. The rigorous
multistage construction process ensures high
data quality and provides significant challenges.
Furthermore, we propose the ECS to comple-
ment existing evaluation metrics. To estab-
lish effective baselines for TrendFact, we pro-
pose FactISR—a dual-component method in-
tegrating evidence triangulation and iterative
self-reflection mechanism. Experimental re-
sults demonstrate that current leading reason-
ing models (e.g., DeepSeek-R1, ol) have sig-
nificant limitations on TrendFact, underscoring
the real-world challenges it presents. FactISR
significantly enhances reasoning model perfor-
mance, offering new insights for explainable
and complex fact-checking.

1 Introduction

The proliferation of counterfeit claims poses sig-
nificant societal risks, including mass panic, social
destabilization, and even armed conflicts, as exem-
plified by the COVID-19 infodemic(van Der Lin-
den et al., 2020; Aondover et al., 2024). This criti-
cal challenge has driven substantial research efforts

in automated fact-checking systems, particularly
in developing comprehensive benchmark datasets.
The rapid expansion of open datasets has acceler-
ated advancements in Al-powered verification tech-
nologies, especially through large language mod-
els(Atanasova, 2024; Rani et al., 2023; Wang and
Shu, 2023; Bilal et al., 2024; Kao and Yen, 2024).
Despite these developments, current fact-checking
benchmarks exhibit several critical limitations:

First, as an emerging subtask in fact-checking,
explanation generation plays a pivotal role in pro-
ducing interpretable results and enabling a com-
prehensive fact-checking process. Existing fact-
checking benchmarks primarily focus on fact veri-
fication and evidence retrieval, with minimal atten-
tion to textual explanations. Additionally, the cur-
rent datasets with textual explanations are mostly
generated by LLMs and serve as intermediate steps
to enhance the verification process. They lack the
human validation to ensure the explanations’ qual-
ity. This limitation hinders the interpretability of
fact-checking to some extent.

Second, existing fact-checking benchmarks such
as Factcheck-Bench (Wang et al., 2024), Feverous
(Aly et al., 2021), and QuanTemp (Venktesh et al.,
2024) have primarily focused on English scenarios,
and only a few studies focus on other languages,
such as Chinese (Lin et al., 2024; Hu et al., 2022).
In the vast influx of information on the internet,
the Chinese language represents a crucial source,
second only to English data. The lack of Chinese
in fact-checking benchmarks significantly limits
the comprehensive applicability of artificial intelli-
gence in fully addressing real-world fact-checking
scenarios. Moreover, these benchmarks pay limited
attention to trending topics in real-time, which hin-
ders the development of practical and trustworthy
AlL

To that end, we present TrendFact, the first
benchmark for fact-checking in Chinese scenarios
that incorporates structured natural language expla-



nations. It contains 7614 samples from multiple
data sources and includes various reasoning types,
including numerical computation, logical reason-
ing, and common-sense errors, covering extensive
areas like health, politics, and economics. Addition-
ally, we introduce a new metric, ECS (Explanation
Consistency Score), to mitigate the shortcomings
of previous textual metrics that were insufficient
for fully evaluating explanations.

We conduct a rigorous and thorough benchmark
construction process. Specifically, we first curate a
large-scale set of real-world fact statements from
multiple trending platforms and previous research,
ensuring the practicality and diversity of the data.
Subsequently, we conduct a rigorous filtering pro-
cess to identify challenging samples. Moreover,
we employ significant human efforts to rewrite the
remaining samples to incorporate discernible fac-
tors. Subsequently, we make adjustments to the
evidence and annotate the structured natural lan-
guage explanations for these samples. Finally, we
review the final dataset to mitigate potential biases.

To establish effective baselines for this bench-
mark, we propose FactISR (Augmenting Fact-
Checking via Iterative Self-Reflection), a method-
ology that systematically combines reasoning adap-
tation through evidence triangulation with iterative
self-reflection enabled by reward decoding. We
evaluate TrendFact on five of the strongest exist-
ing reasoning LL.Ms and two current fact-checking
methods. We observed that the leading reason-
ing models exhibit certain limitations in their per-
formance on TrendFact, and our FactISR method
shows outstanding improvements when applied to
base reasoning models.

In summary, our contributions are as follows:

* We introduce TrendFact, a comprehensive
and challenging Chinese fact-checking bench-
mark that includes natural language explana-
tions. TrendFact integrates real-world trend-
ing events with domain-specific factual data,
creating a benchmark for fact-checking. To
the best of our knowledge, it is the first bench-
mark to address both fact verification and ex-
planation generation tasks in non-English sce-
narios.

* We propose FactISR - a dual-component
method integrating evidence triangulation and
an iterative self-reflection mechanism.

* We propose the Explanation Consistency

Score (ECS) to evaluate the factual accuracy
and consistency between generated explana-
tions and ground-truth explanations, thereby
complementing existing evaluation method-
ologies.

* We conducted extensive experiments that re-
veal limitations in the capabilities of current
leading models on TrendFact. Additionally,
we compared the performance of existing fact-
checking methods with FactISR. The results
show that FactISR can significantly enhance
the performance of reasoning models.

2 Related Work

Fact-checking Benchmarks Existing fact-
checking benchmarks can be divided into two
primary categories based on their data sources. The
first category includes benchmarks derived from
Wikipedia data, such as STATPROPS (Thorne
and Vlachos, 2017), FEVEROUS (Aly et al.,
2021), and Hover (Jiang et al., 2020). The second
category focuses on datasets developed by refining
knowledge bases from fact-checking websites
and existing fact-checkers, such as CLAIMDE-
COMP(Chen et al.,, 2022), DECLARE(Popat
et al., 2018), and QUANTEMP(Venktesh et al.,
2024). Although these benchmarks are considered
comprehensive and challenging, most of them
focus primarily on claim design and evidence
retrieval, overlooking an essential aspect of the
fact-checking task: explanation generation. As
large language models play an increasing role
in fact-checking, particularly by generating
explanations to aid in verification, there is an
urgent need for a benchmark that incorporates
explanations to assess the reliability of this process.
Unfortunately, most existing benchmarks neglect
this crucial component, resulting in incomplete
evaluations. Furthermore, only a few benchmarks,
such as X-Fact (Gupta and Srikumar, 2021),
CFEVER (Lin et al., 2024), and CHEF (Hu
et al., 2022), address the creation of fact-checking
datasets for non-English scenarios. To effectively
assess the reliability of rapidly evolving Al-driven
fact-checking, the development of a non-English
benchmark that includes explanations is crucial.

Automatic Fact-checking Research on auto-
mated fact-checking technologies can be broadly
categorized into two areas: fact verification and
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Figure 1: Overview of TrendFact. The left side illustrates the diverse data sources of TrendFact, the detailed
distribution of the data, and the process of dataset construction. The right side displays a fact-checking example
from TrendFact that involves complex numerical reasoning.

explanation generation. Fact verification is essen-
tial for the timely evaluation of claims. Previous
studies have predominantly focused on areas such
as Wikipedia article verification (Rashkin et al.,
2017; Wang et al., 2022a), table-based verification
(Liu et al., 2021; Zhou et al., 2022), and question-
answering dialogue-based verification (Wang et al.,
2022b; Zhang et al., 2024). With the advancement
of large language models (LLMs), fact-checkers
have begun leveraging these models to design fact-
verification applications. For example, (Pan et al.,
2023) proposes PROGRAMEFC to utilize LLMs
to generate executable programs, performing fact
verification step by step. Explanation generation,
on the other hand, addresses a more challenging
task of producing interpretable results to support
comprehensive fact-checking. It not only verifies
claims but also provides an explanation of the prin-
ciples behind the verification process. While most
research has focused on using partial explanations
as intermediate steps to facilitate verification, only
a few studies have explored how natural language
can be used to communicate the accuracy of claims
and the rationale behind judgments. For example,
(He et al., 2023) proposes to help users correct mis-
information by generating counter-misinformation
responses. Nevertheless, fact verification and ex-
planation generation have largely overlooked the
interdependent feedback loop between veracity and
explanation, and most of the research has been lim-
ited to English-language scenarios.

3 Datasets Construction

3.1 Overview

We introduce TrendFact, a comprehensive and
highly challenging fact-checking benchmark. Fig-
ure 1 provides an overview of the TrendFact
pipeline, which includes data sources, benchmark
construction process, data attribute distribution,
and example data point. TrendFact consists of a
total of 7,643 data entries collected from trend-
ing events and fact-checkers, encompassing cate-
gories such as digital computation, logical reason-
ing, and common-sense errors. The dataset is fur-
ther divided into 1,131 multi-evidence entries and
6,512 single-evidence entries. Notably, TrendFact
is a fact-checking benchmark to include verifica-
tion explanations. In contrast to previous bench-
marks, which primarily used Wikipedia and fact-
checking websites as data sources, we have opted
for more practical and real-world sources, includ-
ing the trending platforms and the professionally
rigorous CHEF dataset.

3.2 Dataset Construction

Data Collection We begin by identifying the
sources of fact-checking data. Previous studies
have primarily relied on Wikipedia or various fact-
checking websites. For example, the CHEF dataset
was originally compiled from fact-checking web-
sites. To ensure alignment with existing research,
we also considered gathering data from these same
sources. As a result, we selected CHEF as one



Dataset #Claims Source Explanation Focus Language
Synthetic Claims

FEVEROUS(Aly et al., 2021) 87,026 WP X English
CHEF(Hu et al., 2022) 10000 FCS X Chinese
Hover(Jiang et al., 2020) 26,171 WP X English
CFEVER(Lin et al., 2024) 30,012 WP X Chinese
STATPROPS(Thorne and Vlachos, 2017) 4,225 FB X English
Fact-checker Claims

CLAIMDECOMP(Chen et al., 2022) 1,250  Politifact X English
DeClarE(Popat et al., 2018) 13,525 FCS X English
X-Fact(Gupta and Srikumar, 2021) 1,800 FCS X Multi
AVeriTeC(Schlichtkrull et al., 2024) 4,568 FCS X English
FlawCheck(Kao and Yen, 2024) 30, 349 FCS v English
QUANTEMP(Venktesh et al., 2024) 30,012 FCS X English
TrendFact 7643 TP v Chinese

Table 1: Comparison of TableFact with other fact-checking datasets. In the table, WP refers to Wikipedia, FCS
refers to fact-checking websites, TP refers to Trending Platform, and FB refers to FreeBase. By “Explanation

Focus”, here we refer to dataset contains explanations.

of our key data sources, as it is one of the few
datasets focused on the Chinese scenario. Further-
more, to diversify the sources in our benchmark,
we collected data from multiple trending platforms
from 2020 to 2024, thus broadening the dataset’s
coverage to include a wider range of real-world
fact-checking scenarios. In total, we gathered an
initial set of approximately 500,000 claims.

Data Formalization Due to varying data sources,
the initial data exhibits significant differences in
completeness, with each dataset containing some
level of interference noise. The CHEF dataset is rel-
atively comprehensive, including claims, evidence,
and judgment labels. However, these samples have
a distinct characteristic: the evidence often directly
incorporates the judgment label (e.g., "... is a ru-
mor"), which reduces the challenge and introduces
factual errors as noise. In contrast, the trending
data consists solely of statements, which must be
transformed into claims. Furthermore, not all trend
data can be converted into challenging claims. To
address these issues, we implemented a rigorous
data enhancement process to reduce noise and im-
prove data completeness.

Given the differences in properties between the
CHEF and trend data, we applied separate enhance-
ment processes to each source. For the CHEF data,
the enhancement process involved data cleaning,
selection of challenging samples, and label correc-

tion. Initially, we removed samples with significant
noise in the claims. Then, using a combination
of LLM voting and manual filtering, we identified
more difficult samples. Afterward, we corrected
factual errors and refined the original labels, re-
sulting in a more polished version of the dataset,
CHEF-EG, which consists of 1,131 claim-evidence-
label triples. For the trend data, the enhancement
process included data filtering, claim rewriting, and
evidence retrieval. Initially, we evaluated the po-
tential of the data points by combining LLM vot-
ing to assess their suitability as challenging fact-
checking samples. This allowed us to filter out
approximately 50,000 samples. Subsequently, we
manually filtered the data and selected a few thou-
sand samples. Since the original trend data could
not be directly used as claims, we rewrote the se-
lected samples to incorporate identifiable factors.
Then, we manually retrieved evidence via Google
to validate the truthfulness of the rewritten claims,
resulting in a dataset consisting of 6,512 claim-
evidence-label triples. Finally, we merge the 7643
claim-evidence-label triples from these two sources
to form the intermediate state of TrendFact.

Explanation Generation Most existing fact-
checking datasets lack explanation components,
and to our knowledge, there is no fact-checking
dataset with explanations for non-English scenar-
ios, such as Chinese. With the advancement of



LLM technology, the role of explanation genera-
tion in fact-checking has grown significantly. It
not only offers general users clear and intuitive rea-
soning but also allows fact-checkers to assess the
accuracy of fact-checking methods based on ex-
planation generation. Consequently, we annotated
the intermediate TrendFact samples with detailed
explanations, creating the final comprehensive fact-
checking benchmark consisting of claim-evidence-
label-explanation quadruples. Specifically, we re-
cruited and formed an annotation team consisting
of fourteen graduate students and one doctoral stu-
dent. They all come from prestigious institutions
and have undergone rigorous annotation training.
Following the annotation process, we performed a
quality review. Annotated data point was evaluated
by three independent reviewers, in addition to the
original annotator, to ensure high-quality annota-
tions. This approach helps mitigate potential biases
that may arise from individual annotators.

3.3 Comparisons with Existing Benchmarks

We perform a comparative analysis of TrendFact
and existing fact-checking benchmarks, with the
results summarized in Table 1. The results confirm
our observation that current fact-checking bench-
marks lack explanatory statements for fact verifi-
cation. As a result, they fail to evaluate the expla-
nation generation of fact-checking tasks, leading
to an incomplete assessment. Additionally, most
research has focused on English scenarios, with
limited studies addressing non-English scenarios.

TrendFact, introduced in this work, is the first
fact-checking benchmark for non-English scenar-
ios that incorporates detailed explanations and in-
tegrates multiple data sources, including trend-
ing news websites. Unlike other benchmarks,
TrendFact evaluates explanation generation in fact-
checking tasks, providing greater practical rele-
vance and broader coverage.

4 Baselines

In this section, we introduce the approaches used
to comprehensively assess the difficulty and behav-
iors of TrendFact, including: LLMs, fact-checking
methods, and our proposed method, FactISR.

4.1 Fact-checking Methods

A benchmark is typically designed to achieve two
key objectives: effectiveness and challenging com-
plexity. First, it should be compatible with existing

fact-checking methods, demonstrating its validity
and acting as a practical testbed for current tech-
nologies. Second, it must be sufficiently complex
to expose the limitations of existing methods, thus
emphasizing its challenging nature. Accordingly,
based on these objectives, we selected two repre-
sentative automated fact-checking methods, PRO-
GRAMEFC (Pan et al., 2023) and CLAIMDECOMP
(Chen et al., 2022), to evaluate TrendFact. We per-
formed generation tasks on the TrendFact dataset
for PROGRAMFC’s decomposition procedures
and CLAIMDECOMP’s yes/no sub-questions, us-
ing GPT-3.5, with other parameters aligned with
the original study.

4.2 LLMs

Recent advancements in large language models
(LLMs) have given rise to advanced inference-
scaled models, such as DeepSeek-R1 2025. These
models, also known as inference-optimized LLMs,
leverage techniques like reinforcement learning and
inference scaling laws to significantly enhance rea-
soning capabilities. Their superior inference abili-
ties make them suitable for complex tasks, includ-
ing fact-checking. In fact-checking tasks, these
models can process and evaluate claims against
evidence, providing veracity assessments and ex-
planations. Then, these advanced inference-scaled
LLMs can thus play a pivotal role in improving
the accuracy and reliability of fact-checking pro-
cesses. In this work, we choose the following
LLMs for testing TrendFact: QwQ-32B-preview
(qwe, 2024), ol-preview (OpenAl, 2024), and
DeepSeek-R1. Additionally, we select the power-
ful general-purpose LLMs, including GPT-4 (Ope-
nAl, 2024), DeepSeek-v3 (Guo et al., 2025), and
Qwen-72B-Instruct (qwe, 2024), which do not have
enhanced reasoning capabilities, to broaden the
evaluation scope. These models have also shown
impressive abilities in tackling complex tasks.

4.3 FactISR

Inspired by the remarkable performance of tech-
niques like DeepSeek-R1 in reasoning to solve
complex tasks, we propose FactISR, an iterative
self-reflection reasoning enhancing method. Figure
2 gives an overview of FactISR. It presents an itera-
tive reasoning prompt template based on three key
fact-checking features and combined with a reward
decoding mechanism to promote base reasoning
LLM’s performance on fact-checking tasks.
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Reasoning Adaptation via Evidence Triangula-
tion In order to enhance reasoning LLM, It is
intuitive to construct a powerful prompt template.
By analyzing the human iterative reasoning pro-
cess on TrendFact, we identify three key features
essential for fact-checking tasks: (1) the relevance
between claim and evidence, (2) the consistency
between key information and evidence, and (3)
the conflict among claim, evidence, label, and ex-
planation. First, we conclude that the higher the
relevance, the greater the likelihood of ensuring
the accuracy of the claim verification. Second, to
ensure the correctness of extracted key information
during the reasoning process of LLMs, they should
perform self-feedback to validate the consistency
between key information and evidence. Finally,
LLMs must reflect on their reasoning process, and
identify potential conflicts for iterative thinking.

Then, we perform the construction of the reason-
ing template combined with these features. As illus-
trated in Figure 2, it comprises six interconnected
modules. Specifically, based on the relevance, an
initial verification label is derived. Then, the LLM
extracts key information from evidence, assesses its
consistency, and uses it to reassess preliminary la-
bel while providing detailed explanations. Finally,
the LLM reflects on the entire process, identifies
conflicts, and provides feedback to guide further
reasoning. Detailed prompt information is provided
in the Appendix 3.

Iterative Self Reflection via Reward Decoding
Ideally, the LLM would follow the template to con-
duct iterative reasoning. However, when conflicts
arise clearly during reasoning, the model fails to
acknowledge its errors, leading to premature ter-

mination of reasoning and preventing reflection.
To address this, we propose a reward decoding
mechanism to affect the LLM’s generation process
(Figure’s 2 right side), improving the probability
of it into an iterative reflection phase to resolve
conflicts. Specifically, we predefined a target to-
ken sequence to serve as the trigger for the reward.
Specifically, when the LLM generates tokens that
meet this condition, the reward is activated, increas-
ing the probability of the next token being “yes”.
This approach can be formalized as follows:

fIi/h-‘-k = RD(xh+k)

_ ) ®hik + Ao R, ifxnpip1=8
otherwise

—_— )]

Where ), 4, represents the adjusted token at
position i + k in the LLM, while x, is the orig-
inally generated token. Tp.,+%—1 denotes the con-
tinuous token sequence generated by the LLM from
position i to h + k — 1, where S is a predefined
specific token sequence. When xj.;, 411 matches
S, we calculate the reward vector R (used to as-
sign rewards to certain affirmative tokens) through
the initial reward value A and the decay factor -y
(with the value range 0 < v < 1), with the ¢ means
iteration step.

5 Experiment

5.1 Experiment Setup

Metrics For fact verification, We choose four
widely used and complementary metrics: F1-
macro, Precision, Recall, and Accuracy. The F1-
macro is the macro average of the three classes of
F1 scores. Accuracy is the ratio of correctly veri-
fied samples to the total number of samples. For



Methods Acc F1 P R

PROGRAM-FC 56.55 54.05 54.17 56.62
CLAIMDECOMP | 59.35 56.86 56.65 59.41
Qwen-72B-instruct | 65.14  60.56 66.97  63.65
DeepSeek-V3 63.74 6031 66.09 63.96
GPT-40 7229 69.68 69.02 72.88
DeepSeek-R1 7792 7256 7372 72.64
ol-preview 7898 75.16 7513 75.72
QwQ-32B-Preview | 6531 61.76 63.68 65.53
-w/ COT 7190 68.64 6821 71.25
-w/ ET 7328 6997 69.87 7241
- w/ ET+ISR 7545 7244 7248 74.59

Table 2: Comparison of FactISR with other baselines
on fact verification task. The ET and ISR represent
the evidence triangulation and iterative self-reflection
components of the FactISR method, respectively. The
last column presents the experimental results of the
QwQ model after incorporating FactISR and COT.

the task of explanation generation, we employ the
following evaluation metrics: BLEU-4, ROUGE
(including ROUGE-1, ROUGE-2, and ROUGE-L),
and BERTScore. Additionally, we introduce a new
metric named explanation consistency score (ESC)
to identify the consistency level between grounded
explanation and generated explanation. The detail
about ECS is presented in Appendix. These met-
rics were selected to comprehensively evaluate the
textual similarity, word overlap, and fidelity of the
generated explanations.

Baselines The methods for testing TrendFact
have been detailed in Baselines section.

Experimental Settings. Our implementations
are based on Pytorch. We leverage the QwQ-32B-
Preview (hereafter referred to as QwQ) as the base
LLMs. The evaluation for ESC was conducted
using GPT-40, while BERTScore evaluations are
conducted on bert-base-chinese. The reward vec-
tor R and the decay factor ~ are set to 20 and 0.1,
respectively. The maximum input and maximum
output length are set to 16k and 300, respectively.
All inference experiments utilized greedy search
as the strategy. All GPU-related inferences are
executed on 4 x A100 GPUs.

5.2 Main Results

To provide a deeper insight into our proposed
benchmark TrendFact and the fact-checking
method FactISR, we present the evaluation results
for fact verification and explanation generation in

Table 2and Table 3, respectively. For fact veri-
fication, we conduct evaluation on three types of
baselines. For the explanation generation, we select
baselines exclude fact-checking methods, as these
methods do not produce readable explanations.

Fact Verification Results For fact-checking
methods, the results show that they perform poorly
on the TrendFact benchmark. There’s a big gap
between existing fact-checking methods and oth-
ers that are established on advanced-scaled infer-
ence LLM. This indicates that TrendFact contains
many difficult samples and presents a high level
of challenge to these methods. The diversity and
complexity of the inference tasks within Trend-
Fact are also the reasons for limiting their effec-
tiveness. For LLMs, both general-purpose and ad-
vanced inference-enhanced LLMs, demonstrate su-
perior performance, highlighting their robustness in
addressing complex and challenging fact-chekcing
problems. Moreover, advanced inference-enhanced
LLMs outperform general-purpose models due to
their superior reasoning capabilities. These capabil-
ities allow them to tackle the complex, reasoning-
based examples in TrendFact more effectively. Nev-
ertheless, even the highest-performing model, o1-
preview, failed to exceed 80% across all metrics.
This also underscores the significant challenge
posed by TrendFact.

Furthermore, compared to CoT (Chain-of-
Thought)’s limited improvement, our proposed Fac-
tISR, which built on QwQ with two reasoning-
improving strategies: Evidence Triangulation (ET)
and Iterative Self Reflection (ISR), substantially en-
hanced the original QwQ’s reasoning performance,
with an improvement of 10.14 in accuracy and an
F1 score increase of 10.68, achieving results on par
with the second strongest models, DeepSeek-R1,
while surpassing in recall metric. This confirms
that our proposed method FactISRT is effective in
enhancing LL.Ms with reasoning capabilities with
handling more complex fact-checking tasks. In this
study, we employ a rule-based parser to extract the
response from the reasoning model’s explanation,
and then use ! for obtaining the final veracity label.

Explanation Generation Results For LLMs, we
observe that almost general-purpose LLMs uni-
versally outperform the advanced inference-scaled
LLMs. For instance, ol-preview, which performs
the best on the fact-verification task, lacks behind

"https://pypi.org/project/fuzzywuzzy/



Methods BLEU-4 BERTScore ROUGE-1 ROUGE-2 ROUGE-L ECS

Qwen-72B-instruct | 0.3366 0.8364 0.6441 0.4589 0.5906 0.7787
DeepSeek-V3 0.3573 0.8432 0.6596 0.4805 0.6087 0.7812
GPT-40 0.2958 0.8270 0.6191 0.4189 0.5561 0.8622
DeepSeek-R1 0.2705 0.8143 0.5832 0.3821 0.5188 0.9115
ol-preview 0.2693 0.8022 0.5602 0.3960 0.5206 0.8986
QwQ-32B-Preview | 0.2093 0.7804 0.5330 0.3459 0.4669 0.8198
-w/ coT 0.2790 0.8193 0.6012 0.4040 0.5443 0.8752
-w/ ET 0.2826 0.8057 0.5727 0.3927 0.5182 0.8861
-w/ ET+ISR 0.2815 0.8059 0.5727 0.3910 0.5173 0.8954

Table 3: Comparison of FactISR with other baselines on explanation generation.

the general-purpose LLMs on almost all metrics
except for the ECS. Our analysis reveals that the
reasoning process of inference-scaled models con-
tains a significant amount of critical information,
which leads to a clear reduction in the richness of
their final outputs. These models tend to produce
concise key pieces of information and accurate rea-
soning results rather than redundant non-critical
content. In contrast, general-purpose LLMs excel
at generating human-readable text, which produces
more diverse and richer outputs. This results in
higher scores on text-based metrics, such as 0.61
on ROUGE-L for DeepSeek-v3. However, since
the ECS process includes key information from the
reasoning model’s inference process, these models
can achieve outstanding performance on it. This
phenomenon can be also validated through the ECS
and the Acc in fact-verification: DeepSeek-R1 and
ol-preview achieve higher ECS scores, indicating
that their generated explanations are more consis-
tent with the ground truth explanations and yield
more precise results.

For FactISR, the results demonstrate its ability to
significantly enhance the performance of the origi-
nal reasoning model, QwQ, across all metrics. For
example, the completed FactISR improves QwQ’s
score on BLEU-4 and ECS by 7.2 and 7.6, respec-
tively. This improvement makes QwQ surpass the
powerful reasoning model ol-preview in overall
performance. This indicates that FactISR not only
improves the reasoning accuracy of QwQ but also
enriches its general-purpose output content. Com-
pared to enhancements from CoT techniques, Fac-
tISR provides more substantial improvements in
reasoning effectiveness.

5.3 Ablation Study

We evaluate the effectiveness of each component
within FactISR by incrementally integrating them
into QwQ. We conduct ablation experiments for
both fact verification and explanation generation.
The results (bottom of Table 2 and 3) demonstrate
that adding the iterative reasoning template (ET)
alone significantly improves the original QwQ’s
performance in both scenarios. For instance,
QwQ’s accuracy increased by 8 percentage points,
surpassing GPT-40, the best-performing general-
purpose LLM in fact verification. Additionally,
QwQ’s BLEU-4 score exceeds that of DeepSeek-
R1, the top-performing inference-enhanced LLM
in explanation generation. When the iterative self-
reflection module is incorporated, QwQ’s perfor-
mance further improves. These findings confirm
the effectiveness of both FactISR components.

6 Conclusion

This paper introduces TrendFact, the first Chi-
nese fact-checking benchmark with structured nat-
ural language explanations. Through a meticu-
lously designed data construction process, Trend-
Fact presents a diverse set of challenging samples
requiring complex reasoning. We propose ECS
to assess the factual accuracy and consistency be-
tween generated and ground-truth explanations. Ex-
periments on automated fact-checking methods and
advanced LLMs highlight TrendFact’s consider-
able challenge. Additionally, we propose FactISR,
a method that enhances base reasoning models,
significantly improving their fact-checking perfor-
mance.



7 Limitations

In this paper, we propose a Chinese fact-checking
benchmark, TrendFact, which includes structured
natural language explanations. However, to im-
prove its real-time relevance, the claims in our
dataset are sourced from trending statements on
platforms, which require significant human effort
to convert into more complex reasoning claims.
Additionally, the evidence and explanations in the
benchmark are manually gathered and summarized,
resulting in high labor costs. We explore whether,
in the future, more powerful LLMs with human-
like summarization abilities can alleviate this issue.
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A Details of the ECS

Table 4 provides a detailed definition of ECS. The
descriptions from top to bottom are as follows:
Dual Discrepancy: Both authenticity label misjudg-
ment and fully inconsistent explanatory content.
Label Error with Content Consistency: Incorrect
authenticity labeling despite congruent explanatory
material. Accurate Labeling with Explanatory Di-
vergence: Correct authenticity identification ac-
companied by conflicting interpretation content.
Partial Content Alignment: Proper authenticity
classification with only partial consistency in ex-
planatory elements. Full Verification Compliance:
Complete congruence between correctly identified
authenticity labels and their corresponding explana-
tory content.
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B Prompt of ET

As shown in Figure 3, the prompt details the follow-
ing aspects: (1)The relevance between the claim
and evidence. (2)The consistency between key in-
formation and evidence. (3)The conflict among the
claim, evidence, label, and explanation.

C Example of Rethinking via Reward
Decoding

Figure 4 illustrates an example of rethinking via
reward decoding. Without reward decoding, the
model directly outputs a conclusion of no conflict
and prematurely ends the reasoning process. Our
reward decoding encourages the model to reassess
its previous judgment, leading to a reconsideration
that ultimately results in the correct outcome.



Label Verification Accuracy Explanation Consistency Score Normalized Score

Misjudgment Full Discrepancy 1 0.2
Misjudgment Consistency 2 0.4
Correct Judgment Content Divergence 3 0.6
Correct Judgment Partial Consistency 4 0.8
Correct Judgment Full Consistency 5 1.0

Table 4: Explanation consistency score.

IRELR, FFRUSEIMDENERLE, REHIMHAIANETIEH A — BB,

ERIMERB=M: AX, £F, HEFRS.

Al

| RO TR TR

| IRBEAL

| <think>:({ B Z I RIEIXE)}
1 <final_output>:iFHEE R,
AR

ELt, ZRERERN.

X
| <think>:({{ B Z I FRIEIXE)}
| <final_output>IHERR, ... B, ZEERHIRN,
RIEERRES :

| <think>:({ BZ IR B
| <final_output>iHER R, ... B, IR RUEIESAIHAN AT,

ARETDUSIRAOS TR (136 I BT 5% 58 R/ — BRI /B LT B SEAE eh ST
| Hep R ER D RRIEA N HEMWANE, TR, FENRRZAREIEFEIR, FAEEN: (BR) .0

FOBEIRMZSRU TR (7 ADRH)

+ <think>

BB ARXIEANT: RN EAIEE 2 A0, MR AR (/).

| SE2W/ASEIEFINT . BARIBERAIBT AR BTN, HTEXER, #B™, (ZRAMZRIERN, ARERZRERN, AEERIZA R NEIEYFNAN BN, )

HEREZES B BMIEREPRIHARES, XBERR.
| B4 /B HET . BHETK RS B 5 IHE 2 [BlR— HEEER (B/PAR).
| SE55/EAHIMTELSLE : BARIEX I ERENEZ A WA, ERET, ..., Eib, YFRARGZEH, BRI OER/RIER) .

:%(6%}?%‘?’%']&& (5B EBFERBATEATHE) . REFENUE, 108, FENRR2 AR ETEEENR, CE, BESRECHCIEEEGR), BHESERSE, |
U (RTHE) b, e

| </think>

T TEEERE—ARR!
RE] AT RZE, {E;
B tput:

ERANE L TR RIERATRR!
SN Z IR 2B E<think>, EMRHNEE

You are a fact-checking expert. I will provide you with a current statement and related evidence, and you need to determine the truthfulness of the statement and provide an explanation.

:'l'he statement labels are limited to three categories: True, False, Insufficient Evidence.
“Your output should follow this format:

EIf the statement is true:
<think>: { {Thought process here} }
i<final_output>: The evidence indicates that... Therefore, the claim is true.

If the statement is false:
<think>: { {Thought process here} }
i<final_output>: The evidence indicates that... Therefore, the claim is false.

If the evidence is insufficient:
i<think>:{{Thought process here} }
E<ﬁnalj)ulpul>: The evidence indicates that... Therefore, the evidence is insufficient to verify the truthfulness of the claim.

‘Available steps include (Rel A ‘Truthfi Key Information E ion/( i ion of Tr “onflict )
:In "Conflict Assessment," the output should be: "Re-examining whether there is a potential conflict between the statement, evidence, label, and explanation. The result is: (No/Yes)..."

The thought process should follow this format (with /' denoting separation):

i<think>
'Step 1/Relevance Assessment: Assess the relevance between the claim and the evidence. The current relevance is (high/medium/low).
‘Step 2/Truthful : Evaluate the truthful of the statement based on the evidence. Given the relevance is *, and ***, (the statement should be true./the statement should be false./the evidence should be

\insufficient to verify the statement's truthfulness.)

zstcp 3/Key Information Extraction: Extract key information from the evidence, which is "*###n_

Step 4/Consi Assess the consi between key information and evidence. The current consi measure is (I b
Step 5/R of Truthfi Reassess the truthfi based on key information. The evidence indicates that..., therefore, the statement should be **, and the previous was (accurate/ !
ESlep 6/Conflict Assessment (this step must strictly follow the given phrasing): Re-examining whether there is a potential conflict between the statement, evidence, label, and explanation. The result is: No, thought process |
‘ends/Yes (** and ** may conflict), return to Step * for re-evaluation. ]
{(Optional) Step *, *#**#*

</think>

igh/medium/low)

Note: First-person language should not be used!
Note: Thought processes should be enclosed within <think>, and the final <final_output> must be concise and standardized!
E al

Figure 3: The prompt template of this paper. The upper part is the Chinese prompt template, and the lower part is
the translated English prompt template.
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<think>

SE1S/ARMAINT: RREFIMTRENIEE 2 BAEXE . RERTI2021511 BARmEATISIREEEY, RESEMRIBE10C, HEFRAT

NAGHE7HRMTIARE. AKX, BHRSIE, RESEEEIOC~12C, [FEI4CT~16TC, X5REFNATEN,

E AR SRS .

24 /B MEAIT: ARIFIHE, MATRHSEDERY, BERESERERII0C, EERPHKELI4T, IHEREFRSRENTR, EE
Rs. B, MBHENZREREIN,

E35/XBESRR: MWHEPRICRER, WEBNNE (MAGEZETH).

14C~16C) %,

REIRE (WE. AKX, BH) . SEMEIE (10C~12C, FHE

4L/ —EMAINT: XLEXPERSHETHN KRR N SMESEEBE0C -8, A—BERS.
5263 /EAMESIM: BT ER—REANEHEN TR, BMIAMZREREZN,

No Reflection

Reflection

SE65IMSRILFINT: HEH
AL, IR, AR
MR 2 B R SRR

R, HMERA: &, B
EER,
</think>

<final_output>

EEET, 2021FE11A6H
Z7H, MAATEEHE
. AR, BBXS, &
SR IEIA10C~12T,
BHMEEBI14C, X5
EPRINREBER
TS IRFEIEE10T”
HRF. B, ZRERE
Ry,

</final_output>

SBo/ MR HINT: REMEMRE, MR, mENRRZ BRTIEFDIR, "ASRN: £ WHEPRE &BEEY", BiHEd
RIEEATEIEAFRRE, BERARBRRSIRE, ABHRSIBETREIC~10C, Fittk16CMUE", MREMATHIREIERI0C~
12C, BEBI4C~16T, BEMIN RERI NWRARTER.

B7H/H—FHN: AT RBRP ORE, BETRIREPETH2021FHE. IHEPRIXEZAMMNERERY", Bt
EFIREIRE AR, RBR“&EEN. I, IHEPRIATIMXERSC~10C, Bith16'CMAE, MEPETHAIRRIBER
0C~12C, BEM4T~16C, AEit, ENFABUMK, FMETNERIEERA, ERER2FRSE, IHETRBRHERBNES.

8L /BB BTFIEEPRIXE AMMRREEH", MAETRNE RERY, RARENEEE, FLARERFER—
o WESh, GEEFIRERHEERNONILRE, TEREXRRTESERENZN. Ft, RATEITAY, HERRMUZRE
R HIE.

O/ mILHINT: BEFULHI, IEHBEXISEATHOR—REEY, SETHEBEERBITI0C, ERER " &EBEN RZEBIES
S, B, WENESXMTEREMIA, IHERRS .
/think>

final_output>:

IHEER, FEMATENA6AZE7HRIR—REHRS, SBTRIBEZEI10C, BEXEZIARI4T~16C, A, WEFIRIIX
BREEY, MEBRMHERAN AMEREER", RERHSECEANNLEREE. Fit, IEERE IS ETRENEST
1%,

/final_output>

Figure 4: An Example of Rethinking via Reward Decoding.
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