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ABSTRACT

Large language models exhibit systematic deficiencies in creative writing, partic-
ularly in non-English contexts where training data is scarce and lacks process-
level supervision. We present COIG-Writer, a novel Chinese creative writ-
ing dataset that captures both diverse outputs and their underlying thought pro-
cesses through systematic reverse-engineering of high-quality texts. Unlike exist-
ing datasets that provide only input-output pairs, COIG-Writer comprises 1,665
meticulously curated triplets spanning 51 genres, each containing: (1) a reverse-
engineered prompt, (2) detailed creative reasoning documenting decision-making
processes, and (3) the final text. Through comprehensive experiments, we iden-
tify a two-component model of creative writing: narrative logic (provided by
process supervision) and linguistic expression (maintained by general-purpose
data). Our findings reveal three critical insights: (1) process supervision requires
>10k general samples for stabilization—below this threshold, performance de-
grades monotonically (35.78%—42.16%—50.00%—62.75%), (2) creative capa-
bilities are culturally-bound with no cross-lingual transfer (89.26pp gap between
Chinese and English performance), and (3) lexical diversity inversely correlates
with creative quality (TTR paradox), suggesting high diversity signals compen-
satory behavior for logical deficiencies. These findings establish that creative
excellence emerges from the interaction between logical scaffolding and lin-
guistic grounding, analogous to how mathematical reasoning enhances but can-
not replace linguistic competence in foundation models. Dataset available at
https://anonymous.4open.science/r/COIG-Writer.

1 INTRODUCTION

Process supervision has transformed structured reasoning—achieving 93% on mathematical compe-
titions (Lightman et al.|[2023; OpenAlL 2024) and enhancing multi-step reasoning (Wei et al., 2022}
Kojima et al., 2022)—yet creative writing, despite constituting 40% of LLM applications (Ope-
nAl |2025; |/Anthropic, [2025)), lacks comparable methodological advances. We hypothesize this gap
stems from a fundamental misunderstanding: creative writing is not monolithic but compositional,
requiring both narrative logic (structural planning) and linguistic expression (stylistic realization).

Current creative writing models exhibit systematic failures across three dimensions. First, narrative
structures converge to predictable templates—repetitive narratives with limited variation dominate
outputs (Wu et al., 2025). Second, stylistic diversity collapses—distinct authorial voices homog-
enize into what practitioners term “Al flavor” (Chiang et al., [2024). Third, cultural authenticity
deteriorates catastrophically in non-English contexts—Chinese models produce Western narrative
structures with superficial cultural markers rather than authentic qi-cheng-zhuan-he (beginning-
development-turn-conclusion) progression (Du et al., 2024).

We introduce COIG-Writer, a Chinese creative writing dataset that uniquely captures the reasoning
process underlying creative decisions. Our 1,665 expert-curated triplets span 51 genres, each con-
taining: (1) reverse-engineered prompts, (2) detailed creative reasoning chains, and (3) final texts.
While existing datasets prioritize either scale—WritingPrompts (Fan et al.,|2018) (300K samples),
ROCStories (Mostafazadeh et al.l [2016) (100K samples)—or breadth—COIG (Zhang et al., [2023))
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Figure 1: COIG-Writer pipeline. High-quality Chinese texts from 51 genres undergo LLM fil-
tering, then human experts reverse-engineer prompts and reasoning processes. Quality validation
yields 1,665 triplets with explicit creative reasoning chains.

(67K samples), LCCC (Wang et al., 2020) (12M samples)—they provide only input-output pairs
without process data. COIG-Writer uniquely combines multi-genre coverage with explicit reason-
ing chains, enabling process-level learning of creative decision-making. Figure [I] illustrates our
two-stage construction pipeline: systematic collection and filtering of high-quality texts, followed
by expert reverse-engineering to extract the implicit creative reasoning.

Our experiments reveal three key findings: (1) Process supervision achieves 62.75% win rate in
Chinese creative writing but requires >10k general samples—performance degrades monotonically
below this threshold (35.78%—62.75%). (2) No cross-lingual transfer occurs: English performance
drops to 46.46%, with pure COIG-Writer models generating Chinese text for 12.18% of English
prompts. (3) Lexical diversity inversely correlates with quality—highest TTR (0.678) corresponds
to lowest preference scores (37.25%). These findings support a two-component model of creative
writing: narrative logic (enhanced by process supervision) and linguistic expression (maintained by
general data). Neither component alone suffices—the optimal configuration requires both.

Contributions:

* Reverse-engineering methodology: We develop a systematic approach to extract reason-
ing chains from high-quality texts through multi-stage validation (LLM filtering + expert
annotation). The methodology achieves 70% acceptance rate and generalizes to other cre-
ative domains.

* COIG-Writer dataset: 1,665 Chinese creative writing triplets spanning 51 genres, with
average lengths of 283/1,089/2,214 characters (prompt/reasoning/article). Each triplet un-
dergoes 6-dimensional quality evaluation (score >50), representing expert annotations.

» Empirical validation of compositional hypothesis: Through controlled experiments, we
demonstrate: (1) process supervision improves Chinese creative writing from 35.78% to
62.75% but requires >10k general samples for stabilization, (2) creative capabilities are
language-specific with 16.29 % performance gap between Chinese and English, and (3)
lexical diversity inversely correlates with quality (TTR paradox).

2 THE COIG-WRITER DATASET

We introduce COIG-Writer, a high-quality Chinese creative writing dataset that uniquely incorpo-
rates human thought processes to address fundamental limitations in current Al-generated content.
Unlike existing datasets that provide only input-output pairs, COIG-Writer captures the complete
creative reasoning chain through a novel reverse-engineering methodology.

Our dataset comprises 1,665 carefully curated triplets, each consisting of three components: (1) a
Reverse Inspiration Prompt that could plausibly generate the target text, (2) a detailed Reasoning
Process that articulates the author’s step-by-step creative decisions, and (3) the Article representing
the final creative output. This structure spans 51 genres across 8 major domains, targeting three core
competencies: creative generation, logical reasoning, and sophisticated language usage.
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Figure 2: The data curation pipeline of COIG-Writer. Our methodology consists of three main
stages: (1) Genre scope definition through expert consultation, (2) Multi-stage source text collection
and filtering, and (3) Reverse-engineering of thought processes with comprehensive quality control.

2.1 DATA COLLECTION METHODOLOGY

Genre Taxonomy and Scope Definition. We established our genre taxonomy by aggregating cat-
egories from writing websites, merging categories, and removing duplicates. The selection process
followed two core principles: (1) representational diversity to capture the rich spectrum of Chi-
nese literary traditions, and (2) practical relevance to include contemporary forms with real-world
applications. Our final taxonomy encompasses 51 specific genres organized across eight primary do-
mains: Functional Writing (e.g., proposal planning, tutorial guides), Communicative Writing (e.g.,
social media content, advertising copy), Non-fictional Writing (e.g., essays, reviews), Fiction (span-
ning traditional genres like Wuxia to modern science fiction), Internet Culture (e.g., subcultural
expressions, fan fiction), Poetry (classical and contemporary forms), Scripts (drama, debate), and
Role-playing Writing (character-driven narratives).

Annotator Recruitment and Training. We recruited 100 university students from diverse academic
backgrounds, including literature and linguistics programs, humanities disciplines, and STEM fields.
This interdisciplinary composition ensures broad perspective coverage while maintaining literary
sensitivity. All annotators underwent a standardized 8-hour training program covering: (1) quality
assessment criteria, (2) reverse-engineering techniques, (3) reasoning process articulation, and (4)
cultural sensitivity guidelines.

Source Text Collection and Initial Filtering. Source texts were systematically collected from di-
verse online platforms including literary forums, social media platforms, professional blogs, and
cultural websites. To ensure temporal relevance and avoid potential contamination with foundation
model training data, we strictly limited collection to content published after October 2022, verified
through rigorous URL tracing and cross-platform timestamp validation. Each collected text un-
derwent a five-dimensional initial assessment: Content Completeness (structural integrity), Format
Standardization (presentation quality), Error Correction (linguistic accuracy), Logical Consistency
(narrative coherence), and Creativity Assessment (originality and engagement). Texts were further
evaluated using engagement metrics (likes, shares, comments) as proxy indicators for quality and
appeal.

Automated Quality Screening. We developed a specialized LLM-based quality screening system
using carefully designed prompts with Qwen2.5-7B-Instruct. The system evaluates texts across two
dimensions through structured prompting: Article_quality (linguistic fluency, structural coherence,
factual accuracy) and Article_creativity (originality, expressiveness, cultural resonance).
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2.2 THOUGHT PROCESS CONSTRUCTION

Reverse-Engineering Methodology. For each qualified article, annotators employed our system-
atic three-step reverse-engineering protocol: (1) Prompt Reconstruction: Annotators analyze the
article’s core attributes (theme, style, structure, cultural references) to reverse-engineer a plausible
prompt that balances specificity with interpretative freedom. (2) Reasoning Process Articulation:
Using both the article and reconstructed prompt, annotators detail the creative decision-making pro-
cess, capturing initial interpretation, structural choices, cultural considerations, narrative strategies,
and refinement decisions. (3) Coherence Validation: The resulting triplet—Article, Reverse Inspi-
ration Prompt, and Reasoning Process—undergoes self-consistency checks to ensure logical flow
from prompt through reasoning to final output.

Multi-Dimensional Quality Evaluation. Each data triplet undergoes systematic evaluation across
six interdependent dimensions spanning three components: Article (quality: fluency, coherence,
cultural appropriateness; creativity: originality, expressiveness, engagement), Prompt (quality:
clarity, specificity, generative potential; creativity: innovation, cultural grounding, complexity), and
Reasoning (quality: logical consistency, completeness, clarity; creativity: insight depth, decision
justification, authenticity). These dimensions enforce cohesion—poor article-reasoning alignment
directly impacts quality scores. Triplets must satisfy dual thresholds to advance: cumulative score
>50 and individual dimension scores >8, ensuring both overall excellence and consistent quality
across all facets.

2.3 QUALITY ASSURANCE AND FINAL VALIDATION

Human-in-the-Loop Validation. Eight graduate-level domain experts in Chinese literature con-
ducted manual validation following standardized calibration sessions. Each triplet underwent tiered
review based on complexity: >2 reviewers for standard samples, >4 for samples requiring special-
ized cultural or stylistic knowledge. Review criteria encompassed: (i) semantic consistency across
the triplet components, (ii) cultural and linguistic authenticity, (iii) reasoning process coherence,
and (iv) contribution to genre diversity. Initial review achieved ~70% acceptance rate, with rejected
samples entering iterative refinement unless they contained factual errors (e.g., anachronistic refer-
ences) or violated content guidelines, which warranted removal. This multi-stage validation pipeline
produced a final corpus of 1,665 verified triplets.

Bias Mitigation and Diversity Assurance. We implemented five strategies to ensure dataset di-
versity: (1) balanced genre representation with minimum 15 samples per category, (2) geographic
diversity across source platforms, (3) temporal spread throughout the collection period, (4) stylistic
variety within each genre, and (5) regular bias audits during curation. These measures minimize
systematic bias and promote equitable representation across all dimensions.

2.4 EVALUATION BENCHMARK CONSTRUCTION

We constructed a comprehensive benchmark to systematically evaluate model performance on cre-
ative writing tasks.

Test Query Development. Two computational linguistics postgraduate students developed 104
evaluation queries covering all 51 genres (minimum two queries per genre). Each query specifies
three elements: target genre, creative constraints (length, style, theme), and cultural/contextual re-
quirements. Our expert panel validated all queries for clarity, precision, and appropriate difficulty
levels.

Human Evaluation Protocol. Four trained graduate evaluators assessed model outputs using a
standardized 4-point scale (0-3) across five dimensions: Content Quality, Creative Merit, Cultural
Appropriateness, Task Fulfillment, and Overall Preference. To ensure consistency, each evaluator
assessed outputs from five specific models, achieving high inter-rater agreement and minimizing
evaluation bias.
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Figure 3: Dataset composition of COIG-Writer. (a) Distribution across 7 main categories encom-
passing 51 specific genres. Communication (28.9%) and Novel (28.0%) constitute the majority, fol-
lowed by Non-fiction (14.6%) and Functional Writing (13.3%). (b) Length distributions for prompts
(Query), reasoning processes (Thought), and articles (Answer) demonstrate the varying complexity
across the dataset.

2.5 DATASET STATISTICS AND ANALYSIS

COIG-Writer contains 1,665 high-quality triplets with substantial diversity. Average character
lengths are 283 for prompts, 1,089 for reasoning processes, and 2,214 for articles, with maximum ar-
ticle length reaching 31,071 characters. The dataset spans 7 main categories with 51 specific genres.
Communication and Novel categories each represent 30% of the dataset, followed by Non-fiction
(14.6%) and Functional Writing (13.3%), as shown in Figur@ Genres include poetry, social media
content, fiction, and specialized forms like Xianxia and military novels (see Appendix [B). Length
distributions (Figure[3b) show articles ranging from 12-31,071 characters, reasoning processes from
252-4,094 characters, and prompts from 30-2,642 characters. This logarithmic distribution, con-
centrated between 100-10,000 characters, reflects natural variation in creative writing genres and
enables learning from both concise and elaborate examples.

3 EXPERIMENTS AND ANALYSIS

3.1 EXPERIMENTAL SETUP

Model Configurations. We investigate five configurations mixing COIG-Writer data (Dcw, 1,665
samples) with general-purpose data (Dg):

Table 1: Training configurations and data composition.

Model COIG-Writer General Total

Mcew 1,665 0 1,665
Mewsik 1,665 1,000 2,665
Mowsk 1,665 5,000 6,665
Mewaiok 1,665 10,000 11,665
Mg 0 10,000 10,000

All models initialize from the same checkpoint and train for 3 epochs with learning rate n = 2 X
1075, batch size B = 32, and AdamW optimizer.

Evaluation Protocol. We conduct pairwise human preference evaluation on 557 test queries (204
Chinese, 353 English) spanning 51 genres. Four trained annotators perform blind comparisons, with
inter-annotator agreement.
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Table 2: Pairwise win rates (%) on creative writing tasks. Bold values indicate win rates > 55%.
Each cell (¢, j) shows win rate of row 4 vs. column j.

| English | Chinese
Model | Mcw  Mewsik  Mewssk Mewaok - Me | Mew  Mewax - Mewssk - Mewaok  Ma
Mew - 38.53 27.20 24.08 23.51 - 39.22 32.35 25.98 35.78
Mewsik 61.47 - 3541 32.29 30.03 | 60.78 - 39.71 32.35 42.16
Mewask 72.80 64.59 - 49.29 4221 | 67.65 60.29 - 41.67 50.00
Mewsiok | 75.92 67.71 50.71 - 46.46 | 74.02 67.65 58.33 - 62.75
Mg 76.49 69.97 57.79 53.54 - 64.22 57.84 50.00 37.25 -
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Figure 4: Distribution of character counts across model variants. Box plots show median, IQR (box),
whiskers (1.5xIQR), and outliers (dots). Both languages show Mcw producing shortest outputs,
with Chinese texts generally shorter due to character density.

3.2 MAIN RESULTS

Human Preference Evaluation. Table |2| reports pairwise win rates across model configurations.
For Chinese creative writing, Mcw.10x achieves a statistically significant win rate of 62.75% against
the baseline Mg (p < 0.001), establishing it as the only configuration to meaningfully outperform
general-purpose training. Performance exhibits monotonic degradation with decreasing general data
proportions: Mcw.sk reaches parity (50.00%), while Mcw.1x and Mcw underperform at 42.16%
and 35.78% respectively. This pattern suggests a critical threshold of approximately 10k general
samples necessary to stabilize the creative enhancements introduced by specialized data.

Conversely, English results demonstrate systematic performance degradation across all COIG-
Writer variants. The baseline M maintains dominance with win rates ranging from 53.54% against
Mew+10k to 76.49% against Mcw. The monotonic improvement with increasing general data (from
23.51% to 46.46%) indicates that Chinese-centric creative data actively interferes with English gen-
eration capabilities. This asymmetric transfer pattern provides strong evidence that creative writing
competencies are culturally and linguistically bound, contradicting the hypothesis of universal cre-
ative skill transfer.

The Two-Component Model of Creative Writing. Our results reveal that creative writing quality
emerges from two distinct components that must be balanced:

Narrative Logic. Provided by COIG-Writer through explicit reasoning chains, enabling coherent
plot development, consistent character behavior, and structured storytelling. This component en-
sures logical connections between paragraphs and maintains thematic consistency.

Linguistic Expression. Maintained by general-purpose data, ensuring natural phrasing, stylistic
fluency, and cultural idiomaticity. This component provides the surface realization that makes text
feel naturally written rather than artificially generated.

The failure of Mcw (35.78% win rate) demonstrates that logic alone is insufficient—qualitative
analysis reveals well-structured narratives expressed in stilted, unnatural language. Conversely,
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Mg’s fluent surface but poor performance indicates that linguistic variety without logical scaffold-
ing produces what annotators described as logical disconnection between paragraphs despite fluent
expression—beautiful nonsense that reads well locally but lacks global coherence.

Generation Length Analysis. Table [3| and Figure [4| present output length characteristics across
model variants. For Chinese generation, Mcw.10x produces outputs of comparable length to the
baseline (1,120.2 vs 1,137.3 characters) while achieving superior win rates, indicating that perfor-
mance gains stem from content quality rather than mere verbosity. The Mcw and Mcw.ix mod-
els generate substantially shorter outputs (960.4 and 949.7 characters respectively), correlating with
their inferior performance. In English tasks, the baseline produces the longest outputs (4,069.9 char-
acters) and achieves highest win rates, suggesting a positive correlation between generation length
and quality in this domain. The Mcw model generates the shortest responses (3,037.8 characters,
25.4% fewer than baseline), corresponding with its poorest performance (23.51% win rate). Notably,
while Mcw.10k approaches baseline length (98.3% of baseline characters), it still underperforms in
preference evaluations, indicating that factors beyond length—Ilikely coherence and cultural appro-
priateness—determine English generation quality.

Table 3: Average generation length across model configurations.

English Chinese
Model Tokens Chars Tokens Chars
Mecew 1,195 3,038 606.9 960

Mewsik 1,382 3,690 602.9 950
Mwask 1,533 3,988 699.4 1,099
Mewaiok 1,577 4,002 710.7 1,120
Mg 1,577 4,070 730.3 1,137

The distribution analysis (Figure ) reveals that variance in output length decreases as more general
data is incorporated, with Mcw exhibiting the highest variability across both languages. This sug-
gests that specialized creative data alone leads to less predictable generation behavior, while mixing
with general data stabilizes output characteristics.

Table 4: Type-Token Ratio analysis reveals inverse correlation with creative quality.

English Chinese
Model Mean Median Mean Median
Mcew 0.562 0.515 0.522 0.513

Mewsix 0.571 0.554 0.578 0.570
Mewask 0.574 0.561 0.576 0.576
Mewsiok - 0.590 0.579 0.593 0.586
Mg 0.590 0.571 0.678 0.671

Lexical Diversity Analysis. We measure Type-Token Ratio (TTR) to test whether lexical diversity
correlates with generation quality. For Chinese text, we apply jieba segmentation before computing
TTR. Tabledand Figure[5|reveal an inverse correlation between lexical diversity and quality. In Chi-
nese, M shows highest TTR (0.678) but lowest win rate (37.25%) against Mcw+10x (TTR=0.593).
For English, despite identical TTR (0.590), Mcw.10x underperforms by 7 percentage points. This
inverse relationship aligns with our two-component model: high TTR in Mg indicates vocabulary
variation without narrative coherence—manual inspection reveals frequent topic shifts and inconsis-
tent terminology. Lower TTR in M w0k reflects deliberate term reuse for thematic consistency.

3.3 QUALITATIVE ANALYSIS

Coherence and Instruction Adherence. Manual inspection of 557 test samples reveals systematic
failure modes. For Chinese tasks, Mg exhibits logical disconnection between paragraphs despite
fluent surface form, while Mcw produces unformatted text blocks without proper segmentation.
Mcw+1ok successfully maintains narrative coherence while following complex instructions. In the
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Figure 5: The TTR Paradox. Higher lexical diversity correlates with lower creative quality. Mg
achieves highest TTR (0.678) but loses to Mcw+i0x (TTR = 0.593) with only 37.25% win rate,
challenging conventional assumptions about diversity metrics.

”Wu Song Fights Tiger” reinterpretation task requiring critical commentary, Mcw.yiox correctly
incorporates the meta-narrative critique, while Mcw defaults to literal retelling and Mg generates
tangentially related content.

Cross-Lingual Contamination. A critical failure emerges in English generation: Mcw produces
Chinese text in 12.18% of English prompts (43/353), compared to 1.13% for Mcw.10k and 1.42%
for M. Contamination correlates inversely with general data proportion, with intermediate rates
for MCW+lk (170%) and MCW+5k (142%)

Genre-Specific Performance. Performance varies significantly across 51 genres. Abstract tasks
(homophonic wordplay “XiLaNai”, experimental “crazy literature™) fail across all models with
<15% success rate, producing overly formal outputs lacking stylistic authenticity. Structured for-
mats show differential improvement: advertisements and slogans benefit from Mcw,10x’s incorpo-
ration of classical poetry and idioms, while Mcw41x and Mcw.sk produce simplified vocabulary.

Technical genres (“instruction manuals”, ”proposals’) show no distinguishable quality differences
in human evaluation.

3.4 DISCUSSION

Our findings reveal a compositional structure underlying creative writing capability:

Stabilization Threshold. The monotonic performance improvement (35.78%—62.75%) with in-
creasing general data establishes a minimum 10k sample requirement for process supervision effec-
tiveness. This parallels multi-task learning where specialized skills require broader context (Raffel
et al.; 2020). The optimal 1:6 ratio suggests narrative logic forms a necessary but minority com-
ponent, analogous to how mathematical reasoning enhances but cannot replace linguistic compe-
tence (Lewkowycz et al., [2022).

Cultural Specificity. The performance gap between Chinese (62.75%) and English (46.46%)
demonstrates that creative patterns are culturally encoded at the reasoning level. The 12.18%
Chinese generation on English prompts by My indicates that Chinese narrative structures (four-
character idioms, implicit progression) constitute incompatible features for English generation, not
merely vocabulary differences.

TTR as Diagnostic. The inverse correlation between lexical diversity and quality reveals com-
pensatory behavior: models lacking process supervision increase vocabulary variation to mask
logical deficiencies. This suggests TTR could serve as an early warning for training imbal-
ances—abnormally high diversity signaling insufficient narrative coherence.

These findings imply: (1) scaling creative datasets without process supervision may degrade logi-
cal coherence despite surface fluency, (2) cross-lingual transfer requires reasoning-level adaptation
beyond translation, and (3) evaluation should separately assess narrative logic and linguistic expres-
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sion. Detailed reasoning analysis in Appendix [C] provides mechanistic evidence, showing balanced
reasoning in Chinese but disrupted patterns in English.

4 RELATED WORK

Creative Writing Datasets and Evaluation. English creative writing has benefited from substan-
tial dataset development. The WritingPrompts dataset (Fan et al. [2018), has provided founda-
tional data for hierarchical neural story generation. More recently, [Fein et al.| (2025) introduced
LitBench, the first standardized creative writing benchmark, featuring 2,480 human-labeled story
comparisons and a training corpus of 43,827 pairs. LitBench demonstrated that Bradley-Terry re-
ward models outperform zero-shot large language model (LLM) evaluators (78% vs. 73% human
agreement). However, existing English datasets such as ROCStories (Mostafazadeh et al.l 2016)
and poetry corpora (Ghazvininejad et al.l 2016} Hopkins & Kielal, 2017)) target specific genres or
limited creative aspects, neglecting process-oriented data and cross-genre diversity. By contrast,
high-quality Chinese creative writing resources are critically scarce. Existing datasets target general
tasks: LCCC (Wang et al. 2020) provides 12M dialogue pairs, LCSTS (Hu et al., 2015) contains
2.4M summarization pairs, while instruction tuning datasets COIG (Zhang et al.| 2023)) and COIG-
CQIA (Bai et al.} 2024) focus on general instruction-following rather than creative writing.

Process-Oriented Learning and Creative Writing. Process supervision improves LLMs on tasks
with explicit structure: chain-of-thought prompting (Wei et al., [2022)), self-consistency (Wang et al.
2022), and zero-shot CoT (Kojima et al.,|2022). However, creative writing requires long-horizon
narrative control, stylistic decision-making, and culturally informed choices that go beyond step-
wise logical inference (Chakrabarty et al., |2024). Prior computational creativity methods—from
rules/templates (Boden, 2004; [Wiggins, [2006; Gervasl, 2009) to outline/plan-first pipelines (Yao
et al.| [2019; [Yang & Klein| 2021)—mainly cover high-level structure rather than the fine-grained
“thought” signals (e.g., motif development, pacing, voice) that guide human composition.

Quality Issues and Evaluation Challenges. Al-generated creative writing consistently exhibits
identifiable ”Al flavor,” characterized by weak logical coherence (Yang et al., [2022), monolithic
stylistic expression (Dugan et al., 2020), superficial observations (Roemmelel [2021)), inappropriate
ornate vocabulary (Ippolito et al., 2019), and formulaic narratives (Goldfarb-Tarrant et al., [2020).
These systematic issues suggest fundamental shortcomings in current training methods rather than
mere scaling limitations. Furthermore, evaluating creative content remains inherently challenging.
Traditional automatic metrics like BLEU and ROUGE fail to capture the diversity and nuanced
qualities inherent in creative writing (Fan et al 2018). Human evaluation, while more accurate, is
expensive, subjective, and difficult to scale (Clark et al.l [2018]). Recent LLM-based evaluation ap-
proaches (Zheng et al., 2023)) partially address scalability but inherit biases from underlying models,
especially when assessing culturally-specific creative content.

5 CONCLUSION

We present COIG-Writer, a Chinese creative writing dataset of 1,665 triplets spanning 51 genres
with reverse-engineered prompts, reasoning processes, and final texts. Our experiments reveal a
two-component model where narrative logic (from process supervision) and linguistic expression
(from general data) must be balanced for quality generation.

Three findings support this model: (1) Process supervision requires minimum 10k general sam-
ples—below this threshold, performance degrades monotonically (35.78%—62.75%). (2) Creative
capabilities are language-specific, with Chinese models achieving 62.75% win rate but only 46.46%
in English. (3) Lexical diversity inversely correlates with quality—highest TTR (0.678) yields low-
est preference scores.

These results demonstrate that creative excellence requires both logical scaffolding and linguistic
grounding. While smaller than English datasets, COIG-Writer enables mechanism discovery rather
than scale optimization. The identified compositional structure suggests future work should sepa-
rately optimize narrative logic and linguistic expression rather than treating creativity as monolithic.
Process supervision proves necessary but insufficient—effective creative Al requires careful balance
between structure and expression.
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ETHICS STATEMENT

The authors of this work have read and commit to adhering to the ICLR Code of Ethics. The de-
velopment of the COIG-Writer dataset involved human annotators and the use of publicly available
data, which we address as follows:

* Human Subjects. The dataset’s curation involved 100 university students and 8 graduate-
level domain experts who performed tasks such as reverse-engineering prompts, articulat-
ing reasoning processes, and validating data quality. All participants underwent a standard-
ized training program to ensure consistency and were informed of the study’s objectives.
All annotations were anonymized to protect participant privacy, and we ensured partici-
pants were compensated fairly for their skilled contributions.

* Data Sourcing and Copyright. The source texts were collected from publicly accessible
online platforms, such as literary forums and social media, and were limited to content pub-
lished after October 2022 to avoid contamination with existing model training data. Our
use of these texts is for the research purpose of reverse-engineering creative thought pro-
cesses to build a novel dataset. We acknowledge that the original authors retain copyright
to their work, and the COIG-Writer dataset is intended for non-commercial research use
only.

* Bias and Cultural Sensitivity. COIG-Writer is specifically designed as a high-quality
Chinese creative writing dataset. We implemented several strategies to ensure diversity
within this cultural context, including balanced genre representation and bias audits during
curation. As our findings demonstrate a lack of cross-lingual transfer for creative skills
we caution that the reasoning patterns and stylistic features in this dataset are culturally
specific and should not be assumed to generalize to other languages or cultures.

REPRODUCIBILITY STATEMENT

To ensure the reproducibility of our research, we have made our dataset, methodology, and experi-
mental details publicly available.

* Dataset and Code. The complete COIG-Writer dataset, containing all 1,665 curated
triplets (prompt, reasoning process, and article), is provided. Our code for data process-
ing, model training, and evaluation to reproduce the results in Table 2] is also included.
All resources are accessible at the anonymized URL: https://anonymous.4open.
science/r/COIG-Writerl

* Methodology. Our data collection and reverse-engineering methodology, including the
multi-stage filtering and quality assurance protocols, are detailed in Section Specific
prompts used for the LLM-based quality screening and human annotation process are in-
cluded in Appendix

» Experimental Setup. All experimental configurations, including the composition of train-
ing data splits (Mcow, Mcw 1k, etc.) and hyperparameters, are described in Section @]
and Table[I] The human evaluation protocol for generating our main results is also detailed
in this section.
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A USE OF LARGE LANGUAGE MODELS

During the writing process, LLM was employed to polish and refine certain parts of the manuscript.
The tool was used to improve sentence fluency and enhance clarity of expression, while preserving
the original academic arguments and logical structure, thus ensuring that the overall language is
more standardized and aligned with academic writing conventions.

B COMPLETE GENRE DISTRIBUTION AND STATISTICS

This appendix provides comprehensive statistics for all 51 genres in the COIG-Writer dataset. Ta-
bles SHIO| present detailed breakdowns by category, including sample counts, percentages, and
length distributions for Articles (A.L.), Reverse Inspiration Prompts (R.I.P.L.), and Reasoning Pro-
cesses (R.P.L.). All lengths are measured in Chinese characters.

Table 5: Overview statistics across main categories. Length values shown as (min—mean—max).

Category Count % Article Length Prompt Length Reasoning Length
Overall 1,665 100.0 12—2,214—31,071 30—283—2,643 252—1,089—4,094
Communication 481 289  12—1,584—9,422 40—286—1,754 302—1,162—3,816
Novel 467 28.0 61—3,669—31,071 41—332—1,222 353—1,135—2,964
Non-fiction 243 14.6 225—2,052—12,766 41—226—1,718 453—1,066—2,661
Functional 221 133 148—1,281—9,057 41—248—2,492 437—1,085—4,094
Poetry 128 7.7 38—210—695 41—203—1,118  442—867—2,935
Funny Literature 68 4.1 17—730—12,117 30—186—1,007 252—703—1,826
Script 57 3.4 369—3,108—13,339 42—405—2,643 553—1,207—3,647

Table 6: Funny Literature

A.L. R.LR.L. R.PL.

Genre Count % . . .

(min—mean—max) (min—mean—max) (min—mean—max)
Funny Subculture 31 1.86% 17—1305.45—12117 30—144.03—691 252—701.55—1826
Esports Funny Fic- 18 1.08% 241—519.94—1008 99—291.83—1007 476—698.61—923
tion
Anime/Manga 8 0.48% 168—506.25—1165 67—283.75—542 351—750.62—1033
Funny Fan Fiction
Subcultural Identity 4 0.24% 332—486.75—638 90—153.25—262 546—794.75—1124
Expression
Fan Circle Funny 3 0.18% 415—543.67—730 77—108.67—160 535—627—677
Literature
Anti-Mainstream 2 0.12% 194—215—236 100—153.5—207 711—774.5—838
Consumption Funny
Literature
Internet Jargon 1 0.06% 448—448—448 97—97—97 536—536—536
Transnational/Cross- 1 0.06% 323—323—323 105—105—105 643—643—643
language Funny
Literature

C REASONING BEHAVIOR ANALYSIS

To understand the mechanisms underlying performance differences between model configurations,
we analyze reasoning patterns during generation by categorizing model behaviors into four types:
normal writing, deep reasoning, self-exploration, and self-reflection.

Chinese Reasoning Patterns. As illustrated in Figure [/} models trained with COIG-Writer data
demonstrate significantly enhanced reasoning capabilities. The Mcw. 10k configuration exhibits bal-
anced distributions across all reasoning types, with increased frequencies of deep reasoning and
self-exploration phases compared to the baseline. This balanced reasoning profile correlates with
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Table 7: Communication Practical Writing

A.L. R.LR.L. R.P.L.
Genre Count %o . . .
(min—mean—max) (min—mean—max) (min—mean—max)
Social Media Con- 124 7.45% 23—2426.5—8842  42—383.49—1754 545—1273.51—2940
tent Creation
Advertising Copy 74 4.44% 30—410.42—4305 44—169.5—708  302—884.69—2978
Blog Post 62 3.72% 480—3164.37—9422 129—394.48—1461 661—1150.45—1783
Debate Script 59 3.54% 590—1167.63—2825 100—257—410 774—1313.75—2320
Popular Science 50 3.00% 146—2178.74—6570 44—242.76—751 603—1053.04—3816
Speech Draft 49 2.94% 725—1974.92—7177 43—329.16—1118 728—1288.22—2485
Slogan 47 2.82% 12—261.23—139%4 40—168.79—570  446—957.87—1718
Product Review 16 0.96% 191—2986.94—4635 57—247.62—641 720—1315.31—2196
Table 8: Novel
Genre Count % . A.L. ' R.LR.L. . R.P.L.
(min—mean—max) (min—mean—max) (min—mean—max)
Fiction/Story 104 6.25%  122—3641.45—27124 44—349.19—1035 582—1198.53—2964
Everyday Stories 50 3.00% 61—2129.52—8137 41—322.16—1222 649—1217.42—2068
Costume Novels 40 2.40% 344—6193.1—31071 71—442.58—985  353—1079.2—1785
Mystery/Inference 31 1.86%  110—4875.71—19030 42—302.35—765 423—1176.35—2187
Stories
Wuxia Novels 30 1.80% 1198—4586.77—23797 49—341.17—586 685—1126.93—2023
Science Fiction 28 1.68%  779—3233.57—12280 53—293.36—958 603—1226.68—2935
Stories
Xuanhuan Nov- 27 1.62%  467—4925.07—24706 90—354.04—1005 394—1192.52—2237
els
Fairy Tale 25 1.50% 364—1192.88—2544  118—198.52—435  465—772.96—1256
Fantasy/Magic 25 1.50% 258—2925.64—9290 54—283.08—451 417—1182.92—2098
Stories
Xianxia Novels 24 144%  170—4291.88—20078 89—385.42—1106 498—984.88—1881
Emotional  Sto- 23 1.38% 394—3119.26—12147 45—263.7—784  659—1131.3—1975
ries
Military Novels 23 1.38%  1515—3417.17—7095 234—362.13—637 939—1575.35—2784
Sports Novels 22 132%  622—3903.27—10358 177—340—892 724—1122—1681
Game Novels 15 0.90% 1067—4309.93—11492 253—422.67—683  629—1095.8—1506

superior creative performance, suggesting that explicit process supervision enables models to en-
gage in more sophisticated creative planning and reflection.

English Reasoning Patterns. Figure [8| reveals contrasting patterns for English generation. The
baseline model maintains consistent deep reasoning throughout generation, while COIG-Writer vari-
ants exhibit disrupted reasoning flows with excessive self-reflection but limited deep reasoning. This
misalignment between the Chinese-oriented reasoning patterns encoded in COIG-Writer and the re-
quirements of English creative writing explains the performance degradation, providing mechanistic
evidence for the lack of cross-lingual transfer in creative capabilities.

D PROMPTS

D.1 PROMPT FOR PRE-ANALYZING ANSWER USABILITY

During the annotation process, it was observed that annotators spent substantial time on annotation
only to find that the quality of the answers was unsatisfactory at the final scoring stage. Conse-
quently, a pre-analysis step was introduced to examine the usability of the answers.
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Table 9: Functional Practical Writing

A.L. R.LR.L. R.P.L.

Genre Count %o . . .

(min—mean—max) (min—mean—max) (min—mean—max)
Argumentative Es- 67 4.02% 551—1066.21—2309 46—239.96—806  598—938.03—1568
say
Academic Abstract 62 3.72% 196—1219.1—9057 48—204.05—478  440—980.48—2728
Proposal Planning 33 198% 148—1667.48—3951 41—337.09—2492 715—1415.39—3138
Open Letter 24 1.44% 191—1122.96—5704 44—220.25—486 548—1177.25—2427
Apology Letter 11 0.66% 318—1506.45—3677 92—211.27—445 581—762.27—954
Eulogy 10 0.60%  395—1872.7—7032 155—258.3—656 690—1153—1696
Tutorial Guide 7 042% 221—2352.57—5276 122—399.86—1359 936—1218.14—1491
Interview  Ques- 5 0.30% 203—821—1448 137—235.8—357 437—795.2—1044
tions
Product Manual 2 0.12% 621—1796.5—2972 50—164.5—279  795—2444.5—4094

Table 10: Non-fiction Writing

A.L. R.LR.L. R.P.L.

Genre Count % . . .

(min—mean—max) (min—mean—max) (min—mean—max)
Essay 73 438% 374—1859.07—8585 41—279.99—1381 453—918.67—1630
Reviews 58 3.48% 225—1649—4891 42—193.55—932 502—1167.41—2661
Travel Writing 54 3.24% 483—1946—7733 80—180.31—804 525—1016.33—1587
Historical Stories 34 2.04% 359—2179.44—6856  41—275.03—426 675—1055.88—1930
Biography 24 1.44% 800—4625.62—12766 43—294.46—1718 588—1212.12—2041

D.2 PROMPT FOR ANALYZING ANSWERS

Provide a comprehensive analysis of the answer to help annotators quickly grasp the general idea of
the answer and accelerate the annotation process.

D.3 PROMPT FOR ANALYZING ANSWERS AND QUERIES

Provide a comprehensive analysis of the connection between answer and query, offer reliable ideas
for annotators to write thoughts, and accelerate the annotation process.

D.4 PROMPT FOR EVALUATING QUERYS

Score the quality and creativity of the queries provided by annotators based on the given answers,
screen out some low-quality data in advance, and reduce the pressure of manual quality inspection.

D.5 PROMPT FOR EVALUATING ANSWERS

Score the quality and creativity of the answers provided by annotators based on the given query,
filter out some low - quality data in advance, and reduce the pressure of manual quality inspection.

D.6 PROMPT FOR EVALUATING THOUGHTS

Score the quality and creativity of the thoughts provided by annotators based on the given query,
screen out some low - quality data in advance, and reduce the pressure of manual quality inspection.

E CASE STUDY

To illustrate the model’s performance on nuanced creative texts, this case study presents a short,
atmospheric horror story written in Chinese and its corresponding English translation generated by
the model. This example is intended to highlight the model’s ability to preserve the original’s tone,
critical details, and narrative pacing.
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Figure 6: Complete distribution of all 51 genres in COIG-Writer, showing the full diversity of
creative writing categories covered.
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Figure 7: Reasoning behavior analysis on Chinese creative writing. Models trained with COIG-
Writer data exhibit balanced distributions across reasoning types, while baseline models show pre-
dominant normal writing with minimal deep reasoning.

BASELINE CASE

This case examines a generative output from the baseline model to illuminate its inherent limitations
in maintaining narrative coherence. Notably, the baseline demonstrates proficiency in producing
text with a polished, fluent stylistic register—consistent with its strengths in surface-level language
generation. However, a deeper reading reveals critical deficits in structural and semantic cohesion:
sentences often suffer from broken inter-clausal semantic links, while paragraphs lack a co-
herent narrative thread, leading to disjointed content that fails to sustain logical progression.
Specifically, the generated text frequently shifts between ideas without transitional reasoning or con-
textual grounding, resulting in a fragmented output where successive segments appear tangential or
even contradictory. This discrepancy between stylistic fluency and logical coherence in the base-
line’s output not only exemplifies a common failure mode in current generation frameworks but
also underscores the need for more robust modeling of inter-utterance and inter-paragraph semantic
dependencies—key gaps this work aims to address.
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Figure 8: Reasoning behavior analysis on English creative writing. The baseline model maintains
consistent deep reasoning patterns, while COIG-Writer variants show disrupted reasoning flows,
explaining their inferior performance.
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Prompt for evaluating querys
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Prompt for evaluating answers
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Prompt for evaluating thoughts
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PROMPT
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VAjie, get out here!” I yelled at the bathroom door, my throat raw. In the dim yellow light,
the mold seeping from between the tiles looked like clotted bloodstains. When my old friend’s

phone screen lit up, I saw him squatting by the sink, a ring of dark liquid soaking the back of
his neck.

“FURLL L CRINER S, R BEREWAL, B ... AL . i
Yioe, MAREL. BT R, RNERENENEENTROHIR, BER=RAIH
LEEZSURIDYNIIE

”A body...” he said, suddenly straightening up, his fingernails jammed with bits of hair. "It’s
in... in the... women’s restroom...” Before he could finish, he froze. In the mirror, my reflection
was staring at the purplish-blue bruise on his lower back—the same bruise I had massaged for
him three days ago.

EREARMP E , BAMEME TRt - AR ZIERESKBETTETF, &R0
ML GRS, TEELTZRIRIEK - FI7RRIMRSS RS, feeE BB HIER, RE TR
AR P WA fth 7 B E

Footsteps echoed from the hallway. I grabbed his wrist and we ran. The night-shift security
guard was wiping down a doorknob with disinfectant. As we scrambled behind the bar, the
bar lights abruptly went out. Ajie’s Adam’s apple bobbed, and beads of blood seeped from
between his fingers. Vomit, reeking of alcohol, splattered onto his leather shoes.

“IRE | PIEREE o RN, AT EBERR A%, FSEENFEIH
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”Look!” he pointed towards the floor-to-ceiling window. In the pouring rain, plumes of white
mist were rising from the direction of the women’s restroom. A skeletal silhouette loomed
within the fog, its stark white ribs glowing like phosphorescent fire against the curtain of rain.
Just as I was about to call the police, the entire building began to shake violently—alarms
blared, and the fire escape door slammed open with a clang.

CHNEZE T | CPIANTRE R, - RROr E R T AR, RIPLECE &
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”Someone crashed!” Ajie pointed at a security monitor. On the screen, an ambulance was

running over the mangled limbs of a corpse. The driver was wearing sunglasses, and the
rearview mirror reflected my own face. Amid the wailing sirens, we squeezed into the morgue.
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The female corpse in the refrigerated drawer had skin that was already semi-translucent, yet
right before our eyes, a bloody gash split open, revealing what was wrapped inside... a body
bag?

R REREEEBERNIAL, EMNRETSPAREBEOFUE — B —# . X
F CHREMEC AR, AMASRE B CH S NS, ZIE A FER R
HH—ATANFE, BEEFE..... F&ERTREIFHL -

The skeleton curled up inside the body bag suddenly looked up. Its eyes were identical to the
bruise on Ajie’s lower back. "This is...” I reached for my pocket and found the tarot cards |
had bought at the subway station this morning. A pale finger was now poking out from my
crotch, and wedged between its knuckles was... was Ajie’s phone.

T, 57 T PR « TRAT BT S M, 0 BB 1 8 P
2, BEMIEAHEBAMGIC . <R CHARRES, IR BE PR RS R E
B, CXCRIEREL?

After the rain stopped, the morgue returned to its icy silence. I stared at Ajie’s lower back,
where the original bruise had faded to a deep violet, like some kind of disappearing birthmark.

”You think...” I pointed out the window, where half a bone, illuminated by car headlights, was
suspended in the air. ”Whose bone is that?”

%9%5)‘7(%@5& “URICEIE? RELR, BOMERINERBIRE, RAE—BEERE

He suddenly burst out laughing. ”Do you remember? Last winter, when we got lost in the
countryside, didn’t you insist on walking east?”
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