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Abstract

Slot-filling and intent detection are well-001
established tasks in Conversational AI. How-002
ever, current large-scale benchmarks for these003
tasks often exclude evaluations of low-resource004
languages and rely on translations from En-005
glish benchmarks, thereby predominantly re-006
flecting Western-centric concepts. In this pa-007
per, we introduce INJONGO—a multicultural,008
open-source benchmark dataset for 16 African009
languages with utterances generated by na-010
tive speakers across diverse domains, including011
banking, travel, home, and dining. Through012
extensive experiments, we benchmark the fine-013
tuning multilingual transformer models and014
the prompting large language models (LLMs),015
and show the advantage of leveraging African-016
cultural utterances over Western-centric utter-017
ances for improving cross-lingual transfer from018
the English language. Experimental results re-019
veal that current LLMs struggle with the slot-020
filling task, with GPT-4o achieving an average021
performance of 26 F1-score. In contrast, intent022
detection performance is notably better, with023
an average accuracy of 70.6%, though it still024
falls behind the fine-tuning baselines. When025
compared to the English language, GPT-4o and026
fine-tuning baselines perform similarly on in-027
tent detection, achieving an accuracy of approx-028
imately 81%. Our findings suggest that the per-029
formance of LLMs is still behind for many low-030
resource African languages, and more work is031
needed to further improve their downstream032
performance.033

1 Introduction034

Intent detection and slot-filling are crucial compo-035

nents of the natural language understanding module036

in task-oriented dialogue systems (Hemphill et al.,037

1990; Coucke et al., 2018; Gupta et al., 2018). They038

map a user’s request to a predefined semantic cat-039

egory recognized by the dialogue manager, along040

with extracting specific entities (known as slots).041

This process facilitates generating an appropriate042

response for the end user. Despite their importance, 043

only a few languages have labeled datasets avail- 044

able for these tasks across multiple domains (Lar- 045

son and Leach, 2022). 046

Several efforts have been made to make datasets 047

multilingual through human translation into other 048

languages (Xu et al., 2020; Li et al., 2021; van der 049

Goot et al., 2021; Ruder et al., 2023). However, 050

these efforts face two key challenges: (1) the trans- 051

lationese effect, which makes utterances sound less 052

natural in the target languages (Vanmassenhove 053

et al., 2021; Bizzoni et al., 2020), and (2) the cre- 054

ation of utterances that are less culturally relevant. 055

The MASSIVE dataset (FitzGerald et al., 2023), 056

which covers 51 languages, addresses the second 057

challenge by encouraging translators to “localize”, 058

“translate”, or “keep the slot unchanged”. Despite 059

improvements in the utterance generation process, 060

MASSIVE includes only three African languages 061

(Amharic, Afrikaans and Swahili), and many ut- 062

terances remain culturally irrelevant to the target 063

language communities. 064

In this paper, we develop INJONGO—the first 065

large-scale multicultural intent detection and slot- 066

filling dataset covering 16 African languages, and 067

English. The dataset covers the following five do- 068

mains: banking, home, travel, utility, and kitchen 069

& dining. The data construction process starts with 070

providing an annotator with sentences from CLINC 071

dataset (Larson and Leach, 2022) with a specified 072

intent type, and annotators are to come up with 073

culturally-relevant similar sentences and relevant 074

slot entities (see Figure 1). The utterance genera- 075

tion process is followed by slots annotation. IN- 076

JONGO dataset covers 5 domains, 23 slots, 40 in- 077

tents, and 3,200 instances per African language. 078

Our experiments involved both supervised fine- 079

tuning of multilingual encoders and prompting of 080

Large Language Models (LLMs) using INJONGO. 081

The fine-tuning approach achieved strong results, 082

with 93.7% accuracy for intent detection and an 083
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Dataset # Domains # Intents # Slots # utterances # Languages # African languages Multi-cultural?

CLINC (Larson et al., 2019) 10 150 0 23,700 1 0 yes
Facebook (Schuster et al., 2019) 3 12 11 57,000 3 0 yes
MultiATIS (Xu et al., 2020) 11 26 140 44,943 9 0 no
xSID (van der Goot et al., 2021) 7 16 33 10,000 13 0 no
MTOP (Li et al., 2021) 11 117 78 100,000 6 0 no
MTOP++ (Ruder et al., 2023) 11 117 78 144,243 20 5 (amh, hau, yor, swa, zul) no
MASSIVE (FitzGerald et al., 2023) 18 60 55 995,571 51 3 (afr, amh, swa) partial

INJONGO (Ours) 5 40 23 52,979 17 16 yes

Table 1: Overview of important related works that intent detection and slot-filling tasks. We included the
number of domains, intents, slots, languages, African languages and how multicultural are the utterances.

85.6 F1-score for slot-filling tasks. In contrast,084

the best LLM prompting results (using GPT-4o)085

showed significant performance gaps, with accu-086

racy dropping by 28% and F1-score declining by087

52.6 points. Notably, while LLMs struggle with088

slot-filling and named entity recognition even in089

English (Yu et al., 2023), their intent detection per-090

formance in English matches that of fine-tuned091

baseline models. Our findings suggest that LLMs092

performance is still behind for many low-resource093

African languages, and more work is needed to fur-094

ther improve their downstream performance. For095

reproducibility, we will open-source our code1,096

dataset and models on GitHub upon acceptance.097

The dataset is released under CC BY 4.0 license.098

2 Related Work099

African Benchmarks Limited available labeled100

datasets are one of the major challenges of101

AfricaNLP. Since 2021, there have been many102

grassroots efforts to create large-scale datasets for103

African languages covering several tasks such as104

machine translation (Alabi et al., 2025), named105

entity recognition (Adelani et al., 2021, 2022),106

sentiment classification (Muhammad et al., 2023),107

hate speech (Muhammad et al., 2025), question108

answering (Ogundepo et al., 2023), topic classi-109

fication (Adelani et al., 2023b,a) covering 10 to110

57 languages. The closest benchmark to our task111

of slot-filling is the MasakhaNER (Adelani et al.,112

2021, 2022) that covers 20 African languages but113

they focus on four entity types “personal names”,114

“organization”, “location”, and “dates”, which are115

not fine-grained and well adapted to several do-116

mains such as banking and travel that we cover in117

INJONGO.118

Intent and Slot-filling Benchmarks Most of the119

existing benchmarks for intent detection and slot-120

filling tasks are English-only. There are a few121

efforts to make them multilingual in two ways:122

1Anonymous Repository

(1) human generating the utterances in a partic- 123

ular domain, followed by intent and slot filling 124

annotation. (2) through human translation of anno- 125

tated data from English to other languages which 126

introduces some cultural bias since Western en- 127

tities are being propagated. While the first ap- 128

proach is the most ideal methodology, it is very 129

cost-intensive when scaling to many languages. 130

Facebook dataset (Schuster et al., 2019) followed 131

the first approach by creating labeled data in three 132

domains (alarm, reminder and weather) for three 133

languages: English, Spanish and Thai. However, 134

most other approaches make use of the second 135

approach, where English data are translated to 136

other languages (Xu et al., 2020; van der Goot 137

et al., 2021; Li et al., 2021), however, they of- 138

ten do not include African languages. XTREME- 139

UP benchmark expanded the MTOP dataset (Li 140

et al., 2021) to five African languages (Amharic, 141

Hausa, Yoruba, Swahili and Zulu), while MASSIVE 142

(FitzGerald et al., 2023) perform human translation 143

to 50 languages including three African languages 144

(Afrikaans, Amharic, and Swahili). MASSIVE 145

benchmark partially addresses this Western cultural 146

bias by encouraging translators to replace entities 147

with more culturally relevant ones, but Western 148

entities are still prevalent in the dataset. Table 1 149

summarizes all existing related works. In our pa- 150

per, we introduce INJONGO which is the largest 151

intent detection and slot-filling dataset covering 16 152

African languages, and we ensured that the slot en- 153

tities are more culturally relevant in the respective 154

countries the languages are from. 155

3 Introducing INJONGO Dataset 156

INJONGO2 is a joint intent detection and slot- 157

filling dataset (ID-SF) for typologically diverse 158

Sub-Saharan African languages and English. The 159

selected languages represent diverse linguistic fam- 160

ilies and are widely spoken in Africa. These lan- 161

2INJONGO means intent in isiXhosa language.
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Figure 1: Task description for INJONGO dataset. An example from one of the five domains. It shows the
semantic-similar sentences along with intent and slot-filling labels.

Language Code Language Family No. of Speakers

Amharic amh Afro-Asiatic/Semitic 60M
Ewe ewe Niger-Congo/Kwa 7M
Hausa hau Afro-Asiatic/Chadic 63M
Igbo ibo Niger-Congo/Volta-Niger 27M
Kinyarwanda kin Niger-Congo/Bantu 10M
Lingala lin Niger-Congo/Bantu 41M
Luganda lug Niger-Congo/Bantu 7M
Oromo orm Afro-Asiatic/Cushitic 46M
Shona sna Niger-Congo/Bantu 12M
Sesotho sot Niger-Congo/Bantu 7M
Swahili swa Niger-Congo/Bantu 98M
Twi twi Niger-Congo/Kwa 9M
Wolof wol Niger-Congo/Senegambia 5M
Xhosa xho Niger-Congo/Bantu 9M
Yoruba yor Niger-Congo/Volta-Niger 42M
Zulu zul Niger-Congo/Bantu 27M

Table 2: Overview of languages in the INJONGO
dataset, including ISO 639-3 language codes, language
families, and approximate number of speakers.

guages come from the two dominant language fami-162

lies in Africa: 13 from Niger-Congo and three from163

Afro-Asiatic. The languages covered are spoken by164

a large population in Africa, ranging from Swahili165

with 98M speakers to Wolof with 5M speakers,166

making the dataset particularly valuable for over167

400 million African population. Table 2 shows the168

languages covered, their language family, and the169

number of speakers of the languages.170

3.1 Data Source and Collection171

Typical ID-SF data collection often requires large172

crowd-sourcing efforts to collect utterances, with173

additional labeling of intents and slots in various174

domains. Developing such a large crowd-sourcing175

effort is time-consuming and costly for several low-176

resource languages. To simplify the process while177

making the dataset cultural, we provide each an-178

notator with sample sentences from the CLINC179

dataset (Larson and Leach, 2022) with a specified180

intent type, say “transfer”. Then, the dataset con-181

struction follows two stages: (1) Utterance elici-182

tation in an African language and (2) Slot-filling183

annotation of the generated utterance.184

Figure 1 shows an example of an English utter-185

ance from the CLINC dataset in the banking do- 186

main: “please send ten dollars from bank of amer- 187

ica to capital one”. The corresponding intent label 188

is “transfer”, and the entities of slot filling are the 189

amount of [money] (ten dollars), the source [bank] 190

(bank of america), and the destination [bank] (cap- 191

ital one). A Xhosa annotator was asked to generate 192

another utterance belonging to the same intent type 193

but capturing the South African context where the 194

language is spoken. Thus, the annotator used the 195

R200 as “money” with currency Rand (R), and 196

more familiar South African banks such as “FNB” 197

and “Absa” for “bank name” slot. We provide 198

more information about the two stages of data con- 199

struction below. 200

Utterance generation The source data for our 201

multilingual benchmark is from the CLINC —an 202

English intent detection dataset with 150 intent 203

classes across 10 domains (but without slot anno- 204

tation) 3, we extracted 40 intents from five most 205

suitable domains to the African contexts: Bank- 206

ing (e.g. “transfer”, “pay bill”), Home (e.g. “play 207

music”, “calendar update”), Kitchen and Dining 208

(e.g. “recipe”, “confirm reservation”), Travel (e.g. 209

“exchange rate”, “book flight” ), and Utility (e.g. 210

“alarm”, “make call” ). Next, we conducted the 211

tutorial on the utterance generation task and a prac- 212

tice session and asked every annotator to generate 213

a sample English utterance per intent that culturally 214

aligns with the African contexts (e.g. food type or 215

language name). Per language, we recruited three 216

annotators, and they generated 120 utterances (40 217

per annotator and intent). We aggregated the prac- 218

tice data as the INJONGO English dataset. Finally, 219

for the full data collection, we asked the same 220

three annotators to generate 80 utterances per in- 221

tent, given a sample sentence from CLINC . Each 222

annotator worked on different intents. In total, we 223

3The domains in CLINC are: banking, work, meta, auto &
commute, travel, home, utility, kitchen & dining, small talk,
and credit cards
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Lang. Total Avg. Un. Fleiss’κ Fleiss’κ ∆

amh 10555 3.30 0.850 0.935 +0.085
ewe 11181 3.49 0.875 1.000 +0.125
hau 11491 3.59 0.892 0.997 +0.105
ibo 12246 3.82 0.812 0.973 +0.161
kin 10112 3.16 0.740 0.963 +0.224
lin 11025 3.44 0.823 0.990 +0.168
lug 11769 3.67 0.888 0.990 +0.102
orm 11958 3.74 0.849 0.992 +0.143
sna 15222 4.76 0.935 0.976 +0.041
sot 6468 2.02 0.694 0.997 +0.303
swa 14217 4.44 0.878 0.986 +0.107
twi 14325 4.48 0.916 0.986 +0.070
wol 10942 3.42 0.728 0.942 +0.213
xho 12475 3.90 0.825 0.938 +0.113
yor 13620 4.26 0.862 0.988 +0.126
zul 11911 3.73 0.640 0.913 +0.273

Table 3: Statistics of slot entity annotations across lan-
guages. For each language, we show the total number
of annotated entities, average entities per sentence, and
inter-annotator agreement measured by Fleiss’ Kappa
(κ) before (Un.) and after review. ∆ shows the improve-
ment in agreement after the review process.

collected 3,200 utterances with a balanced number224

of intent types. Appendix A.1 contains all the 40225

intent types selected.226

Slot-filling Annotation Similar to the utterance227

generation phase, we first conducted a practice ses-228

sion in English to train annotators followed by the229

full data annotation. We manually analyzed each230

generated utterance to come up with the most rel-231

evant slot entities (about 26). However, after the232

practice session, annotators recommended the addi-233

tion of new slots such as “airline”, “airport name”,234

“car type”, and “supermarket name”, which we235

adopted. After the practice session, we gave de-236

tailed feedback on the issues with the annotation,237

and annotators discussed with their language coor-238

dinator how to resolve issues. Finally, we asked239

them to annotate the slot entities for the 3,200 ut-240

terances. Each utterance was annotated by three241

annotators so that we could check for agreement242

in the slot annotations. The annotation followed243

the named entity recognition setup on LabelStudio244

platform 4. Appendix A.2 contains all the 34 intent245

types annotated.246

For both utterance elicitation and slot-filling an-247

notation, all recruited participants received an ap-248

propriate remuneration based on the per-country249

rate decided by our logistic company in Kenya.5250

4https://labelstud.io/
5Utterance elicitation rate ranges from $1,555 to $2,838

3.2 Quality Control for Slot-filling 251

To ensure annotation quality and consistency, we 252

follow a rigorous quality control process using 253

a majority voting system with a minimum of 254

three annotators per sentence to resolve disagree- 255

ments. The annotation quality was evaluated us- 256

ing Fleiss’ Kappa score (Fleiss, 1971), with scores 257

presented in Table 3 comparing agreement levels 258

before and after the review process. Initial Fleiss’ 259

Kappa scores revealed substantial variation across 260

languages, ranging from 0.618 (Zulu) to 0.934 261

(Shona), indicating significant inter-annotator dis- 262

agreement. Following the review process, agree- 263

ment scores improved markedly across all lan- 264

guages, reaching 0.912 – 1.00. Notable improve- 265

ments were observed in Sesotho (+ 0.327) and Zulu 266

(+ 0.294), with other languages showing average 267

improvements of approximately 0.1 in their Fless’ 268

Kappa scores. 269

3.3 Slot-filling Label Merging 270

On completion of the final annotation, we found 271

that some slot entities are rarely used. We per- 272

formed an analysis of entity frequency distribution 273

across all languages. Figure 2 shows the result of 274

our analysis, we decided to exclude slot entities 275

appearing less than 500 times across all languages 276

(after MUSIC GENRE in the figure). Consequently, 277

nine infrequent slots from NATIONALITY through 278

PLUG TYPE were eliminated. Examination of an- 279

notator feedback and comparative analysis between 280

unreviewed and reviewed versions indicated that 281

ambiguous slot types significantly impacted anno- 282

tation quality and introduced unnecessary complex- 283

ity. To enhance annotation clarity and maintain 284

consistency, the following merging strategy was 285

implemented: 286

• Geographic entities: STATE OR PROVINCE 287

and CITY NAME were consolidated into a uni- 288

fied CITY OR PROVINCE category to ensure 289

consistent handling of geographic references. 290

• Food-Related Labels: DISH NAME and 291

FOOD ITEM were unified under DISH OR 292

FOOD to eliminate classification ambiguity. 293

This merging process resulted in a reduction from 294

34 to 23 slot types. The complete enumeration 295

of original and consolidated labels, along with un- 296

merged entity Fleiss’ kappa scores, is provided in 297

Appendix A.3. 298
per language depending on country rate, and slot-filling anno-
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Figure 2: The distribution of slot entities appearances of all 16 African languages with Unreviewed and
Reviewed versions. The slot entities are sorted from left to right by frequency in descending order.

INJONGO CLINC
split African English English

TRAIN 2,240 (56 per intent) 1,047 4,000 (100 per intent)
DEV 320 (8 per intent) 110 800 (20 per intent)
TEST 640 (16 per intent) 622 1,200 (30 per intent)

Table 4: INJONGO dataset split. The African data have
an equal number of samples per intent while the English
samples per intent vary.

3.4 Data Split299

Our final annotation resulted in 3,200 annotated300

utterances, with 80 utterances per intent for each of301

the 16 African languages. The dataset is partitioned302

following ratios of 70%, 10%, and 20% for train,303

dev, and test splits respectively, stratified by intent304

for each language. Additionally, we aggregated the305

practice utterances generated and the practice slot306

annotations as the English dataset, leading to 17 an-307

notated languages. In total, the English dataset con-308

sists of 1779 utterances. 6 Finally, to evaluate the309

impact of cultural context, we selected 4000 sam-310

ples from the CLINC intent-only dataset, compar-311

ing this Western-centric English dataset against our312

curated dataset that reflects African contexts. Ta-313

ble 4 presents detailed statistics for both the African314

language and English.315

4 Experiments Setup316

4.1 Fine-tuning Multilingual Models317

We evaluate three categories of models: (1)318

encoder-only models such as XLM-RoBERTa319

Large (Conneau et al., 2019), AfroXLMR (Al-320

abi et al., 2022), AfroXLMR-76L (Adelani et al.,321

2023a), AfriBERTa V2 (Oladipo, 2024), (2)322

tation ranges from $388 to $709
6Ideally, if each language completes 120 utterance gen-

eration, we ought to have 1920 utterances, however, some
languages only did 80 in the practice, leading to a slightly
lower English portion.

encoder-decoder models such as mT5-Large 323

(Xue et al., 2020), AfriTeVa V2 Large (Oladipo 324

et al., 2023), and (3) a multilingual variant of 325

LLM2Vec model (BehnamGhader et al., 2024) i.e. 326

NLLB-LLM2Vec (Schmidt et al., 2024) that stack 327

NLLB-encoder (NLLB Team et al., 2022) model 328

with LLaMa 3.1 8B (Grattafiori et al., 2024) to de- 329

velop a multilingual sentence transformer model. 330

These models are fine-tuned using the AdamW opti- 331

mizer for 20 epochs with early stopping. All results 332

are averaged over five runs. Learning rates are cal- 333

ibrated for each architecture and task as detailed 334

in Appendix B.2. The languages covered in each 335

pre-trained model are available in Appendix B.3. 336

4.2 LLM Prompting 337

First, we conduct zero-shot prompting using the 338

following widely used LLMs for evaluation: GPT- 339

4o,7 Gemini 1.5 Pro (Reid et al., 2024), Gemma 340

2 9B/27B Instruct (Team et al., 2024), Llama 341

3.1 8B/3.3 70B Instruct (Grattafiori et al., 2024), 342

and Aya-101 (Üstün et al., 2024). We make use 343

of five different prompts for each LLM. Second, 344

we perform few-shot evaluation using the best- 345

performing zero-shot template for each task (see 346

Appendix C). We employ two few-shot strategies 347

(1) 5-examples: prompting with any 5 samples 348

from different domains (see Figure 1) i.e. one intent 349

type is covered by domain (2) One-shot intent-type 350

prompting i.e. one sample per intent type or 40 351

samples from different intent types. We used the 352

same samples for both tasks. Finally, we extend to 353

4 shots —acceptable maximum context length (CL) 354

for Gemma 2, Aya-101 was excluded for small CL. 355

Finally, as an additional strong baseline for 356

LLMs, we performed supervised fine-tuning (SFT) 357

on the Gemma 2 9B for 5 epochs using learning 358

7https://platform.openai.com/docs/models#
gpt-4o
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Task Model eng amh ewe hau ibo kin lin lug orm sna sot swa twi wol xho yor zul AVG

In-language training

INTENT

DETECTION

mT5-Large 80.5 91.5 77.3 94.6 92.9 83.7 91.3 83.3 73.3 92.6 80.2 95.8 85.3 91.6 95.8 90.9 82.4 87.7±4.1

AfriTeVa V2 (T5) 81.6 93.2 84.4 98.9 95.7 87.8 91.6 86.8 86.6 94.6 85.7 96.8 87.1 94.0 97.3 97.0 89.2 91.7±2.7

NLLB LLM2Vec 88.4 94.2 87.8 98.3 96.8 89.2 95.2 93.2 86.2 96.1 87.3 97.4 93.5 95.6 97.5 97.3 89.1 93.4±2.3

XLM-RoBERTa 83.5 92.9 77.9 96.0 88.8 69.6 90.5 78.9 75.0 83.8 76.0 96.7 79.5 90.2 89.6 92.6 74.7 84.5±4.9

AfriBERTa V2 74.2 91.2 78.3 98.2 93.8 83.1 91.0 83.8 78.8 89.5 81.9 96.0 83.2 92.3 94.4 95.0 86.7 88.6±3.5

AfroXLMR 84.1 95.3 84.6 98.3 96.0 88.2 93.3 85.2 88.3 95.3 85.5 97.8 88.8 95.8 97.3 96.1 89.0 92.2±3.0

AfroXLMR 76L 84.5 95.5 90.4 98.7 96.3 89.4 94.6 91.3 88.3 95.1 86.8 98.1 93.6 96.2 96.9 97.7 89.8 93.7±2.1

Multi-lingual training
AfroXLMR-76L 89.0 96.0 92.6 99.2 96.6 87.7 95.9 92.3 92.9 96.5 87.6 97.8 94.2 97.1 97.3 97.9 89.2 94.4±2.0

In-language training

SLOT

FILLING

mT5-Large 73.7 80.9 71.6 89.4 80.5 74.2 82.6 78.9 72.1 81.1 74.7 88.1 79.0 76.9 88.4 78.9 68.3 79.1±3.7

AfriTeVa V2 (T5) 73.6 80.9 74.5 93.8 79.9 76.6 87.1 85.2 79.0 82.1 77.5 88.9 84.0 79.0 90.0 87.2 71.2 82.3±3.3

NLLB LLM2Vec 74.6 82.4 80.5 93.6 78.1 70.1 84.8 86.6 80.8 81.4 74.8 85.7 85.7 78.3 88.0 85.0 78.3 82.1±3.1

XLM-RoBERTa 77.9 84.8 79.9 93.9 76.6 69.3 86.3 83.8 83.8 79.3 71.7 88.7 84.2 79.3 89.1 83.9 79.4 82.1±3.5

AfriBERTa V2 70.7 82.2 77.9 93.7 78.3 73.8 84.4 84.1 81.0 81.8 73.5 87.6 81.9 78.3 88.5 86.2 79.6 82.1±2.9

AfroXLMR 79.0 86.2 81.6 95.1 82.0 76.3 87.1 88.5 84.9 84.9 77.5 90.2 85.5 81.7 91.1 87.3 82.5 85.2±2.7

AfroXLMR 76L 78.7 86.3 84.5 94.3 81.9 76.7 88.0 88.8 85.5 84.9 77.4 90.2 89.8 81.3 90.5 88.1 81.3 85.6±2.7

Multi-lingual training
AfroXLMR 76L 82.4 88.2 87.0 96.3 84.0 79.3 90.3 89.2 87.2 86.1 80.4 90.5 90.3 83.3 91.8 90.2 83.3 87.3±2.4

Table 5: Intent detection and slot-filling results for supervised fine-tuned Small LMs on INJONGO. Models
are ranked by accuracy for intent detection and F1-score for slot-filling. The average performance and standard
deviation across 16 African languages are reported. The best models are highlighted in Gray and Cyan colours.

rates of 2× 10−5/ 2.5× 10−5 for intent detection359

and slot filling. The dataset of SFT was obtained360

by aggregating all the training samples of the 17361

languages in INJONGO i.e. “Combined INJONGO”,362

with randomly sampled prompts from a pool of 5.363

The evaluations of LLMs use 5 different prompting364

templates and a temperature of 0.5. We provide all365

the prompts used in Appendix C.366

4.3 Cross-lingual Transfer Analysis367

To investigate how well our dataset facilitates cross-368

lingual learning and transfer capabilities across369

languages, we tested two settings (1) zero-shot370

transfer from the English split of INJONGO, and371

evaluated on African languages. (2) Translate-372

Test where we evaluate the best English model on373

the machine-translated sentence test sets from an374

African language to English. We leveraged the375

NLLB-200-3.3B (NLLB Team et al., 2022) ma-376

chine translation model for the Translate-test set-377

ting. We compare the results with LLM prompting.378

Hyper-parameters and Prompts used Experi-379

ments of the baselines and cross-lingual transfer380

runs make use of five fixed random seeds. De-381

tailed experiments setup, training configuration and382

prompts are in Appendix B.383

5 Results384

5.1 Fine-tuned Multilingual Encoders385

Table 5 summarizes the results of the multilingual386

encoders fine-tuned INJONGO dataset. Overall,387

AfroXLMR-76L achieves the best performance 388

on both ID-SF tasks, with an average accuracy of 389

93.7% and an F1 score of 85.6%, respectively. We 390

attribute the success of this model to the coverage 391

of all languages in INJONGO during its pre-training 392

(see Appendix Table 11). AfroXLMR, the earlier 393

version of AfroXLMR-76L, follows closely with 394

an average accuracy of 92.2% and an F1 score of 395

85.2%. However, this model was not pre-trained on 396

some of the languages such as ewe, twi, lin, and 397

wol leading to a significant drop in performance of 398

−5.8, −4.8, −1.3, −0.4 for intent detection when 399

compared to AfroXLMR-76L. This shows that mul- 400

tilingual encoders for African languages can sig- 401

nificantly improve the performance over massively 402

multilingual encoders covering more than 100 lan- 403

guages such as XLM-R and NLLB LLM2Vec. 404

While NLLB LLM2Vec covers all languages in 405

our dataset and is very effective for intent detec- 406

tion, it leads to −3.5 on slot-filling when compared 407

to the performance of AfroXLMR-76L. In general, 408

T5-based models such as mT5 and AfriTeVa V2 409

performed worse on both tasks compared to the 410

BERT-based models, however, we still observe bet- 411

ter performance of the African-centric T5-model, 412

AfriTeVa V2 which gave decent results comparable 413

to other models except AfroXLMR (-76L) models. 414

Finally, we find that multilingual training of 415

AfroXLMR-76L over all languages gave better 416

overall performance than in-language training lead- 417

ing to +0.7 and +1.7 boost in performance on 418

intent detection and slot-filling tasks respectively. 419

6



Task Model eng amh ewe hau ibo kin lin lug orm sna sot swa twi wol xho yor zul AVG

INTENT

DETECTION

Llama 3.1 8B 27.6 1.9 2.1 4.8 5.5 3.3 5.3 2.4 1.6 2.8 2.9 14.1 2.6 4.0 3.2 3.5 2.8 3.9±2.4

Gemma 2 9B 77.6 49.2 6.1 40.8 31.5 23.8 22.2 23.2 7.7 29.7 19.9 70.0 21.0 13.8 40.1 32.2 36.3 29.2±8.7

Aya-101 13B 65.3 62.9 13.4 57.8 56.9 40.4 27.8 33.9 20.8 51.2 43.9 65.9 27.2 19.7 58.1 45.9 53.2 42.4±9.1

Gemma 2 27B 79.5 47.2 6.3 46.5 36.9 26.7 27.5 26.1 5.8 36.7 25.6 75.5 21.2 16.4 50.2 34.8 44.3 33.0±9.6

Llama 3.3 70B 81.1 56.2 9.5 52.3 52.4 35.0 37.5 37.7 12.4 32.3 30.5 80.6 29.3 20.9 43.5 41.4 43.9 38.5±9.5

Gemini 1.5 Pro 81.8 77.9 24.3 74.8 65.4 61.5 54.6 59.3 39.3 68.6 51.6 83.2 47.2 25.6 76.2 66.8 68.7 59.1±9.6

GPT-4o (Aug) 80.9 76.0 15.1 80.7 71.8 64.7 56.4 68.2 59.3 75.5 59.7 84.5 58.6 43.7 79.6 77.0 71.2 65.1±9.3

SLOT

FILLING

Llama 3.1 8B 25.0 3.7 5.6 11.1 12.6 8.5 9.1 10.1 2.8 9.9 11.5 17.3 11.2 9.2 2.6 11.0 9.0 9.1±2.2

Gemma 2 IT 9B 34.1 4.5 0.3 7.4 10.6 5.0 6.0 5.6 0.1 7.3 10.8 21.2 2.4 2.6 2.2 5.2 8.2 6.2±2.9

Aya-101 13B 21.4 8.2 7.9 11.8 14.6 12.2 9.4 15.5 3.6 15.0 17.0 16.2 13.8 14.0 2.8 9.6 10.6 11.4±2.4

Gemma 2 IT 27B 49.8 15.7 9.5 24.1 25.2 21.7 15.2 28.4 2.6 29.8 28.0 40.2 24.3 23.3 4.5 28.1 31.0 22.0±5.8

Llama 3.3 70B Instruct 52.6 26.3 22.0 29.5 35.0 31.4 25.0 30.4 9.3 29.5 36.4 40.7 35.6 36.4 6.9 34.2 31.9 28.8±5.2

Gemini 1.5 Pro 52.8 15.2 18.7 31.9 35.8 34.4 34.9 34.4 12.2 36.8 43.0 37.5 34.5 34.2 6.9 33.2 38.6 30.1±6.1

GPT-4o (Aug) 55.4 22.8 19.4 37.8 38.9 36.4 33.5 35.3 13.0 40.2 40.9 46.5 40.1 37.9 10.0 42.4 37.6 33.3±6.0

Table 6: Zero-Shot performance of LLMs on Intent Detection (ID) and Slot Filling (SF). Evaluation is based on
accuracy and F1-score for ID and SF tasks. Average computed on five templates, and on only African languages.

This highlights the additional benefit of joint train-420

ing of several languages, resulting in a single421

checkpoint and better overall performance because422

they benefited from cross-lingual transfer learning423

among the languages. The languages that benefited424

the most are Oromo (orm) and English (eng) with425

+4.6 and +4.5 improvement respectively for intent426

detection. The large boost for English is because427

the training data is twice smaller than the remaining428

African languages (1, 047 vs. 2, 240). Similarly,429

for slot-filling, the benefit of multilingual training430

is more obvious since all languages consistently im-431

proved in performance. We see that joint training432

benefited both high-resourced and low-resourced433

languages.434

5.2 LLMs Prompting Results435

Table 6 shows the zero-shot LLM evaluation of436

five open models and two closed models. Our key437

findings are below:438

Slot-filling task is difficult for all LLMs includ-439

ing on English The highest average performance440

achieved by the LLMs is 33.3 for GPT-4o, although441

much better than the open model at 28.8. We at-442

tribute this to the difficulty of LLMs on the named443

entity recognition task as reported by other re-444

searchers (Yu et al., 2023; Ojo et al., 2023). In445

comparison to the best-finetuned model, there is a446

large drop in performance of −53.2. This shows447

that having training data is still relevant for this task448

even in the LLM era, especially for low-resource449

languages.450

Large gap in the performance of closed and open451

models For intent detection, we find that all open452

models achieved below 50% on the relatively easy453

task of intent detection. The poor performance454

may be attributed to either a lack of exposure to455

many African languages or the large label space (i.e. 456

40) for the classification task. The closed models 457

result are better, with GPT-4o and Gemini 1.5 Pro 458

achieving more than +20 points than the best open 459

model, Llama 3.3 70B. However, if we compare 460

the results in the English language, open models 461

such as Gemma 2 27B and Llama 3.3 70B are 462

competitive with closed models. This shows that 463

open models are more biased toward high-resource 464

languages. This implies that there is a continuous 465

need to keep improving the capabilities of models 466

for low-resource languages. 467

Intent detection performance varies by lan- 468

guages The performance of some African lan- 469

guages is often higher than others, this is probably 470

connected to the amount of monolingual data avail- 471

able on the web. For example, Swahili (swa) with 472

over 1 billion monolingual data (Kudugunta et al., 473

2023) has 80.6 accuracy point that is comparable 474

performance to English performance (81.1) with 475

Llama 3.3 70B, while other languages have much 476

lower performance. Similarly, GPT-4o has more 477

than 70 accuracy points for Amharic, Hausa, Igbo, 478

Shona, Swahili, Xhosa, Yorùbá, and Zulu. These 479

languages also have larger monolingual data on the 480

web than the ones with lower than 70% accuracy. 481

5.3 Few-shot Performance 482

Figure 3 shows the result of the various few-shot 483

setups: 5-examples, 1-shot (40 examples, one from 484

each intent type), and 4-shots (160 examples). Our 485

result shows a big boost in performance with only 486

5-examples, especially for the slot-filling task and 487

some LLMs: GPT-4o and Gemini 1.5 Pro im- 488

proved the most by more than +19 points. Sim- 489

ilarly, Gemma 2 9B improved from 2.4 to 33.5 490

matching the performance of Llama 3.3 70B (with 491

7



Figure 3: Performance of cross-lingual transfer across different shot settings and supervised fine-tuning (SFT) on
the merged 17 languages INJONGO dataset.

5-examples). Additional samples from 1-shot and492

4-shot consistently improved performance for all493

models except Llama 3.3 70B. Similarly, for intent494

detection, there is consistent improvement in per-495

formance with more examples used for few-shot496

evaluations. We find Gemini 1.5 Pro, Gemma 2497

9B and Gemma 2 27B to benefit the most from 5-498

examples, with an accuracy boost of +14.3, +15.7,499

and +21.8 respectively. Interestingly, while the500

zero-shot performance of Gemini 1.5 Pro is worse501

than GPT-4o, the few-shot performance exceeds502

that of GPT-4o with +1.8 and +2.3 improvement503

in 5-examples and 1-shot. Our result shows the504

effectiveness of LLMs in adapting quickly to a new505

task in low-resource settings. We provide the re-506

sults of individual languages in Appendix B.7.507

Would Few-shot performance match Supervised508

fine-tuning (SFT)? While all LLMs improve per-509

formance with more shots, there is still a large gap510

with SFT. We performed SFT on Gemma 2 9B511

with all training samples and prompt templates, we512

found a large performance gap of +17.4 and +34.2513

for intent detection and slot-filling respectively if514

we compare SFT (52k samples) to 4-shots (160515

examples). However, for closed models, the gap516

of SFT on Gemma 2 9B to Gemini 1.5 Pro and517

GPT-4o is much smaller, especially for intent detec-518

tion. In general, few-shots of LLMs are still worse519

than SFT but are very crucial and effective when520

training data are scarce.521

5.4 Cross-lingual Transfer Results522

Figure 4 shows our final experiments that com-523

pare cross-lingual transfer results from two English524

datasets: CLINC (Western-centric) and INJONGO525

(African-centric) on the intent detection task. At526

5-shots, in both in-language and translate-test set-527

tings, the accuracy of all settings is quite similar,528

Figure 4: Cross-lingual transfer results from CLINC
and INJONGO English data

however as we increase the number of instances 529

to 10-shots (400 examples), we find that the IN- 530

JONGO in-language performance was better than 531

the CLINC (16.1 vs. 4.0) that is more Western- 532

centric. Similarly, in translate-test setting, the gain 533

in performance is much larger (+29) which im- 534

plies that in a low-resource setting, leveraging a 535

multicultural dataset with the African context is ef- 536

fective. However, with more samples (25-shots and 537

above), there is no significant difference in whether 538

the samples are Western-centric or not, and training 539

data size seems to be more important. 540

6 Conclusion 541

We present INJONGO, a new benchmark dataset for 542

evaluating intent detection and slot-filling for 16 543

African languages. INJONGO represents the first 544

large-scale multicultural dataset focused on African 545

language Conversation AI. Our experiments re- 546

veal that while fine-tuned multilingual models such 547

as AfroXLMR-76L achieved strong performance 548

LLMs still struggle with African languages, par- 549

ticularly in slot filling tasks. We hope INJONGO 550

will accelerate the development of more effective 551

and culturally-aware conversational AI systems for 552

African languages. 553
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Limitations554

The scope of INJONGO is constrained by its cov-555

erage of only 5 domains and 40 intents, missing556

some other domains such as healthcare and ed-557

ucation that are essential for real-world applica-558

tions. Our language selection, while substantial,559

still represents only a fraction of Africa’s linguistic560

diversity, particularly lacking representation from561

other language families such as Nilo-Saharan lan-562

guages. The annotation process revealed inher-563

ent challenges in entity classification across lan-564

guages, requiring two rounds of review to achieve565

consistent quality. Although significant for low-566

resource languages, the dataset size of 3,200 ex-567

amples per language remains modest compared568

to high-resource benchmarks, potentially limiting569

model performance. Additionally, the fixed distri-570

bution of examples across intents may not accu-571

rately reflect the natural frequency of these interac-572

tions in real-world conversations.573
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A INJONGO Dataset 926

A.1 Categories of Intent Detection 927

The following are the intent labels used in the IN- 928

JONGO dataset. These are a total of 40 categories 929

across 5 domains (Banking, Kitchen and Dining, 930

Travel, Utility, and Home). 931

Domain Intent

freeze_account, pin_change, pay_bill, interest_rate,
Banking min_payment, bill_balance, balance, spending_history,

transactions, transfer
Kitchen food_last, confirm_reservation, ingredients_list, cook_time,

and restaurant_reviews, meal_suggestion, restaurant_suggestion,
Dining restaurant_reservation, cancel_reservation, recipe
Home play_music, calendar_update, update_playlist,

shopping_list_update
plug_type, travel_notification, translate, international_visa,

Travel exchange_rate, travel_suggestion, book_flight, book_hotel,
car_rental

Utility weather, alarm, share_location, make_call, time, text

Table 7: Grouped intents categories by five domains.

A.2 Categories of Slot Filling 932

Table 9 shows the original slot types and their final 933

status after merging similar or low-frequency types 934

during preprocessing. The “Original Slot Type”are 935

used during the dataset annotation phase, which 936

contained 34 slot types. After merging similar or 937

low-frequency types during data preprocessing in 938

Section 3.3, it was reduced to 23 distinct slot types 939

as shown in the “Final Merged Type” column. 940

A.3 Statistics of Corpus and Slot Entities 941

Language Corpus Statistics in Token Slot Entities
Code Name Total Avg. Unique Total Avg. Unique Un. Fleiss’κ Fleiss’κ δ

amh Amharic 24233 7.573 5270 10748 3.36 33 0.836 0.933 +0.096
ewe Ewe 33210 10.378 4422 11563 3.61 34 0.854 1.000 +0.146
hau Hausa 32330 10.103 1896 11792 3.69 33 0.863 0.996 +0.133
ibo Igbo 35036 10.928 3860 12639 3.94 33 0.798 0.973 +0.175
kin Kinyarwanda 30216 9.443 6112 10753 3.36 34 0.712 0.959 +0.247
lin Lingala 29571 9.241 2672 11400 3.56 33 0.798 0.990 +0.192
lug Luganda 33368 10.418 6589 12262 3.83 33 0.864 0.990 +0.126
orm Oromo 29429 9.197 5706 12570 3.93 33 0.844 0.992 +0.148
sna Shona 32901 10.282 8206 15779 4.93 33 0.934 0.976 +0.042
sot Sotho 29515 9.223 3323 6699 2.09 34 0.670 0.997 +0.327
swa Swahili 38822 12.132 4603 14750 4.61 34 0.864 0.985 +0.121
twi Twi 44303 13.845 4775 14881 4.65 34 0.913 0.986 +0.074
wol Wolof 37120 11.600 3460 11265 3.52 33 0.726 0.941 +0.215
xho Xhosa 26118 8.162 5086 12673 3.96 33 0.804 0.936 +0.132
yor Yoruba 43319 13.537 3103 13886 4.34 34 0.847 0.988 +0.141
zul Zulu 26496 8.285 7742 12330 3.86 34 0.618 0.912 +0.294
eng English 20266 10.861 3097 – – – – – –

Table 8: Statistics of the INJONGO dataset across 17
languages, including corpus statistics (token counts and
distributions) and slot entity analysis (entity counts, av-
erages, and inter-annotator agreement measures) with
unmerged slot types.

B Experiments Setup 942

B.1 Training Configuration 943

To ensure equitable comparison across architec- 944

tures, we implement a standardized training proto- 945
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Original Slot Type Status Final Merged Type

account type kept account type
artist name kept artist name
bank name kept bank name
bill type kept bill type
calendar event kept calendar event
country kept country
currency kept currency
date kept date
hotel name kept hotel name
language name kept language name
meal period kept meal period
money kept money
music genre kept music genre
number kept number
payment company kept payment company
personal name kept personal name
place name kept place name
restaurant name kept restaurant name
shopping item kept shopping item
song name kept song name
time kept time

airline deleted –
airport name deleted –
car rental company deleted –
car type deleted –
continent deleted –
nationality deleted –
plug type deleted –
supermarket name deleted –
timezone deleted –

city name merged
city or province

state or province merged
dish name merged

dish or food
food item merged

Table 9: Original and final slot types in the INJONGO
dataset. “kept” indicates the slot type was retained,
while “deleted” indicates the slot type was removed.
“merged” indicates the slot type was combined with
another similar type.

col. All SLMs are finetuned using the AdamW op-946

timizer in 20 epochs with a learning rate schedule947

incorporating 10% linear warmup steps followed948

by linear decay. Early stopping (patience=5) is949

adopted, and the dev set performance is monitored.950

Learning rates are carefully calibrated for each ar-951

chitecture type as detailed in Table 10. Our em-952

pirical investigations demonstrate that slot filling953

tasks consistently require higher learning rates com-954

pared to intent detection tasks specifically, encoder-955

only models utilize 1 × 10−5/3 × 10−5 for intent956

detection/slot filling respectively, while encoder-957

decoder architectures necessitate elevated rates of958

5× 10−5/1× 10−4.959

Given the computational constraints of finetun-960

ing LLMs, Fully Supervised Fine-Tuning (FSFT) is961

exclusively performed on the Gemma 2 9B model 962

with 5 epochs. Based on established SFT prac- 963

tices and task-specific requirements, we use learn- 964

ing rates of 2 × 10−5 and 2.5 × 10−5 for intent 965

detection and slot filling respectively. Training 966

data is constructed from the combined train splits 967

of INJONGO dataset across all 17 languages, with 968

prompts randomly sampled from a pool of 5 prede- 969

fined templates. 970

All experiments are conducted using full preci- 971

sion (FP32) on NVIDIA H100/L40S GPUs with a 972

consistent batch size of 32, achieved through gradi- 973

ent accumulation when necessary. 974

B.2 Learning Rate Choice 975

Before the final model training, we conducted a 976

comprehensive analysis of learning rate variations 977

to understand their effect on model performance 978

across Intent Detection and Slot Filling tasks. This 979

investigation helped determine optimal learning 980

rates for different model architectures. Table 12 981

presents detailed results, extending the findings 982

from Table 10. 983

Task Encoder Only Encoder-Decoder NLLB LLM2Vec

Intent Detection 1× 10−5 5× 10−5 1× 10−4

Slot Filling 3× 10−5 1× 10−4 3× 10−4

Table 10: Selected learning rates for different architec-
tures of both tasks of intent detection and slot filling.

B.3 Language Coverage of Baselines 984

The table below briefly introduces the baseline 985

models along with the languages they were trained 986

on in the INJONGO dataset. 987

Model Languages

AfroXLMR Large (550M) amh, hau, ibo, kin, orm, sna, sot, swa, xho, yor, zul

AfroXLMR Large 76L (550M) amh, ewe, hau, ibo, kin, lin, lug, orm, sna, sot, swa, twi, wol, xho, yor, zul

XLM-RoBERTa Large (550M) amh, orm, swa, xho

AfriBERTa V2 Large (187M) amh, hau, ibo, sna, sot, swa, xho, yor

AfriTeVa V2 Large (1.2B) amh, hau, ibo, sna, sot, swa, xho, yor

mT5-Large (1.2B) amh, hau, ibo, sot, swa, yor, zul

Table 11: Baseline models with their corresponding
language coverage in INJONGO.

B.4 Results of Multi-lingual Training 988

We selected the 4 top-performing models from the 989

in-language training phase and evaluated them on 990

the INJONGO test set, comparing the performance 991

of the models when trained on individual languages 992

and when trained on the combined dataset. The 993

results are shown in Table 13. 994

13



Task Model
Type Model Learning Rate

1× 10−5 2× 10−5 3× 10−5 5× 10−5 1× 10−4 2× 10−4 3× 10−4 5× 10−4

INTENT

DETECTION

Encoder

AfriBERTa V2 Large 97.50 98.13 98.13 98.13 97.81 97.81 95.00 2.50
AfroXLMR-large 98.13 98.13 98.75 2.50 2.50 2.50 2.50 2.50
AfroXLMR-large 76L 98.75 98.75 99.06 98.75 2.50 2.50 2.50 2.50
XLM-RoBERTa Large 98.75 2.50 13.44 6.25 2.50 2.50 4.06 2.50
Average 98.28 74.38 77.34 51.41 26.33 26.33 26.02 2.50

Encoder-
Decoder

AfriTeVa V2 Large 0.00 0.00 96.88 97.81 97.19 97.81 96.56 97.50
mT5-Large 0.00 95.31 95.94 97.50 97.50 97.50 98.13 97.50
Average 0.00 47.66 96.41 97.66 97.34 97.66 97.34 97.50

Other
NLLB LLM2Vec 97.19 97.50 96.88 95.94 98.44 97.81 98.44 97.19
Average 97.19 97.50 96.88 95.94 98.44 97.81 98.44 97.19

SLOT

FILLING

Encoder

AfriBERTa V2 Large 86.12 89.70 90.21 90.74 91.22 90.45 88.24 0.00
AfroXLMR-large 89.95 90.13 91.04 89.87 0.00 0.00 0.00 0.00
AfroXLMR-large 76L 90.04 90.91 90.96 90.58 91.28 0.00 0.00 0.00
XLM-RoBERTa Large 88.55 89.72 91.63 89.52 88.10 0.00 0.00 0.00
Average 88.67 90.11 90.96 90.18 67.65 22.61 22.06 0.00

Encoder-
Decoder

AfriTeVa V2 Large 39.07 83.47 83.47 89.63 90.51 81.59 88.11 88.44
mT5-Large 22.31 59.61 89.16 82.71 88.54 89.67 89.16 90.40
Average 30.69 71.54 86.32 86.17 89.53 85.63 88.64 89.42

Other
NLLB LLM2Vec 81.13 84.84 85.33 85.69 85.57 84.44 87.02 86.12
Average 81.13 84.84 85.33 85.69 85.57 84.44 87.02 86.12

Table 12: Comparative analysis of model performance across different learning rates for Intent Detection and Slot
Filling tasks. Results are shown for various model architectures including Encoder-only, Encoder-Decoder, and
other approaches. Bold values indicate the best performance for each model type.

Task Model amh ewe hau ibo kin lin lug orm sna sot swa twi wol xho yor zul eng AVG

INTENT

DETECTION

AfroXLMR-large 76L 96.0 92.6 99.2 96.6 87.7 95.9 92.3 92.9 96.5 87.6 97.8 94.2 97.1 97.3 97.9 89.2 89.0 94.4±3.6

AfroXLMR-large 96.1 90.3 99.3 96.5 86.8 94.2 91.6 92.2 96.0 87.1 97.9 91.6 96.1 96.9 97.4 88.6 89.7 93.7±3.9

NLLB LLM2Vec 95.8 90.2 98.7 96.5 86.2 95.4 92.6 87.9 96.9 86.8 97.3 93.9 95.5 96.9 97.2 88.6 89.1 93.5±4.1

AfriTeVa V2 Large 94.6 85.8 99.2 96.5 87.3 93.6 90.8 88.6 95.9 85.3 98.0 89.6 94.4 97.3 97.6 88.3 89.7 92.7±4.6

SLOT

FILLING

AfroXLMR-large 76L 88.2 87.0 96.3 84.0 79.3 90.3 89.2 87.2 86.1 80.4 90.5 90.3 83.3 91.8 90.2 83.3 82.4 87.3±4.4

AfroXLMR-large 87.9 84.0 96.4 83.6 80.4 89.5 88.4 88.2 87.0 82.0 91.5 87.7 81.9 91.7 90.4 84.2 82.8 87.2±4.2

NLLB LLM2Vec 84.3 82.0 94.6 80.3 72.3 86.9 85.1 81.9 82.0 77.2 87.3 85.8 80.0 90.4 87.1 79.9 80.8 83.6±5.2

AfriTeVa V2 Large 78.9 72.6 92.0 80.0 75.7 85.3 81.8 76.0 79.8 77.0 88.2 81.7 76.5 86.7 86.3 66.7 78.9 80.3±6.3

Table 13: Multilingual Training: 4 model performance on Intent Detection and Slot Filling tasks across languages.

B.5 Results of Cross-lingual Transfer995

This section provides additional commentary on996

Table 14 which reports the cross-lingual transfer997

performance of AfroXLMR-76L on the Intent De-998

tection task under different shot conditions. The999

table compares two datasets (CLINC and Injongo)1000

in both their original in-language and translate-test1001

settings. For each dataset, results are presented1002

at multiple shot levels (e.g., 5, 10, 25, 50, and1003

100 shots), with the average performance and cor-1004

responding standard deviation indicated. Notably,1005

the results illustrate how performance progressively1006

improves as the number of shots increases, and how1007

the transfer capability is affected by the linguistic1008

diversity of the datasets.1009

B.6 Inference Setup of LLMs1010

For closed-source models (GPT-4o and Gemini 1.51011

Pro), we utilize the API provided by the respec-1012

tive vendor for inference. For open-source models,1013

inference is performed using vLLM (Kwon et al.,1014

2023), except for Aya-101, where Text Generation1015

Inference (TGI)8 is employed. 1016

B.7 Results of LLMs prompting 1017

Across 5 LLMs, we evaluated the performance of 1018

zero-shot and few-shot learning on the Intent De- 1019

tection and Slot Filling tasks. The complete results 1020

are presented in Table 15. We only evaluate the 1021

performance of the models on the best prompt for 1022

each task. The 2nd prompt for Intent Detection 1023

and the 3rd prompt for Slot Filling are used for 1024

evaluation. 1025

8Text Generation Inference

14

https://huggingface.co/docs/text-generation-inference/index


# of Shots amh ewe hau ibo kin lin lug orm sna sot swa twi wol xho yor zul AVG

CLINC Dataset
5 3.1 2.7 2.5 2.6 2.5 3.2 2.6 2.4 2.9 2.9 3.6 1.9 2.8 2.3 2.7 3.0 2.7±0.5

10 6.7 2.8 5.5 4.1 3.5 5.1 3.2 3.2 3.1 4.2 7.0 2.7 3.1 2.6 3.4 3.6 4.0±1.0

25 80.3 24.4 69.6 51.9 49.9 57.2 37.6 29.8 53.0 42.9 78.0 38.4 26.4 59.6 35.6 55.1 49.4±9.4

50 83.8 36.1 78.4 61.9 55.3 63.4 45.7 39.4 59.8 50.3 82.6 47.1 34.9 65.3 48.7 60.0 57.1±8.4

100 84.7 37.8 80.9 62.6 55.7 65.2 47.2 39.6 63.2 50.9 85.2 48.8 36.0 66.7 52.5 62.1 58.7±8.5

Injongo Dataset
5 3.6 2.6 3.3 2.6 3.1 3.0 2.8 2.3 3.2 3.3 3.9 2.2 2.8 2.8 2.5 2.8 2.9±0.5

10 29.7 7.3 27.0 15.3 13.9 19.4 9.3 6.3 13.4 16.2 36.7 9.4 7.1 16.5 10.0 20.3 16.1±5.1

25 76.1 24.2 70.2 53.9 50.1 55.2 41.2 28.4 53.9 45.1 78.5 41.1 27.8 59.7 38.8 55.1 50.0±8.9

CLINC Dataset (translate test)
5 4.2 3.6 3.5 4.0 3.9 4.0 3.6 3.5 3.7 3.8 4.3 3.2 3.6 3.9 3.6 4.0 3.8±0.5

10 14.9 11.2 15.9 13.7 11.9 15.3 11.0 4.8 10.2 12.4 13.8 9.4 10.2 12.4 10.3 12.5 11.9±1.9

25 83.2 58.8 85.7 78.3 67.6 76.7 71.4 32.1 80.2 67.4 84.6 67.8 56.8 82.8 75.3 71.0 71.2±7.4

50 86.2 61.7 89.9 81.9 69.1 78.8 74.2 33.2 82.7 71.7 85.8 70.1 58.1 86.7 79.2 74.4 74.0±7.7

100 86.7 62.5 91.0 83.3 69.5 80.5 75.4 34.4 84.9 72.2 87.7 71.1 59.1 86.2 81.2 76.6 75.1±7.7

Injongo Dataset (translate test)
5 4.4 4.7 5.3 4.4 3.7 5.0 4.4 2.7 4.5 4.5 4.7 3.8 4.2 5.1 5.3 3.6 4.4±0.6
10 45.4 32.2 52.0 44.7 39.7 43.9 42.8 16.3 44.2 38.6 50.6 37.1 32.7 48.0 45.3 40.8 40.9±4.9
25 80.5 59.0 86.0 77.5 66.4 74.2 72.7 31.7 77.9 68.1 84.1 66.6 55.9 82.4 76.8 69.7 70.6±7.3

Table 14: AfroXLMR-76L Intent Detection performance under varying shot conditions.

Task Model Setup eng amh ewe hau ibo kin lin lug orm sna sot swa twi wol xho yor zul Avg

INTENT

DETECTION

GPT-4o

0 shot 81.2 76.2 14.5 80.8 71.6 64.4 55.9 68.1 58.6 75.6 58.6 85.2 58.3 43.1 78.6 76.1 70.3 64.7±16.8

5 examples 81.8 75.9 21.2 85.3 76.6 69.8 74.8 74.7 69.1 80.8 69.2 82.2 68.9 63.3 82.0 78.4 72.7 71.6±14.2

1 shot 82.6 83.0 37.8 88.8 82.0 76.2 82.2 83.3 78.6 85.0 71.2 85.8 76.7 72.6 85.2 82.0 77.3 78.0±11.4

4 shots 83.3 85.2 64.5 91.7 86.7 79.4 85.0 85.3 83.3 89.7 75.0 87.8 82.2 81.1 87.2 87.7 79.2 83.2±6.4

Gemini 1.5 Pro

0 shot 82.3 80.2 26.9 78.8 69.5 66.2 58.1 64.4 42.8 71.4 55.5 85.0 50.5 27.9 79.4 71.6 71.9 62.5±17.2

5 examples 81.8 81.1 52.3 86.4 77.3 71.4 76.4 76.1 67.0 80.2 69.2 85.5 71.2 49.1 81.1 77.3 72.8 73.4±10.1

1 shot 81.2 85.8 69.2 90.2 80.3 75.6 82.5 82.8 74.7 85.2 73.3 87.3 80.8 71.2 84.7 84.5 77.5 80.3±5.9

4 shots 83.8 85.9 78.3 90.9 86.2 79.1 85.6 83.6 78.0 87.7 73.6 88.9 84.2 81.6 86.9 85.6 80.3 83.5±4.5

Gemma 2 IT 9B

0 shot 78.9 51.4 7.0 43.1 33.4 26.1 24.5 25.6 8.6 30.5 21.2 73.1 23.1 14.9 44.4 33.8 40.5 31.3±16.2

5 examples 79.1 58.3 13.4 71.2 58.9 44.1 41.6 40.0 18.3 54.1 41.4 79.1 39.2 29.8 61.1 48.4 53.3 47.0±17.0

1 shot 78.9 54.7 15.5 76.7 58.8 43.3 50.3 42.2 28.4 54.7 43.1 82.0 46.7 30.3 68.3 60.5 58.8 50.9±16.9

4 shots 78.5 68.6 44.8 84.7 73.4 60.9 72.0 70.0 55.0 75.2 60.3 82.8 66.4 66.9 77.0 67.7 67.7 68.3±9.7

Gemma 2 IT 27B

0 shot 80.2 48.4 6.6 49.8 40.2 27.8 31.6 28.6 6.4 38.0 27.3 77.5 23.0 18.7 51.7 35.5 47.3 34.9±17.5

5 examples 78.3 59.5 13.6 80.0 70.0 52.2 55.5 52.5 22.5 68.3 55.3 84.7 54.5 37.0 73.9 63.3 64.2 56.7±18.5

1 shot 80.5 61.6 26.2 85.2 74.2 59.8 68.3 65.9 49.2 77.8 59.5 86.7 63.7 58.4 77.0 75.9 68.8 66.2±14.3

4 shots 81.5 76.4 57.7 87.7 80.6 65.9 78.1 74.1 65.3 83.4 68.1 85.3 74.7 70.9 81.2 80.2 75.0 75.3±7.9

Llama 3.3 70B

0 shot 80.9 57.3 10.5 53.3 53.0 35.5 38.0 39.7 13.8 32.8 31.7 81.4 31.7 21.0 44.7 41.6 44.8 39.4±16.8

5 examples 82.3 56.6 12.0 79.2 69.1 51.1 45.6 48.3 28.9 51.1 47.7 84.2 50.2 31.0 62.2 63.7 58.0 52.4±17.7

1 shot 82.2 75.3 37.0 84.7 77.8 59.2 59.7 72.8 54.1 72.3 61.3 86.7 69.8 60.3 76.4 77.8 70.3 68.5±12.2

4 shots 83.3 81.4 57.0 88.1 83.6 69.7 75.8 77.7 65.8 81.4 68.6 88.0 77.0 74.5 80.3 84.8 74.8 76.8±8.1

SLOT

FILLING

GPT-4o

0 shot 55.1 23.8 20.3 38.8 38.9 37.3 33.6 37.9 12.7 41.4 42.6 44.5 39.0 41.3 9.1 41.7 36.9 33.7±10.7

5 examples 63.9 39.3 43.5 60.8 59.8 46.8 61.0 51.0 36.6 60.6 58.8 62.4 61.8 58.5 50.7 59.4 40.8 53.3±8.8

1 shot 71.3 53.3 50.0 66.2 59.9 54.3 63.3 60.3 54.9 64.7 56.7 67.4 61.5 56.3 67.3 67.8 50.4 59.6±5.9

4 shot 75.4 64.2 57.2 71.1 70.6 62.8 74.0 74.1 66.8 71.3 63.5 77.1 74.4 68.4 75.8 77.8 58.6 69.2±6.3

Gemini 1.5 Pro

0 shot 48.4 20.3 18.0 30.2 34.5 33.3 33.2 34.7 14.4 33.8 40.4 33.7 34.3 33.1 7.9 35.9 36.5 29.6±8.9

5 examples 64.7 52.6 42.3 61.3 59.2 47.7 56.8 63.1 36.5 65.6 62.4 66.1 61.8 55.4 46.1 59.6 49.7 55.4±8.5

1 shot 64.8 62.1 51.0 67.3 61.5 52.1 61.5 66.2 47.2 66.0 57.2 70.4 68.4 56.0 64.8 67.3 52.4 60.7±7.0

4 shots 75.2 69.0 67.6 72.2 73.4 62.5 77.4 77.4 66.6 77.0 65.9 79.9 77.2 69.8 80.0 81.0 57.4 72.1±6.7

Gemma 2 IT 9B

0 shot 27.0 0.3 0.0 3.2 5.6 1.4 3.9 2.1 0.0 2.4 2.6 13.7 0.2 0.5 0.0 0.2 3.0 2.4±3.3

5 examples 55.0 26.4 20.5 39.8 40.3 29.7 32.0 37.7 11.9 42.7 31.5 57.1 50.0 36.6 33.8 37.5 41.0 35.5±10.4

1 shot 55.6 37.5 26.2 50.6 44.0 38.4 34.2 44.8 20.5 46.4 37.6 59.3 47.1 41.3 50.2 49.7 38.2 41.6±9.3

4 shots 59.6 45.1 38.8 61.3 51.1 41.8 47.8 51.4 32.2 56.2 37.9 65.6 51.6 49.4 58.7 54.5 41.0 49.0±8.9

Gemma 2 IT 27B

0 shot 54.0 24.1 21.9 34.8 38.3 32.4 25.6 37.6 5.2 37.8 42.1 44.7 37.8 38.2 5.9 39.4 39.4 31.6±11.6

5 examples 58.4 37.4 32.3 54.1 53.6 37.2 39.2 48.0 22.0 52.2 21.8 64.6 51.9 48.3 40.2 49.5 40.5 43.3±11.3

1 shot 41.7 21.8 37.4 60.8 58.6 45.3 45.9 54.8 27.1 55.5 46.0 67.0 56.0 49.3 48.4 58.4 47.1 48.7±11.6

4 shots 69.8 47.2 45.0 64.4 61.5 46.8 58.3 60.8 38.8 64.5 48.6 70.8 62.2 56.2 69.3 63.3 42.7 56.3±9.7

Llama 3.3 70B

0 shot 55.2 28.7 24.2 28.2 35.6 30.9 22.7 32.0 11.4 29.2 31.5 43.2 34.3 37.2 7.3 33.2 30.7 28.8±8.7

5 examples 54.0 30.7 9.5 33.2 49.6 32.1 36.7 41.5 23.5 45.2 0.0 54.4 27.6 28.5 38.7 43.3 37.7 33.3±13.5

1 shot 61.7 32.7 29.3 38.6 52.6 33.7 36.9 44.1 28.6 45.8 28.8 64.0 51.7 43.7 53.0 53.6 35.5 42.0±10.4

4 shots 62.3 35.6 20.5 28.0 32.4 36.7 53.5 38.7 34.8 40.4 22.6 63.2 53.3 46.5 45.3 59.6 32.9 40.3±12.1

Table 15: Zero-shot and few-shot performance comparison across languages on and tasks. For Intent Detection,
shots refer to examples per domain 5 examples, per (1 shot), and 4 examples per (4 shots). For Slot Filling, shots
refer to examples per domain 5 examples, per slot type (1 shot), and 4 examples per slot type (4 shots).
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C Prompts for Large Language Models1026

We provide the prompts in Jinja format 9 used for1027

the Intent Detection and Slot Filling tasks in the1028

zero-shot and few-shot learning experiments. The1029

prompts are designed to guide the model to per-1030

form the specific task on the given input text. The1031

prompts are language-specific and tailored to the1032

task requirements. The prompts1033

The variables in the prompts are replaced with1034

the actual input text during the model evaluation.1035

Here is the list of variables used in the prompts:1036

• shot_count: The number of examples pro-1037

vided to the model, if shot_count is 0 zero,1038

means zero-shot.1039

• examples: A list of examples provided to the1040

model for few-shot learning.1041

• text: The sentence for which the model needs1042

to predict the intent or slot.1043

C.1 Intent Detection1044

Prompt I1045

Classify the given sentence by
identifying its intent and
selecting the most appropriate
category from the provided list.

↪→

↪→

↪→

# Steps
1. Analyze the sentence to understand

its primary intention or purpose.↪→

2. Compare the identified intention
against the possible intent
categories.

↪→

↪→

3. Select the category that best
matches the sentence's intent.↪→

# Output Format
- Return the only one matching intent

category from the list above.↪→

- No additional text or punctuation
should be included in the output.↪→

Prompt II1046

Identify the intent of the provided
text by selecting the most suitable
category from the list of available
options.

↪→

↪→

↪→

9Jinjia: A fast, expressive, extensible templating engine.

# Steps
1. Analyze the sentence to determine

its primary purpose or intention.↪→

2. Match the identified intention with
the available intent categories.↪→

3. Choose the category that best aligns
with the sentence's intent.↪→

# Output Format
- Return the selected intent category

from the list above.↪→

- Do not include any additional text or
punctuation in the response.↪→

Prompt III 1047

Determine the intent of the provided
text by selecting the most
appropriate category from the given
options.

↪→

↪→

↪→

# Steps
1. **Read the Text**: Carefully read

the provided text to understand the
context and main message.

↪→

↪→

2. **Identify Key Elements**: Identify
the main action, subject, and any
relevant details that indicate the
overall purpose of the text.

↪→

↪→

↪→

3. **Consider Categories**: Review the
list of available categories and
consider which category best
matches the text's intent.

↪→

↪→

↪→

4. **Reasoning**: Consider why you
believe the text fits a certain
category by assessing how the
identified key elements align with
the category's definition.

↪→

↪→

↪→

↪→

5. **Selection**: Select the category
that most accurately represents the
intent of the text.

↪→

↪→

# Output Format
- Provide the selected category as a

plain text response.↪→

- Don't include any justification.

Prompt IV 1048
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Identify the intent of the provided
text by selecting the most suitable
category from the list of available
options.

↪→

↪→

↪→

# Steps

1. Analyze the text to understand its
primary purpose and context.↪→

2. Consider the range of possible
intents that the text might
express, such as inquiry,
statement, request, etc.

↪→

↪→

↪→

3. Match the text with the most
appropriate category based on its
content and purpose.

↪→

↪→

# Output Format
Provide the resulting intent category

as a short, concise phrase or word
that best represents the text's
purpose from the available options.

↪→

↪→

↪→

# Notes
- Carefully evaluate any subtleties in

the language to determine the
intent accurately.

↪→

↪→

- Consider edge cases where texts might
have multiple overlapping intents,
and choose the most dominant one.

↪→

↪→

Prompt V1049

Identify the intent of the provided
text by selecting the most suitable
category from the list of available
options.

↪→

↪→

↪→

Consider the subtleties in language and
any overlapping intents to
determine the most dominant intent
category.

↪→

↪→

↪→

# Steps

1. **Analyze the Text**: Thoroughly
read and understand the text to
grasp its primary purpose and
context.

↪→

↪→

↪→

2. **Consider Possible Intents**:
Reflect on the range of potential
intents the text could express,
such as inquiry, statement, or
request.

↪→

↪→

↪→

↪→

3. **Match with Category**: Align the
text with the most appropriate
category based on content, language
subtleties, and dominant purpose.

↪→

↪→

↪→

# Output Format

Provide the resulting intent category
as a short, concise phrase or word.↪→

# Notes

- Pay attention to context and
subtleties in the text.↪→

- Evaluate texts with multiple intents,
prioritizing the most dominant one.↪→

Suffix for Zero-shot and Few-shot 1050

# Intent Categories
alarm, balance, bill_balance,

book_flight, book_hotel,
calendar_update, cancel_reservation,
car_rental, confirm_reservation,
cook_time, exchange_rate, food_last,
freeze_account, ingredients_list,
interest_rate, international_visa,
make_call, meal_suggestion,
min_payment, pay_bill, pin_change,
play_music, plug_type, recipe,
restaurant_reservation,
restaurant_reviews,
restaurant_suggestion,
share_location,
shopping_list_update,
spending_history, text, time,
timezone, transactions, transfer,
translate, travel_notification,
travel_suggestion, update_playlist,
weather

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

{% if shot_count == 0 -%}
{# Zero-shot Suffix #}
# Format Example:
Sentence: Can you tell me the weather

forecast for today?↪→

Output: weather
{% else %}
{# Few-shot Suffix #}
{% for example in examples -%}
Sentence: {{ example.text }}
Output: {{ example.intent }}

17



{% endfor %}
Based on the example, consider the

following:↪→

{% endif %}
Sentence: {{ text }}
Output:

C.2 Slot Filling1051

Prompt I1052

Identify all named entities in the
sentence provided according to the
available entity types. Use `$$` as
a separator between each pair of
identified named entity types and
corresponding content from the
sentence. Only return the listed
named entities without providing
any additional commentary.

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

# Output Format
- List all the named entities found in

the passage provided by the user.↪→

- Separate the paired named entities
types and text using a `$$` symbol.↪→

- Only return the entity list, without
any prefix or explanation.↪→

Prompt II1053

Identify and extract named entities
from the provided sentence. Each
identified entity pair (including
entity type and content from the
sentence) should be separated from
their content using the "$$"
delimiter.

↪→

↪→

↪→

↪→

↪→

↪→

# Steps
1. Analyze the sentence to identify

named entities.↪→

2. Extract each identified named entity
and its content.↪→

3. Concatenate the named entity type
and its content with space as one
pair.

↪→

↪→

4. Join all pairs of named entities
using "$$" as a delimiter.↪→

Prompt III1054

Extract named entities from the
provided text and format the output
by placing $$ between each entity
type and its respective content.
Ensure the output contains only the
extracted entities and their
labels, with no additional
commentary or information.

↪→

↪→

↪→

↪→

↪→

↪→

↪→

# Steps
1. Analyze the provided text and

identify named entities.↪→

2. Categorize each identified entity by
its correct type, careful to match
the entity with the appropriate
label.

↪→

↪→

↪→

3. Format the output by placing the
entity type and its corresponding
content, separated by $$.

↪→

↪→

Prompt IV 1055

Identify named entities from the
provided text. Format each entity
and its content using $$ as a
separator.

↪→

↪→

↪→

# Steps
1. Parse the input text to identify all

named entities. This includes
proper nouns like names of people,
places, organizations, dates, etc.

↪→

↪→

↪→

2. For each identified entity, extract
the specific text corresponding to
the entity.

↪→

↪→

3. Concatenate the name of the entity
type and the associated text using
space.

↪→

↪→

4. Compile these formatted entries into
a list with the $$ as a separator.↪→

# Output Format
- A string joined by a " $$ " for each

pair of the entity type and
content, formatted as `EntityType
EntityContent`.

↪→

↪→

↪→

Prompt V 1056
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Detect named entities in the supplied
sentence. Use $$ as a separator
between entities and their
corresponding parts of the
sentence. Limit the response
strictly to the formatted list.

↪→

↪→

↪→

↪→

↪→

# Output Format
- Entities and their parts separated by

$$↪→

- Return a plain list with no
additional context↪→

- If no entities are present, return
`$$`↪→

Suffix for Zero-shot and Few-shot1057

# Named Entities Types to Identify
ACCOUNT_TYPE, ARTIST_NAME, BANK_NAME,

BILL_TYPE, CALENDAR_EVENT,
CITY_OR_PROVINCE, COUNTRY, CURRENCY,
DATE, DISH_OR_FOOD, HOTEL_NAME,
LANGUAGE_NAME, MEAL_PERIOD, MONEY,
MUSIC_GENRE, NUMBER,
PAYMENT_COMPANY, PERSONAL_NAME,
PLACE_NAME, RESTAURANT_NAME,
SHOPPING_ITEM, SONG_NAME, TIME

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

{% if shot_count == 0 -%}
{# Zero-shot Suffix #}
Please ensure that the entities match

the listed types and that unstated
entities should not be included in
the response if no entities are
found, return `$$` only.

↪→

↪→

↪→

↪→

# Format Example:
Sentence: John went to Paris and paid

100 dollars at an Awater restaurant.↪→

Output: PERSONAL_NAME John $$
CITY_OR_PROVINCE Paris $$ MONEY 100
$$ RESTAURANT_NAME Awater

↪→

↪→

{% else %}
{# Few-shot Suffix #}
# Output Examples (Do not include in the

response):↪→

{% for example in examples -%}
Sentence: {{ example.text }}
Output: {{ example.slot }}

{% endfor %}

Based on the example, consider the
following:↪→

{% endif %}
Sentence: {{ text }}
Output:

D Instruction for Annotators 1058

This section provides the complete annotation 1059

guide and instruction for annotators working for 1060

labeling all slots types. 1061

A Slot Filling task is a natural
language processing (NLP) task that
involves extracting specific pieces
of information (slots) from a given
text. This task is commonly used in
dialogue systems and information
extraction applications where the
goal is to identify and fill
predefined categories or slots with
relevant information from user
inputs or text data.

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

### LANGUAGE_NAME
1. Spanish: A Romance language that

originated in the Iberian Peninsula
and is now the primary language of
Spain and most Latin American
countries.

↪→

↪→

↪→

↪→

2. Luganda: A Bantu language spoken
primarily in Uganda, particularly by
the Ganda people.

↪→

↪→

3. French: A Romance language spoken as
a first language in France, parts of
Belgium, and Switzerland, and in
various communities worldwide.

↪→

↪→

↪→

### ACCOUNT_TYPE
1. Savings Account: A bank account that

earns interest over time, typically
used for long-term savings.

↪→

↪→

2. Checking Account: A bank account used
for everyday transactions, such as
deposits and withdrawals.

↪→

↪→

3. Student Account: A bank account
designed for students, often with no
monthly fees and special benefits.

↪→

↪→

Not to be confused with payment company.
A credit card is NOT an account type.
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### MONEY
1. $500: Five hundred dollars, often

used to signify a substantial amount
of money in various contexts.

↪→

↪→

2. 5 dollars: A small amount of money,
typically used for minor purchases
or expenses.

↪→

↪→

3. $1,000: One thousand dollars,
indicating a significant sum,
commonly used in transactions or
savings.

↪→

↪→

↪→

### CURRENCY
1. Dollar: The currency of several

countries, including the United
States, Canada, and Australia.

↪→

↪→

2. Euro: The official currency of the
Eurozone, used by 19 of the 27
European Union member states.

↪→

↪→

3. Yen: The official currency of Japan.

### CITY_NAME
1. London: The capital city of the

United Kingdom, known for its
historical landmarks and cultural
diversity.

↪→

↪→

↪→

2. Kampala: The capital city of Uganda,
known for its bustling markets and
vibrant cultural scene.

↪→

↪→

3. New York: A major city in the United
States, known for its skyscrapers
and as a global financial and
cultural center.

↪→

↪→

↪→

If you are not sure if a place is a City
name (Town name) State/Province or
Village name, please refer to a
search engine for clarification.

↪→

↪→

↪→

### FOOD_ITEM
1. Sugar: A sweet substance commonly

used in baking and cooking.↪→

2. Orange: A citrus fruit known for its
sweet and tangy flavor and high
vitamin C content.

↪→

↪→

Not to be confused with Shopping item or
Dish name.↪→

### BANK_NAME
1. Ecobank: A pan-African banking

conglomerate with operations in 36
African countries.

↪→

↪→

2. Wells Fargo: An American
multinational financial services
company headquartered in San
Francisco, California.

↪→

↪→

↪→

3. HSBC: A British multinational banking
and financial services organization
with global operations.

↪→

↪→

When annotating Bank names, you do not
need to include “bank” unless it is
attached to the bank name, like seen
above, with Ecobank.

↪→

↪→

↪→

### RESTAURANT_NAME
1. KFC: An American fast-food restaurant

chain known for its fried chicken.↪→

2. McDonald's: An American fast-food
company famous for its hamburgers,
fries, and other quick-serve meals.

↪→

↪→

3. Subway: An American fast-food
franchise known for its submarine
sandwiches (subs) and salads.

↪→

↪→

### DISH_NAME
1. Jollof Rice: A popular West African

dish made with rice, tomatoes,
onions, and various spices.

↪→

↪→

2. Paella: A Spanish rice dish
originally from Valencia, featuring
saffron, meat, seafood, and
vegetables.

↪→

↪→

↪→

3. Sushi: A Japanese dish consisting of
vinegared rice accompanied by
various ingredients such as raw fish
and vegetables.

↪→

↪→

↪→

### TIME
1. 2pm: A specific time in the

afternoon.↪→

2. Morning: The period from sunrise
until noon.↪→

3. Evening: The period of the day from
the end of the afternoon to the
beginning of night.

↪→

↪→

Anything that is less than one day
should be annotated as TIME and not
DATE, as seen in the above examples.

↪→

↪→

### TIMEZONE
1. Pacific Time (PT): A time zone

covering parts of western Canada,
the western United States, and
western Mexico.

↪→

↪→

↪→
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2. West Africa Time (WAT): A time zone
used by countries in West Africa,
one hour ahead of Coordinated
Universal Time (UTC+1).

↪→

↪→

↪→

3. Eastern Standard Time (EST): A time
zone covering parts of the eastern
United States and parts of Canada,
five hours behind Coordinated
Universal Time (UTC-5).

↪→

↪→

↪→

↪→

### DATE
1. January: The first month of the year

in the Gregorian calendar.↪→

2. 2024: A specific year.
3. October: The tenth month of the year

in the Gregorian calendar.↪→

Anything that is more than one day must
be annotated as DATE and not time,
as seen above

↪→

↪→

### BILL_TYPE
1. Internet Fees: Charges for the

provision of internet services.↪→

2. School Fees: Costs associated with
attending an educational
institution.

↪→

↪→

3. Electricity Bill: Charges for the
consumption of electrical power.↪→

4. Water Bill:
You include “bill” as part of the

annotation.↪→

### PLUG_TYPE
1. Type A: A two-pronged plug commonly

used in North America and Japan.↪→

2. Type C: A two-pin plug used in
Europe, South America, and Asia.↪→

3. Type G: A three-pronged plug used in
the United Kingdom and other
countries.

↪→

↪→

Internet cable, extension cord are NOT
plug types.↪→

### COUNTRY
1. Germany: A country in Central Europe

known for its rich history and
economic strength.

↪→

↪→

2. Nigeria: A country in West Africa,
known for its diverse cultures and
large population.

↪→

↪→

3. Japan: An island nation in East Asia
known for its technology and rich
cultural heritage.

↪→

↪→

### PERSONAL_NAME
1. Dave: A common given name.
2. Maria: A common given name, often

used in Spanish and
Portuguese-speaking countries.

↪→

↪→

3. Akiko: A common Japanese given name.
4. Don’t annotate titles as personal

names e.g Mr., Dr., Mrs.↪→

Mom, dad, aunt, sister is NOT a personal
names↪→

### MUSIC_GENRE
1. Fuji: A popular Nigerian musical

genre that originated from the
Yoruba people.

↪→

↪→

2. Gospel: A genre of Christian music.
3. Rock: A broad genre of popular music

that originated as "rock and roll"
in the United States in the late
1940s and early 1950s.

↪→

↪→

↪→

Old songs are not genres- Do not
annotate them↪→

### ARTIST_NAME
1. Fela: Refers to Fela Kuti, a Nigerian

multi-instrumentalist and pioneer of
Afrobeat music.

↪→

↪→

2. Beyoncé: An American singer,
songwriter, and actress.↪→

3. Mozart: Wolfgang Amadeus Mozart, an
influential classical composer from
Austria.

↪→

↪→

### HOTEL_NAME
1. Radisson: A global hotel chain known

for its upscale accommodations and
services.

↪→

↪→

2. Marriott: A worldwide hospitality
company with a broad range of hotels
and related services.

↪→

↪→

3. Hilton: A global brand of
full-service hotels and resorts.↪→

You can annotate Radisson Hotel as a
whole.↪→

### MEAL_PERIOD
1. Breakfast: The first meal of the day,

typically eaten in the morning.↪→
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2. Lunch: A meal eaten around midday.
3. Dinner: The main meal of the day,

usually eaten in the evening.↪→

### PAYMENT_COMPANY
1. Paypal: An American company operating

a worldwide online payments system.↪→

2. Stripe: An Irish-American financial
services and software as a service
(SaaS) company.

↪→

↪→

3. Visa: A multinational financial
services corporation known for its
credit and debit cards.

↪→

↪→

Not to be confused with account type.

### CONTINENT
1. Africa: The second-largest and

second-most-populous continent on
Earth.

↪→

↪→

2. Europe: A continent located entirely
in the Northern Hemisphere and
mostly in the Eastern Hemisphere.

↪→

↪→

3. Asia: The largest and most populous
continent, located primarily in the
Eastern and Northern Hemispheres.

↪→

↪→

### AIRPORT_NAME
1. Bole Addis Ababa International

Airport: The main international
gateway to Addis Ababa, Ethiopia.

↪→

↪→

2. Heathrow Airport: A major
international airport in London,
United Kingdom.

↪→

↪→

3. John F. Kennedy International
Airport: A major international
airport in New York City, United
States.

↪→

↪→

↪→

### SUPERMARKET
1. Shoprite: A leading food retailer in

Africa with stores in several
countries.

↪→

↪→

2. Walmart: A large multinational retail
corporation operating a chain of
hypermarkets.

↪→

↪→

3. Tesco: A British multinational
groceries and general merchandise
retailer.

↪→

↪→

### STATE/PROVINCE

1. Quebec Province: A province in
eastern Canada, the largest in area
and second-largest in population.

↪→

↪→

2. Ogun State: A state in southwestern
Nigeria.↪→

3. California: A state in the western
United States, known for its diverse
geography and large economy.

↪→

↪→

### NUMBER
1. 10: A numerical value, often used to

denote quantity or ranking.↪→

2. 20: A numerical value, commonly used
to signify quantity or sequence.↪→

3. Fifty-four: non-numeric should be
annotated as a number.↪→

### NATIONALITY
1. Nigerian: Pertaining to Nigeria or

its people.↪→

2. Kenyan: Pertaining to Kenya or its
people.↪→

3. American: Pertaining to the United
States of America or its people.↪→

### CALENDAR_EVENT
1. Football Match: A scheduled

competitive game of football
(soccer).

↪→

↪→

2. Concert: A live music performance.
3. Wedding: A ceremony where two people

are united in marriage.↪→

Christmas, Valentines day, birthdays,
etc↪→

### SHOPPING_ITEM
1. Shoe: A covering for the foot,

typically made of leather, having a
sturdy sole and not reaching above
the ankle.

↪→

↪→

↪→

2. Shirt: A piece of clothing worn on
the upper body, typically with
sleeves and a collar.

↪→

↪→

3. Laptop: A portable personal computer
with a screen and alphanumeric
keyboard.

↪→

↪→

Not to be confused with Food items

### SONG_NAME
1. African Queen: A popular song by

Nigerian artist 2Baba.↪→
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2. Thriller: A song by Michael Jackson
from his album of the same name.↪→

3. Shape of You: A song by Ed Sheeran.

### CAR_TYPE
1. BMW: A German multinational company

that produces luxury vehicles and
motorcycles.

↪→

↪→

2. Sedan: A passenger car in a three-box
configuration with separate
compartments for the engine,
passenger, and cargo.

↪→

↪→

↪→

3.SUV: A sport utility vehicle,
typically equipped with four-wheel
drive for on- or off-road ability.

↪→

↪→

Ambulance, Fire truck are not car
types.↪→

### PLACE
1.Tourist Attractions: Places of

interest that draw visitors due to
their cultural, historical, natural,
or recreational significance.
Examples include the Eiffel Tower in
Paris, a global cultural icon of
France, and the Grand Canyon in
Arizona, known for its immense size
and its intricate and colorful
landscape.

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

2. Museums: Institutions that collect,
preserve, and display objects of
historical, cultural, artistic, or
scientific importance. Examples
include the Louvre Museum in Paris,
which houses a vast collection of
art, and the Smithsonian National
Museum of Natural History in
Washington, D.C., known for its
exhibits on natural history and
anthropology.

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

3. Mall: A large indoor shopping
complex featuring a variety of
retail stores, restaurants, and
entertainment facilities. Examples
include the Mall of America in
Minnesota, which is one of the
largest malls in the United States,
and the Dubai Mall in the UAE, known
for its luxury shops and attractions
like the Dubai Aquarium and
Underwater Zoo.

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

4. Park: A public area set aside for
recreation and enjoyment, often
featuring green spaces, playgrounds,
and walking paths. Examples include
Central Park in New York City, a
vast urban park offering numerous
recreational activities, and Hyde
Park in London, known for its
historical significance and open-air
concerts.

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

With this entity, only annotate if
entity is named explicitly, e,g Name
of airport, museum or mall is not
and nt just “mall”, “airport” etc

↪→

↪→

↪→

PS: Do not skip any annotations, if
there is nothing to annotate, submit
and go to the next one.

↪→

↪→
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