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Abstract

In conversational Al, large-scale models excel
in various tasks but struggle with target-driven
conversation planning. Current methods, such
as chain-of-thought reasoning and tree-search
policy learning techniques, either neglect plan
rationality or require extensive human simula-
tion procedures. Addressing this, we propose a
novel two-stage framework, named EnPL, to
improve the LLMs’ capability in planning con-
versations towards designated targets, includ-
ing (1) distilling natural language plans from
target-driven conversation corpus and (2) gen-
erating new plans with demonstration-guided
in-context learning. Specifically, we first pro-
pose a filter approach to distill a high-quality
plan dataset, ConvPlan!. With the aid of corre-
sponding conversational data and support from
relevant knowledge bases, we validate the qual-
ity and rationality of these plans. Then, these
plans are leveraged to help guiding LLMs to
further plan for new targets. Empirical results
demonstrate that our method significantly im-
proves the planning ability of LLMs, especially
in target-driven conversations. Furthermore,
EnPL is demonstrated to be quite effective in
creating large-scale target-driven conversation
datasets, paving the way for constructing exten-
sive target-driven conversational models.

1 Introduction

Target-driven conversation is a crucial aspect of
conversational Al. The dialogue systems are re-
quired to lead the conversation to the target flexibly
and coherently. Due to its purpose and flexibility,
target-driven dialogue agents have a broad-based
demand, e.g., conversational recommendation (Li
et al., 2019; Kang et al., 2019a), psychotherapy
(Sharma et al., 2020), and education (Clarizia et al.,
2018). These conversations, usually characterized

"Resources of this paper can be found at https://anony-
mous.4open.science/r/ConvPlan-2023

Conversation

1Al: Good morning, Mr.XXX

| User: Good morning.

1Al: How's everything going recently?

EUse/' Retirement is very enjoyable. 3
EAL Let's talk about Jay Chou. Jay Chou is the best-selling i
i Chinese artist of World Music Awards for four times.

EHe's a very good singer.

\User: Yeah, | like his songs best. \
EAL Jay Chou is not only good at singing but also good at 3
iacting He once won the Chinese Film Media Awards for E
Best New Actor. ]
:Uscr' | only know that he sings well, but | haven't seen
this movies yet. ]
EAL Do you want to see Kung Fu Panda 3 starred Jay Chou.i
HETTTS 1

Action-Topic Pair

Action: Greetings
Topic: None

Action: Chat about stars
Topic: JayChou

Action: Movie Recommend
Topic: KungFu Panda 3

1. User mentions he is retired and enjoying life.

2. Al brings up the topic of Jay Chou and his success as a singer.

3. User indicates they enjoy Jay Chou's songs.

4. Al introduces Jay Chou's acting career and winning the Chinese Film
Media Awards for Best New Actor.

5. User acknowledges ignorance of Jay Chou's acting career.

6. Al recommends film Kung Fu Panda 3 where Jay Chou lends his voice.

Natural
Language Plan

Figure 1: The structured plan (e.g., Action-Topic Pairs)
generated by traditional dialogue planning methods hin-
ders both human and LLMs understanding.

by defined user requirements, rely on precise plan-
ning capabilities, making it crucial to build au-
tonomous conversational Al

In traditional target-driven conversation methods,
many studies control dialogue generation through
next-turn transition prediction (Tang et al., 2019),
subgoal generation (Zhang et al., 2021; Kishinami
et al., 2022), and knowledge path reasoning (Gupta
et al., 2022). To accomplish this task, effective con-
versation planning is crucial (Wang et al., 2023a),
which requires reasonable actions to smoothly
guide the dialogue topics to targets. Different from
summarizing a conversation, the process of plan-
ning requires not only capturing the key content
but also ensuring logically coherent and natural.
However, previous studies have employed greedy
strategies with single-round topic prediction mech-
anisms that lack global planning of the conversa-
tion process (Yang et al., 2022). These approaches
tend to be short-sighted and lead to incoherent topic
cues. The generated plan is also too structured (e.g.,
a sequence of entities or action topic pairs) and not
conducive to human understanding. This inherent
rigidity prompts a shift in focus toward emergent



conversational frameworks, a realm dominated by
Large Language Models (LLMs).

Recent advancements have propelled LLMs to
the forefront of conversational Al due to their ex-
ceptional generation capabilities (Aher et al., 2023).
However, LLMs fall short of proactively planning
the conversation process (Zheng et al., 2023b; Deng
et al., 2023), making it insufficient in handling
target-driven conversation. This is because target-
driven conversations aim to achieve a global target
that often cannot be explicitly defined as a subtask.
Conversation agents are required to be able to di-
rect the conversation to the target flexibly and the
process must be coherent.

Nevertheless, to enhance the planning and rea-
soning ability of LLMs, many researchers have
investigated Chain-of-thought (CoT) (Kojima et al.,
2023; Zhou et al., 2023; Zelikman et al., 2022; Wei
etal., 2023; Yao et al., 2023b) and Tree of Thoughts
approach (ToT) Yao et al. (2023a), known as rea-
soning chains or rationales, to eventually lead to
the final answer. However these works usually only
apply to some well-defined tasks (such as Game
of 24), focusing on the evaluation of the final task
and neglecting the measurement of the rationality
of the plan. In addition, many works use the tree-
search approach to improve planning capabilities
of LMs (Zhang et al., 2023; Cheng et al., 2022;
Yu et al., 2023; Wang et al., 2023b). For example,
Yu et al. (2023) treat policy planning as a stochas-
tic game and use prompting for every stage of an
open-loop tree search. However, when these meth-
ods are faced with the complexity of real-world
applications, they require a lot of user simulation.

In this paper, we aim to improve the constrained
planning ability of LLMs in the task of target-
driven conversation. LLMs have strong comprehen-
sion and generation capability but weak planning
capability (Yuan et al., 2023; Xie et al., 2023). As
illustrated in Figure 1, the structured plan could be
difficult to understand by both human and LLMs.
To mitigate this issue, we propose a novel two-
stage planning construction framework, named
Enhance Planning framework (EnPL). EnPL first
leverages the existing manually collected conver-
sation dataset to distill the plan describing the con-
versation process through LLMs. We propose a
filter approach, which calculates the entity con-
sistency score between the distilled plans and the
conversations, to select high-quality plans for con-
structing a target-driven conversation plan dataset,
named ConvPlan. It consists of 12K high-quality

plans with targets, user settings, and plans. Given a
new user setting and target, the distilled plans can
then serve as demonstrations for generating a new
plan as thought to the target with the exceptional
in-context learning capability of LLMs. We fully
verify the rationality and intelligence of the newly
generated plan and reveal that these plans can fur-
ther guide the generation of target-driven conver-
sation datasets, pointing out feasible directions for
constructing large-scale target-driven conversation
datasets and model training.

Our contributions are summarized as follows: (1)
We propose a novel two-stage framework, named
EnPL, to improve the LLMs’ capability in planning
conversations towards designated targets, includ-
ing distilling natural language plans from target-
guided dialogue corpus and generating new plans
with demonstration-guided in-context learning. (2)
We propose a filter approach to select high-quality
plans distilled by LLMs and introduce a novel eval-
uation metric, named EntityCov, based on entity-
coverage for plan validation. (3) Based on EnPL,
we first create a high-quality plan dataset (Conv-
Plan) for constrained language planning. By lever-
aging the ConvPlan, we validate that the generated
plans play a guiding role in collecting large-scale
datasets, suggesting a feasible direction for address-
ing the issue of scarce dataset availability.

2 Related Work

2.1 Target-driven Conversation

Target-driven conversation systems focus on how
to naturally lead users to accept the designated
targets gradually through conversations. Previous
research has explored various approaches for us-
ing keywords and topics as guided targets (Tang
et al., 2019; Qin et al., 2020). The advancement
of research in this field was catalyzed by the emer-
gence of several datasets such as DuRecDial (Liu
et al., 2021), GoRecDial (Kang et al., 2019b), TG-
ReDial (Zhou et al., 2020), and INSPIRED (Hayati
et al., 2020). Additionally, external commonsense
knowledge graphs were used to facilitate keyword
transition (Wu et al., 2019; Ma et al., 2021) and
response retrieval using GNNs (Zhong et al., 2020;
Liang et al., 2021). These datasets typically feature
structured plans comprising sequences of keywords
or action-topic pairs. While methodical, these struc-
tures lack interpretability and miss crucial conver-
sational details, posing challenges for both human
users and LL.Ms. To address this, there is an in-



Step 1. Distill Plan

Step 2. New Plan Generation

Original Conversation Prompt (Distill)

Prompt (Generate)

Scenario

Target: Cabin by the Lake

User Setting:
seen movies, liked movies

Your task is to distill the plan acc-
-ording to the user scenario and
conversation below. The plan is

> [Original Conversations]

Your task is to generate a new plan
according to the new user scenario
below. The Al's goal is to recommend
the target movie to the user ... ...

> [Plan Examples]

7
Conversation L~ @

A New Scenario

User: | would like to watch any movie.
User: Tell me any movie, like

Large Language Model K

/| Target: Raising Arizona (1987)

! User Setting:

Avengers: Infinity War (2018).
Al: Have you seen The Avengers.

N

ll . . .
/ seen movies, liked movies

User: i really enjoyed that one Plan (Distilled)

1 O

Entity-consistency

1. User shows interest and like
Avengers: Infinity War (2018).
2. Al recommend The Avengers
(2012). 3. User has seen it,and
asks for another one

New Plan (Generated)

Step 3. Application

For example,

dataset collection, ...

Figure 2: Detailed overview of our proposed two-stage framework (EnPL). Step 1: a large language model is
prompted to distill plans (blue) from the existing dataset. Step 2: (green) The distilled plans are used to compose a
prompt comprised of other descriptions. The prompt and a new scenario will guide LLM to generate new plans.
Step 3: The generated plans can be used for data collection, fine-tuning planning models, or other applications.

creasing emphasis on generating plans in natural
language, offering greater clarity and ease of un-
derstanding.

2.2 Goal-oriented Planning Script Generation

Prompting in the field of LLM research has seen
significant developments towards generating more
flexible and efficient outputs. Many researchers
have investigated Chain-of-thought (CoT) prompt-
ing (Wei et al., 2023; Yao et al., 2023b; Wang et al.,
2023d) and Tree of Thoughts approach (ToT) (Yao
et al., 2023a). However, these efforts focus on
improving the reasoning power of LLMs, while
neglecting to measure the rationality of the plan,
and are not suitable for planning dialogue pro-
cess. In order to improve the planning capabili-
ties of LMs, many previous works have investi-
gated how to perform content planning (such as
selecting key entities and arranging their sequence)
for text generation (Puduppully et al., 2019; Hua
and Wang, 2019; Moryossef et al., 2019; Su et al.,
2021). Currently, multiple planning frameworks
have been proposed for complex generation tasks
(Hua et al., 2021; Hu et al., 2022; Li et al., 2022).
Our work is more relevant to dialogue generation
planning (Kishinami et al., 2022; Yang et al., 2022;
Cohen et al., 2022). Wang et al. (2023a) intro-
duced COLOR model to guide goal-oriented dia-
logue generation using Brownian bridge processes
to generate dialogue-level planning. However, this

approach is susceptible to error propagation, and
when the model fails to plan an appropriate dia-
logue path, the performance of dialogue genera-
tion significantly deteriorates. Our proposed EnPL
framework is a novel method to enhance the plan-
ning capabilities of large models and can be used
to guide target-driven conversation generation.

2.3 LLM for Dialogue Generation

The field of LLMs for dialogue generation has
seen remarkable progress. Several recent studies
have explored this approach, highlighting its po-
tential across various dialogue applications, such
as conversational question-answering (Xu et al.,
2023), emotional support dialogues (Zheng et al.,
2023b,a), open-domain social dialogues (Chen
et al., 2023; Kim et al., 2022), tutoring dialogues
(Macina et al., 2023), and more. Despite the re-
markable quality of LLM-synthetic dialogue data,
this type of data inevitably inherits the limitation of
LLMs in handling proactive dialogues, such as in-
appropriate content, limited understanding of user
intent, inability to clarify uncertainty, limited abil-
ity to make strategic decisions and plans, etc. In
target-driven dialogues, there is a need for the sys-
tem to proactively plan the conversation process,
set targets, and take actions (Wang et al., 2023c),
that goes beyond the current capabilities of LLMs.
So our approach aims to enhance the planning abil-
ity of LLMs.



3 The EnPLAN Framework

As illustrated in Figure 2, the proposed framework
can be decomposed into two stages: (1) plan distil-
lation and (2) plan generation. In stage 1, aiming
at the existing LLMs with weak planning capabil-
ity but strong comprehension and generation ca-
pability, we use the existing manually collected
conversation dataset DuRecDial (Liu et al., 2021)?
to distill plans describing the conversation process
through LLMs. In stage 2, we employ the distilled
plans as examples. Then, given a new user setting
and target, we can select the plan examples in dif-
ferent ways and generate a new plan as thoughts to
target by combining the powerful in-context learn-
ing capability of LLMs.

3.1 Distill Plan from Existing Conversation

3.1.1 Problem Formulation

Denote D = (s;,¢;)" to be a dataset with N train-
ing instances, where s; is a scenario which is a
tuple of user setting and target item (u;,t;) and
¢; is the corresponding target-driven conversation.
Also, we have a handful of human-written instances
E = (s),¢,p))™, where p} is a free-text plan to
describe the conversation plan sketch to the target
item and (s},¢)) € D with M << N (we set
M = 30 in our experiments). Our goal is to fully
leverage LLLM with E as examples to distill rea-
sonable plans p; for all (s;,¢;), where 1 <i < N,
so that we can utilize these distilled plans from
LLM to enhance its planning capability for new
scenarios.

3.1.2 Distill Plan with Entity-consistency

Based on the examples E given, we explain to
ChatGPT what a plan is and specify the criteria
for distilling the plan by referring to the Chain of
Thought (CoT) approach (Yao et al., 2023b; Wang
et al., 2023d). We then guided ChatGPT to distill
plans (prompts are shown in Appendix B).

We further utilize entity-consistency to improve
the quality of the distilled plans. The main idea is
to select high-quality ones from multiple distilled
plans. We first extract the set of key entities from
the distilled plan K,,,, and the original conversa-
tion K ony using TextRank algorithm (Mihalcea
and Tarau, 2004). Then, we calculate the con-
sistency score between the plan and the original

Note that our framework also can be applied to other
target-driven conversation datasets.

conversation using the Levenshtein distance algo-
rithm?. Unlike the original Levenshtein distance
algorithm, we treat key entities as the smallest units
instead of individual characters. The Levenshtein
distance between K4, and Koy, (of length 7 and

J respectively) is given by Leven,, . = L(i, j):
. max(i,j), ifmin(i,j) =0
L(i,j) = { s, otherwise )

where K, and Koy, are noted as p and c, re-
spectively, for simplicity. Then s is computed by

s=min{L(i — 1,§) + 1,L(i,j — 1) + 1,

. . 2
L(Z - 17.] - 1) + 1(pi750j)}
We calculate the consistency score via:
Lii i
consistency = 1 — 7(27‘.7). (3)
max (i, j)

An example is shown in Appendix C. The Leven-
shtein distance directly reflects the degree of dif-
ference between the distilled plan and the original
conversation, considering the order of entity occur-
rences. We filter out the top 2 plans with the highest
consistency scores from the 10 distilled plans in
each round to form the plan repository (ConvPlan).

3.2 Demonstrated Planning for New Scenario

We construct new scenarios each includes a user
setting and a target item s; = (u;,t;), and then se-
lect (s;, p;) as an example from the distilled plans.
Our goal is to give new s; under the guidance of
example (s;, p;) to generate new plan p;.

3.2.1 Demonstration Selection Strategies

For better guiding LLM to generate new plans, it is
important to select examples for new user scenarios.
We explore three different strategies for selecting
examples.

Random-based. Randomly select scenarios and
plans as example (s;, p;) in ConvPlan. This setup
does not consider the similarity and diversity be-
tween the new user scenario s; and the user scenar-
ios s; in existing plans.

Similarity-based. Based on the similarity, we se-
lect the similar user scenarios and plans as exam-
ple s;,p;. Specifically, we select the plan with
the largest overlap (max (|s; () si|)) between the
movie in the current user scenarios s; and the
movie contained in s;.

3https://en.wikipedia.org/wiki/Levenshtein_
distance
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Diversity-based. We use K-means++ clustering
(Chang et al., 2021) to select the most representa-
tive and diverse plan samples, which will maximize
the possibility of maximizing the large models to
generate diverse plans. We first map each data
point into a vector, then cluster the vectors with the
K-means algorithm. The objective is the sum of
the squared errors (SSE), called cluster inertia:

n K . .
SSE=3 > wigllet = lE @)

where 1/ is the centroid of the j-th cluster, z is
the embedding vector of U;, and w; ; = 1 if xt
belongs to the cluster j and 0 otherwise. We opti-
mize the objective function with the EM algorithm
(Dempster et al., 1977) which iteratively assigns
each data point into its closest cluster centroid. The
initial centroid points are chosen based on the K-
means++. The first cluster center is chosen uni-
formly at random from the data points, after which
each subsequent cluster center is chosen from the
remaining data points with probability proportional
to its squared distance from the point’s closest ex-
isting cluster center. By this means, we maximize
the chance of spreading out the K initial cluster
centers. We use 50 random seeds for selecting ini-
tial centers and the clustering with the minimum
SSE is chosen.

3.2.2 Usage of Generated Plan

The generated plans can map out a complete and
logical dialogue path, outlining how to achieve
the target step by step. Under the guidance of
planning, LLMs can be guided to better connect
domain knowledge, dialogue context, and goals,
know when to discuss what content, and thus guide
the topic to target. Our method has the potential
to contribute significantly to the field of conversa-
tional Al. By incorporating the generated plans into
response generation models or exploring various
domains, we can create intelligent and coherent
conversational agents. And our work can pave the
way for more extensive and meaningful dataset col-
lection in target-driven conversations. Additionally,
utilizing our method can improve the planning abil-
ity of LLMs, while distilling a dataset from LLMs
to train specialized models.

4 Evaluating Stage 1: Distill Plan

4.1 Baselines

We explore prompting for three different ways of
distilling plans (Appendix B).

GPT4-abs. GPT4-abs (Liu et al., 2023b) is a
method that utilizes GPT4 for text summarization
and quality assessment.

Direct Prompt. Directly gives the LLM instruc-
tions to generate a plan describing the conversation
process, including zero-shot and one-shot settings.
The one-shot demonstration is randomly selected
from 30 manually constructed plan examples.
CoT+Prompt. Based on the manual examples
given, explain to LLM what a plan is and specify
the criteria for generating the plan by referring to
the Chain of Thought (CoT) method (Yao et al.,
2023b; Wang et al., 2023d), also including zero-
shot and one-shot settings.

4.2 Proposed Evaluation Metrics

Entity-centered Protocol . The quality and ra-
tionality of the plan can be measured and veri-
fied through the correspondence of the conversa-
tion data and the support of the related knowl-
edge base. Referring to (Mihalcea and Tarau,
2004), we designed the entity-coverage evalua-
tion metric EntityCov. First, the text is divided
into nodes V1, Vs, ..., V,, and the edges E(i, )
between nodes are constructed to represent the as-
sociation strength between nodes. Initially, the
weight of each node is W (i) = 1. Then, TextRank
uses an iterative method to calculate the weight
of the node. Taking into account the correlation
between nodes, the formula is as follows:

s (W) W)

where j is the neighbor node of node ¢, and d is
the damping coefficient (usually 0.85). Iteratively
calculating weight values until convergence, this
process enables the identification of the most im-
portant words or phrases in the conversation as key-
words. Then extract the first 20 keywords K opy
based on the final weight value of the node. On this
basis, we take the union of the keywords K¢, and
K ony in user information and get Koonytyser =
Kyser U Keony- We then use the above principle to
get the keyword list /4, in the plan, and calculate
the entity-coverage score:

|Kplan ﬂ Kconv+use7" ’

EntityCov =
‘Kconv-‘ruser ‘

(6)

Human-centered Protocol . In general, the best
method for evaluating such texts is still human
evaluation, where human annotators assess the gen-
erated plans’ quality. This evaluation can be done



Methods EntityCov BERTScore BARTScore Coherence

GPT4-abs 0.4385 0.5676 -3.610 0.3485
Direct Prompt  0.3961 0.6143 -3.586 0.3986
w/ example 0.4657 0.5874 -3.395 0.4252
CoT+Prompt 0.4551 0.6197 -3.384 0.4167
w/ example 0.5142 0.6251 -3.282 0.4348
EnPL 0.5509 0.6630 -3.3559 0.4597

Table 1: Results of automatic evaluation in plan distilla-
tion. The results in bold indicate significant superiority
over all the competitors.

from different perspectives, and we propose a few
common varieties: (1) Coherence (Coh.): Is the
overall logic of the plan coherent and clear? (2)
Relevance (Rel.): Can the plan capture the key
information and discussion process of the original
conversation? (3) Intelligence (Int.): whether the
plan to guide the conversation process to target is
smart. (4) Concise (Con.) Is the language of the
plan concise? (5) Overall (Ove.): Which version
do you prefer overall?

Other Metrics To evaluate the performance of
plans distilled, we adopt BERTScore (Zhang et al.,
2019) and BARTScore (Yuan et al., 2021) to mea-
sure the semantic similarity between the plan and
the original conversation. Following (Yang et al.,
2022), we also use Coherence as another global
evaluation metric. BERTScore calculates the co-
sine similarity between two sentences based on
BERT model. BARTScore computes a similarity
score for each token in the candidate sentence with
each token in the reference sentence. Coherence is
a global evaluation metric, that measures the aver-
age contextual semantic similarity between the last
utterance in the context and generated utterance.

4.3 Quality Analysis for Distilled Plans

To demonstrate the effectiveness of distilled plans
within our EnPL framework, we carried out both
automatic evaluation compared to other methods
and human evaluation involving five master’s stu-
dents. We randomly selected 50 distilled plans
from ConvPlan for comparative analysis. For hu-
man evaluation, participants were prompted with
the questions in Section 4.2. The comparison out-
comes presented in Table 1 and Table 2 reveal
the following findings: (a) Our method demon-
strates a capacity to include more key entities and
clearer logical structures compared to directly sum-
marizing dialogues. (b) We find that the Direct
Prompt lacks comprehensive examples and guid-

Methods Coh. Rel. Int. Con. Ove.
GPT4-abs 2,02 245 231 197 207

Direct Prompt 195 246 223 239 222
w/ example 224 240 242 251 241

CoT+Prompt 213 247 235 240 238
w/ example 2.15 254 251 242 243

EnPL 230 263 274 255 258
K 045 035 033 047 042

Table 2: Human evaluation results in plan distillation.
The scores (from O to 3) are averaged over all the
samples rated by three annotators. « denotes Fleiss’
Kappa (Fleiss, 1971), indicating fair or moderate inter-
annotator agreement (0.2 < x < 0.6).

ance, leading LLM to struggle in understanding the
task of plan distillation, resulting in unsatisfactory
responses and formatting inconsistencies. (c) Com-
pared to CoT+Prompt, under similar examples and
guidance, the plans we distilled closely resemble
the original conversations due to our utilization of
entity-consistency, filtering the distilled plans to
ensure their quality. Overall, our approach effec-
tively guides LLMs in distilling dialogue plans and
efficiently filters them, affirming the high quality
and practicality of our ConvPlan (distilled plans).

5 [Evaluating Stage 2: Generate New Plan

In this section, we fully verify the rationality and
intelligence of the newly generated plan and reveal
that these generated plans can further guide the
generation of target-driven conversation datasets.

5.1 New Scenarios Setting

To create a scenario similar to the real case, we use
the 2k scenarios in the DuRecDial testset (Liu et al.,
2021) as new scenarios to guide LLM to generate
new plans. These scenarios include target movie,
user profile, and knowledge graph. The user profile
contains personal information (e.g. name, gender,
age, residence city, occupation, etc.) and his/her
preference And the knowledge graphs include star,
movie, music, news, food, and so on. LLMs could
generate more realistic and content-rich plans with
the assistance of this information.

5.2 Baselines

For plan generation, our baselines include:
Direct prompting (Brown et al., 2020) is a stan-
dard method of prompting that makes a request
directly to the LLM, including ChatGPT (175B)
and LLaMA?2 (70B) (Touvron et al., 2023).
CoT prompting (Liu et al., 2023a) use a new
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Figure 3: The impact of the number of examples (one,
three, and five) and selection strategy on our framework.
We select the best version EnPL w/ similarity giving 3
examples for subsequent experiments.

CoT prompting paradigm of text summarization
that considers LLMs as the reference on com-
monly used summarization datasets such as the
CNN/DailyMail dataset (Liu et al., 2023a).
COLOR (Wang et al., 2023b) uses the Brownian
bridge stochastic process to plan dialogue process,
which models global coherence and incorporates
user feedback in goal-directed dialogue planning.
Our variations. We analyze the following variants
of our method: (1) w/ Random, which randomly
selects context examples in ConvPlan; (2) w/ Simi-
larity, which selects plans with similar scenarios;
(3) w/ Diversity, which uses K-means++ clustering
to select diverse and representative examples.

5.3 Effect of Demonstration Selection

Regarding the impact of selection strategies and
the number of examples used in guiding LLMs
to generate new plans, shown in Figure 3, we ob-
serve that the strategy based on scenario similar-
ity outperforms the diversity-based strategy over-
all. This is because the similarity-based strategy
selects plans in similar scenarios from our Con-
vPlan for the current new scenario, resulting in
higher scores on BERTScore and BARTScore met-
rics. The diversity-based strategy, by clustering,
selects diverse examples, which are beneficial in en-
riching the content of LLM-generated plans. Both
strategies significantly outperform random selec-

Baselines EntityCov BERTScore BARTScore Coherence

LLaMA2 0.2556 0.3743 -3.675 0.3137
Direct prompting  0.2125 0.4823 -3.652 0.3169
CoT prompting 0.3273 0.5017 -3.5062 0.3809
COLOR 0.2976 0.5145 -3.5447 0.2731
EnPL 0.3882 0.5535 -3.215 0.4584

Table 3: Results of automatic evaluation in plan genera-
tion. The results in bold indicate significant superiority
over all the competitors.

tion, confirming the effectiveness of our selection
strategies. Furthermore, compared to providing
three examples, there is a gap in effectiveness when
only one example is provided. This indicates that
more examples aid LLMs in more comprehensive
learning, thereby generating more refined plans.
However, as the number of examples increases to
five, the improvement in generation is not substan-
tial and even shows a decline. Considering input
length limitations and cost factors, further increas-
ing the number of examples is unnecessary. There-
fore, we opt for the version EnPL w/ sim giving 3
examples for subsequent experiments.

5.4 Automatic Evaluation

To demonstrate the effectiveness of our two-stage
EnPL framework, we compare generated new plans
by EnPL with other models (shown in Table 3). We
find that across most metrics, our EnPL consis-
tently outperforms other baselines. Specifically,
Direct prompting slightly outperforms LLaMA2,
indicating an advantage of ChatGPT (175B) over
LLaMA2 (70B), potentially due to ChatGPT’s
larger generation space and better comprehen-
sion compared to LLaMA2. Furthermore, when
evaluating similarity-based metrics (BERTScore
and BARTScore), EnPL, when guided with exam-
ples, could generate longer and more comprehen-
sive content than other methods, encompassing a
broader range of key entities. We noticed that ad-
hering closely to our defined scenario prompts the
LLM to generate more diverse content, leveraging
its inherent knowledge. Additionally, COLOR’s
reliance on traditional methods for plan generation
results in overly structured plans, leading to a lower
Coherence score. Conversely, our newly generated
plans exhibit a significant improvement in Coher-
ence, a trend also reflected in Table 4. Overall,
the two-stage framework we propose offers dual
benefits: it distills a high-quality plan dataset (Con-
vPlan) and selects comprehensive examples within
it to guide LLMs in generating high-quality new



Baselines Coh. Rel. Int. Con. Ove.
LLaMA2 203 241 223 232 230
Direct prompting 2.18 259 251 274 246
CoT prompting 237 280 256 267 2.64

COLOR 1.72 207 172 235 2.11
EnPL 246 281 256 278 271
K 042 037 035 040 041

Table 4: Human evaluation results in plan generation.
The Fleiss’ Kappa is a fair or moderate inter-annotator
agreement (0.2 < k < 0.6).

plans. EnPL stands as a promising method, laying
a strong foundation for further leveraging plans to
generate conversations or train plan models.

5.5 Human Evaluation

We further conduct a human evaluation on the gen-
erated plans with five annotators. From each base-
line, we randomly selected 50 generated plans for
comparison. Annotators were tasked with rating
the performance of different baselines, and the out-
comes of this comparison (as shown in Table 4)
reveal the following findings: (1) LLaMA2 slightly
underperforms compared to our EnPL, which is un-
derstandable considering our method builds upon
ChatGPT, offering a larger generation space and
better comprehension. (2) The COLOR’s perfor-
mance in plan generation is unsatisfactory. We ob-
served that COLOR, relying on an external knowl-
edge graph, lacks the capability for comprehensive
planning, resulting in lower scores. (3) Detailing to
explain the plan proves crucial; otherwise, the LLM
lacks an understanding of the task’s goal. Direct
prompting may provide ambiguous guidance, lead-
ing to struggles in generating plans, thereby affect-
ing scores in Clarity and Intelligent metrics. Over-
all, the results of the human evaluation align with
those of the automatic evaluation. It reveals that
our EnPL achieves better performances than other
baselines on most metrics. Our method adeptly
guides LLMs in generating reasonable new plans.

5.6 Evaluation on Generated Conversations

We further validate the quality of plans via conduct-
ing comprehensive human evaluation and compar-
ing the generated conversations with DuRecDial
dataset. The details on the metrics and evaluation
procedure are described in Appendix D.2.

Table 5 shows human evaluation results. We ob-
served that our method shows advantages over man-

DuRecDial Ours K
Appr. 2.54 2.65 048
Info. 2.64 262 043
Proact. 2.61 2.58 0.39
Coh. 2.77 285 0.52
Suce. 2.83 295 037

Table 5: Human evaluation of conversation quality.
The scores (from O to 3) are averaged over all the
samples rated by three annotators.  denotes Fleiss’
Kappa (Fleiss, 1971), indicating fair to moderate inter-
annotator agreement (0.2 < xk < 0.6).

ually constructed DuRecDial. Although DuRec-
Dial scores slightly better than us in terms of infor-
mativeness, the difference is not significant. Our
method can generate more appropriate discourses
based on the dialogue context. Moreover, our
method achieves a higher coherence score and tar-
get success rate, which may be due to the fact that
manual chats often use abbreviated or omissions
discourse, which leads to a decrease in coherence.
In general, our plans can guide conversations to
reach their targets as well as effectively keep them
coherent. Our approach allows us to plan a dia-
logue path through reasonable actions and appro-
priate topics, outlining how to reach the target step
by step. Under the guidance of planning, the model
can be guided to know better what to talk about
when, so as to proactively advance the conversation
and ultimately succeed in achieving the target.

6 Conclusion

This paper introduces a novel two-stage enhance
planning framework to overcome challenges in
target-driven conversation planning via LLMs. Our
method involved harnessing the generative capabili-
ties of LLM in distilling plans from existing human-
curated datasets. We filter the over-generate plans
and introduce comprehensive method for plan vali-
dation. We further guides LLM to generate plans
according to new user scenarios and targets via in-
context learning. Our approach not only advances
the capabilities of LLMs in planning target-driven
conversations but also provides a scalable strategy
for generating large-scale datasets. Consequently,
this is a significant step towards building sophisti-
cated target-driven conversational models. Future
research will focus on refining the plan generation
and validation process for even greater processing
efficiency and accuracy.



Limitations

Our framework significantly advances LLM-based
conversation planning but faces limitations inher-
ent to LLLMs, such as biases in training data and
tendencies to produce incorrect information. While
we enhance LLMs’ planning capabilities, our fo-
cus isn’t on modifying the model architecture it-
self, and our reliance on automatic evaluation met-
rics might lead to overestimations or underestima-
tions, despite attempts to balance these with human
evaluations. Currently, our ConvPlan dataset is
limited to English, restricting multilingual appli-
cability. A notable area we will explore in the
near future is the dynamic generation of conversa-
tion plans mid-dialogue, which would address our
framework’s current limitation of only generating
plans at the conversation’s outset and significantly
enhance adaptability in real-time interactions.

Ethical Considerations

We protect the privacy rights of crowd-sourced
workers and pay them above the local minimum
wage (pay at a rate of $7 per hour). We acknowl-
edge that constructing datasets from large language
models may suffer from toxic language and cause
severe risks for social society (Weidinger et al.,
2021; Baldini et al., 2022). Factuality, Toxicity and
Biases We recognize that the factuality of gener-
ated content is crucial, especially in high-stakes
scenarios. Therefore, we ask the annotators to dis-
card the offensive and harmful data when reviewing
the ConvPlan. They also assess and revise the con-
tent to minimize hallucinations, factual errors, and
any inappropriate or misleading information. How-
ever, there may still be prejudicial data in our final
dataset that goes unnoticed. We highlight that our
ConvPlan dataset is not intended for safety-critical
applications or as a substitute for expert advice in
such domains. Significant further progress needs
to be made in areas like debiasing, grounding in
actuality, and efficient serving before we can safely
deploy this type of system in a production setting.
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A Case Study

Table 6 shows some cases generated from
LLaMA2, COLOR, and our EnPL.

B Prompt Details

The prompts used in our experiments are as fol-
lows:

B.1 Plan Distillation (Stage 1)
B.1.1 GPT4-abstract

Conversation: ${Conversation }
Please summarize the conversation.
Summary:

B.1.2 Direct Prompt

Here is an example:
Conversation: ${Conversation }
Distilled Plan:${Plan}

Please distill the plan according to the target-driven
conversation below. The plan shows the process
of the conversation Al recommending the target
movie to the user.

Conversation: ${Conversation }

Plan:

B.1.3 EnPL Prompt (CoT Prompt)

Here is an example:
Conversation: ${Conversation }
Distilled Plan: ${Plan}

Your task is to distill the plan according to the
target-driven conversation below. The AI’s goal is
to recommend the target movie to the user. The
plan shows the process of the conversation Al rec-
ommending the target movie to the user. The con-
versation between recommendation Al and the user
is target-driven, gradually shifting the topic to the
target movie. And the plan should be as short as
possible to reflect the focus of the conversation.
Attention to entities mentioned in the reservations
dialogue. Only return the plan.

The following is the conversation you need to use
in distilling plan:

Conversation: ${Conversation }

Plan:
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B.2 Generate New Plans (Stage 2)
B.2.1 Direct Prompting

Please generate a conversation plan according to
the "Target" and "User Setting" below. The AI’s
goal is to recommend the target movie to the user.
The plan shows the process of the conversation Al
recommending the target movie to the user.
Target: ${Target}

User Setting: ${User Setting}

Plan:

B.2.2 EnPL Prompt (CoT Prompting)

Examples:

Target: ${Target}

User Setting: ${User Setting}
Plan: ${Plan}

Your task is to generate a conversation plan accord-
ing to the "Target" and "User Setting" below. The
Al’s goal is to recommend the target movie to the
user. The plan shows the process of the conver-
sation Al recommending the target movie to the
user. The conversation process between conver-
sation Al and the user is target-driven, gradually
shifting the topic to the target movie. You can ex-
pand on the information you know to make the
conversation process richer. You can refer to the
Example above. Only return the plan. The follow-
ing are the "Target" and "User Setting" you need to
use in generating a new plan:

Target: ${New Target}

User Setting: ${New User Setting}

Plan:

C An Example of Entity-consistency

Figure 4 shows the workflow of entity-consistency
to filter distilled plans. The K., and K.y, are
the lists of key entities extracted from the distilled
plan and the original conversation using TextRank
(Mihalcea and Tarau, 2004). Then, we calculate
the consistency score between the plan and conver-
sation using the Levenshtein distance algorithm.

D Generate Target-driven Conversations

D.1 Prompt of Generating Conversations

The following is the prompt template we use the
generated plan to guide ChatGPT to generate target-
driven conversations. Figure 7 shows an example
of this process.



K

plan :

K,

cony*
Love Destiny
Cecilia Cheung

Love Destiny

Cecilia Cheung

Asian Artist --> Delete!
Film Festival

Failan

love story --> Replace!

Film Festival
Failan
love tragedy

consistency _ 1

2
- ==0.71
score 7

Figure 4: The workflow of entity-consistency to filter
distilled plans.

Here is an example:

Target: ${Target}

Plan: ${Plan}

Generated conversation: ${Conversation }

Your task is to create a movie recommendation con-
versation between a user and an Al recommender
according to the Plan below. The AI’s goal is to
recommend the target movie to the user. Generate
a conversation with as many topic changes as pos-
sible to generate more rounds of dialogue. Switch
the topic to the target during the chat with the user.
Make the conversation more like a real-life chat and
be specific. In the example above, where User/Al
represents whether the speaker is a User or an Al
Below is the Target and Plan you need to refer to
generate conversation.

Target: ${Target}

Plan: ${Plan}

Generated conversation:

D.2 Evaluation Details on Generated
Conversations

We recruited 5 master students to serve as anno-
tators for this project. We randomly selected 50
dialogue examples from DuRecDial and 50 exam-
ples from conversations guided by our plans. At
least two different annotators rated each dialogue
example. For a fair comparison, the examples were
randomly renamed as “example-17, “example-2”,
and so forth. Referring to (Liu et al., 2020), we
adopted the following metrics to evaluate the qual-
ity of dialogues: The turn-level evaluation mea-
sures appropriateness (Appr.) and informativeness
(Info.). The dialogue-level evaluation measures
proactivity (Proact.), coherence (Coh.), and goal
success (Succ.). The annotators were then asked to
mark scores for the compared examples from (1)

14

appropriateness (Appr.), which measures whether
the utterance responds to the dialogue context ap-
propriately, and (2) informativeness (Info.), which
measures whether the utterance is informative by
making full use of the grounded knowledge. (3)
proactivity (Proact.), which measures whether a
model proactively leads the dialogue; (4) coher-
ence (Coh.), which manually examines whether the
whole dialogue is fluent, coherent, and smoothly
transited; (5) target success (Succ.), which esti-
mates whether a model effectively reaches the tar-
get. All the metrics are rated with the four-level
Likert scale (Allen and Seaman, 2007) ranging
from O to 3, with higher scores indicating better
quality. The consensus among annotators was as-
sessed using Fleiss’s kappa (Fleiss, 1971). Our
final human evaluation results were based on the
average scores provided by multiple annotators for
each example. Furthermore, we were open and
clear with all annotators about the purpose of our
research, paid reasonable wages, and provided suf-
ficient time for them to complete the evaluation.



User Scenario

Target Movie: Who Am |

User Setting:

liked movies: The Foreigner, Jackie Chan: My Story, Miracle
seen movies: Chop Socky: Cinema Hong Kong

liked music: Piano in the Attic

rejected movies: Bruce Lee ... ...

Methods Generated Plan

LLaMA2 1. Ask the user about their favorite movie.

2. User discusses different genres of movies with Al

3. Al mentions Jackie Chan as a popular action star.

4. Users express interest in Jackie Chan but lack understanding.

5. Al mentions that Jackie Chan received an accolade in a film festival.
6. User agrees and praises the actor.
7
8
9

. Al recommends "Who Am I" as a movie that showcases Jackie Chan’s martial arts skills.
. User shows interest in the recommended movie.
. Provide more details about "Who Am I" to persuade the user to give it a try.

10. User expresses gratitude.

COLOR 1. [Action:] Respond Q&A [Topic:] Jackie Chan: My Story
[Action:] Chat about stars [Topic:] Jackie Chan
[Action:] Movie recommendation [Topic:] Who Am I
2. [Action:] Chat about stars [Topic: ] Jackie Chan
[Action:] Movie recommendation [Topic:] Who Am I
3. (same as 2.)
4. [Action:] Movie recommendation [Topic:] Who Am I
5. (same as 4.)
(too structured, hard to understand)

EnPL . User inquires about the star of the movie "Jackie Chan: My Story".

. Al confirms that Jackie Chan is the star.

. User expresses admiration for Jackie Chan.

. Al mentions that Jackie Chan had won the Golden Horse Award for Best Actor.

1
2
3
4
5. User shows interest in Jackie Chan’s achievements.
6
7
8
9

. Al recommends another Jackie Chan movie, "Who Am I".

. User shows interest in the recommended movie.

. Al describes the recommended kung fu movie.

. User finds the description interesting and decides to watch the movie.
(more related entities and coherence)

Table 6: Generated plan examples in a new scenario. The plans are generated by different methods, including (a)
LLaMAZ2, (b) COLOR, and (c) Ours (EnPL). The topics and topic-related entities that also appear in the domain
knowledge are marked with underlines.
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Plan

1. User asks about movie "Fly Me to Polaris".

2. Al replies that Cecilia Cheung stars the movie.

3. User asks for more information about Cecilia Cheung.

4. Al praises Cecilia Cheung’s talent and mentions her awards in the Hong Kong Film Awards and
Golden Bauhinia Awards.

5. Al recommends a movie called "Failan" starred by Cecilia Cheung, which is a touching story of a
woman who marries a man she never met before.

6. User expresses interest but mentions that he has already seen it.

7. Al recommends another movie "The Bullet Vanishes" starring Nicholas Tse, who is also one of the
user’s favorite celebrities, describing it as a thrilling detective story set in 1930s Shanghai.

8. User agrees to watch.

9. Al encourages the user to watch it and expresses confidence that they will enjoy it

Generated Conversation

User: Who was the lead in the movie "Fly Me to Polaris"?

Al: That would be Cecilia Cheung.

User: Oh, Cecilia Cheung! Tell me more about her.

Al She’s an incredibly talented and versatile actress, known not just for her skills but also for her beauty.
She’s been recognized with awards at the Hong Kong Film Awards and the Golden Bauhinia Awards.
User: Impressive! Any particular movie you’d recommend?

Al: Definitely! There’s a touching one called "Failan" where she plays a woman who marries a stranger.
It’s a really heartfelt story.

User: That sounds interesting, but I have watched it.

Al: Ah, got it. How about "The Bullet Vanishes"? It stars Nicholas Tse, someone you’re a fan of, right?
It’s a thrilling detective story set in 1930s Shanghai.

User: Nicholas Tse! I'm definitely intrigued. I’ll consider watching that.

Al: Great choice! I'm confident you’ll enjoy it.

User: I’'m going to grab some food now.

Al: Sure thing. Enjoy your meal! Feel free to come back anytime for more recommendations.

Table 7: Example of using the generated plan to guide LLM to generate a target-driven conversation. The target
movie is marked with underlines.
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