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Abstract

Fitting generative models to sequential data typi-
cally involves two recursive computations through
time, one forward and one backward. The latter
could be a computation of the loss gradient (as in
backpropagation through time), or an inference
algorithm (as in the RTS/Kalman smoother). The
backward pass in particular is computationally
expensive (since it is inherently serial and cannot
exploit GPUs), and difficult to map onto biologi-
cal processes. Work-arounds have been proposed;
here we explore a very different one: requiring
the generative model to learn the joint distribu-
tion over current and previous states, rather than
merely the transition probabilities. We show on
toy datasets that different architectures employ-
ing this principle can learn aspects of the data
typically requiring the backward pass.

1. Introduction

We consider the general context of trying to fit a model to
sequential data, i.e. minimizing the KL divergence between
the data distribution p(yi,...,yr) and the generative-
model distribution p(91, . .., gr; 0). The classic approach
is to assume that the temporal correlations in the observed
data Y; can be explained by a latent state, X, that evolves
according to a Markov chain. The assumption is not by
itself very restrictive, and indeed this framework includes
hidden Markov models (HMMs), linear-Gaussian dynam-
ical systems (LGDSs), as well as modern variations like
sequential VAEs.

Direct minimization of the marginal KL divergence, or
equivalently cross entropy,

,YT] = <_ logﬁ(lfla R} YT7 0)>Y1’~~7YT

generates a backward recursion: the gradient of this loss is
coupled across time because the observations are. When
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the dependencies are structured by a neural network, this
recursion is called backpropagation through time (BPTT)
(Werbos, 1988). This is the approach taken, e.g., in various
extensions of the restricted Boltzmann machine (RBM) to
temporal data (Sutskever, 2013; Boulanger-Lewandowski
et al., 2012; Mittelman et al., 2014). For data arriving in
real time, it is not clear how BPTT could be implemented
biologically, since it would require a memory trace of the
observed data. And the algorithm is perforce serial, and
therefore computationally expensive.

An alternative is provided by the expectation-maximization
(EM) (Dempster et al., 1977) algorithm, but it only avoids
BPTT in certain special cases. It is well known that the
marginal cross-entropy is upper-bounded by the joint cross
entropy,

Hppp [ X1, X Ya, 0, Y =

(logp(Xu,- . X0 Vi, Y130))y, vy %, xp
where the average is taken under a “recognition model”
(Dayan et al., 1995), p(&1, ..., &r|y1,-..,yr; @), as well
as the data distribution. The generative joint distribution
(p) factors across time, due to the assumption that the de-
pendencies in the observations (Y;) can be explained by
the latent state (X't). This eliminates the need for BPTT
in learning the generative model. In certain simple cases,
like the HMM and LGDS, the generative model can be
inverted in closed form with Bayes’ rule, and used as the
recognition model, in which case BPTT is not necessary at
all. However, the expectations under the recognition dis-
tribution (p) still need to be computed with a forward and
backward pass through the entire data sequence—famously,
the forward-backward algorithm (HMMs) and Kalman filter-
ing/RTS smoothing (LGDSs). Similar considerations about
computational efficiency and biological plausibility apply.
On the other hand, since the joint cross entropy is anyway
a bound on the quantity we care about, the marginal cross
entropy, the recognition distribution over latent states could
simply be assumed (erroneously) to depend only on past
observations—at the price of a looser bound. This would
amount to (e.g.) using the Kalman filter in place of the RTS
smoother.

More critically, any sequential model much more expres-
sive than the HMM or LGDS cannot be inverted with Bayes’



Figure 1. The rEFH. All distributions factor completely.

rule. Consequently, if the model is nevertheless to be trained
with an EM-like framework—Ilike sequential VAEs (Saxena
et al., 2021; Hafner et al., 2019)—the standard approach is
to model the recognition distribution independently, with its
own set of parameters, and learn them along with the gener-
ative model. This again requires BPTT, this time through
the recognition model (“encoder” in the language of VAEs).

Here we propose an alternative that still keeps learning tem-
porally local. In place of the standard generative model, a
product over transition p(&;|&;—1; @) and emission proba-
bilities p(g:|&+; @), we propose to model at each time step
the joint distribution of the current and previous states, along
with the current observations. More precisely, we model
the distribution over the sufficient statistics for the previous
state, since these contain all the information about the pre-
ceding observation sequence (we make this precise below).
Intuitively, we require the model both to yield good infer-
ences about the hidden state, given the observations and
previous state; and to be a good generative model in reverse.
We find that, together, these demands seem to enforce in-
formation flows in both directions, obviating the need for
BPTT or a backward pass of inference.

To evaluate our approach, we concentrate on a toy dataset
for which it is possible to reason about the dynamics, as
well as two other simple datasets from the literature.

2. Models

‘We focus on two architectures: a recurrent RBM (Smolen-
sky, 1986), called the recurrent exponential-family harmo-
nium (rEFH) (Makin et al., 2015); and a recurrent VAE
(Rezende et al., 2014; Kingma & Ba, 2014), rVAE. For
brevity we derive only the rVAE here, since the rEFH (Fig.
1) has been derived elsewhere (Makin et al., 2016).

Gaussian emissions. Consider the graphical model on the
left in Fig. 2, parameterized by the distributions

p(;0) = N (0, I)
P(hr—1|2;0) = N (pa(@4, 0), o21) (1)
PG| @1 0) = N (g (&1, 0), 031)).

Our goal is to learn the parameters of this generative model
for observed data U;_1,Y; ~ p(ui—1,y:). Classically, this
would be carried out with EM, but for sufficiently compli-
cated neural networks pi;(&, 6) and pq (&4, 6), the final
equation precludes computation of the posterior with Bayes
rule. Therefore to carry out an EM-like algorithm we make
use of a recognition model (Neal & Hinton, 1998) (see Fig.
2, right),

P(Ee|wi—1,91;0) = N (Wi (b—1,9:), Lal(8i-1,Y1)),
2)
that is likewise parameterized with neural networks (but
functions of the observations rather than the latent variables),
but that might not match the true posterior distribution under
the generative model. We further require the covariance to
be diagonal:

Y (-1, y) := diag(vz(U—1,y1)).

From the generative and recognition models we can con-
struct the free energy,

F(e, ¢) = EXt7Ut,1,m [logp(Xt‘Utfla Y:; Cb)]
- EX“Ut_l,Y} [logf)(Xt, Ut—la ijta 0)]7

which is an upper bound on the marginal cross en-
tropy Hyp [Ut_l,Y}; 0} (Neal & Hinton, 1998), and has
a tractable gradient. (Note that the expectation is under
the recognition distribution and the observed data.) When
Eq. 3 is minimized by gradient descent in the parameters 6
and ¢ using the “reparameterization trick” (Kingma & Ba,
2014) (that is, the pathwise gradient estimator (Mohamed
et al., 2020)), the resulting network is called a variational
autoencoder.

3)

Eq. 3 can be rearranged to exploit the independence state-
ments asserted by Fig. 2. Substituting in the generative and
recognition models from Egs. 1 and 2, we find that
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with ¢ a constant term. Since the emission cumulants,
and X, are complex (neural-network) functions of the



T

- J
recognition model

generative model

Figure 2. The rVAE. Note that the generative and recognition
models assert incompatible independencies.

latent variables, exact expectations under the recognition
model p(&;|us—1,y:; @) are intractable, and must be re-
placed with sample averages. Likewise, since we have
access to the data distribution only via samples, the ex-
pectations under U;_; and Y; must also be replaced with
sample averages.

Poisson emissions. We also consider the case where the
observations Y; are Poisson distributed and (still) condition-
ally independent:

M
p(G:|&1; 0) = [ [ Pois(Am (d1)),

in which case the third term in the free energy becomes
M
Z EXmUt—1 Yy |:/\m(Xt) - }/tm log Am (Xt)} .

Establishing recurrence. So far, despite the notation, the
model is static. We now identify the random variables. In
particular, we let Xt be the latent state, f’} be the obser-
vations, and U, be the sufficient statistics for X,. Recall
that the sufficient statistics are any functions of the data—in
this case, U;_; and Yt—that throw away no information
about the underlying random variable—in this case, X,.
Thus, if the recognition model matches the true posterior of
the generative model, then the mean and variance functions
Vj(Ut_l, Y:) and Tf(Ut_l, Y:) are sufficient for X;. Ac-
cordingly, we define Uy to be the concatenation of these two
functions.

Intuitively, the sufficient statistics provide a “summary” of
Ut—l and Y;, or more precisely of their information about
the latent state. Since U,_; is itself another summary, in
this case of U;_» and Y;_1, the argument can be extended
recursively to claim that U7, summarizes all of the preceding

observations as they pertain to the latent state (Makin et al.,
2016), at least up to the capacity of this vector. This makes
it a good candidate to be explained by the generative model
if we want it to learn how information propagates forward
as well as backward in time.

3. Experiments

We consider three experiments, one quantitative and two
qualitative.
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Figure 3. PPCs experiment (example). Upper panel: The ob-
served data, consisting of 15 “neurons” responding to the position
of an object moving with underdamped, linear, second-order dy-
namics. Lower panel: Position as a function of time: ground-truth
(blue), as decoded from the observations (orange), and as decoded
from the reconstructed (denoised) observations (green).

Probabilistic population codes (PPCs). We consider a
simple data generator that starts with a one-dimensional,
underdamped (oscillatory), second-order dynamical system
that is driven by noise. The position of this moving object
is then “reported” by a crude model of a population of 15
neurons, with Gaussian-shaped tuning curves that uniformly
tile the space of positions (interpreted to be angles). The
tuning curves provide the mean to a Poisson distribution
from which spike counts are drawn (Ma et al., 2006; Makin
et al., 2016). This data set has three nice properties: (1)
Since only position is observed, we expect models lacking
a backward flow of information to learn only first-order
dynamics, despite the fact that first-order systems cannot os-
cillate. (2) The model is simple, but the relationship between
observations and state is still nonlinear. (3) Nevertheless,
after applying the appropriate nonlinear transforms to the
observations, a closed-form inference procedure is available
in the form of a modified Kalman filter (Beck et al., 2011;
Makin et al., 2015). This allows us to quantify how close
to optimally position information is encoded in (or anyway
can be decoded from) the latent state of our models.



MODEL MSE

ORDER 0 12 x 1074
TVAE 9.5 x 1074
TRBM* 6.0 x 1074
KF-1 5.8 x 1074
RVAE 5.3 x 1074
REFH 3.3x107%
RTRBM#* 3.1 x 107*
KE-2 2.2 x 1074

Table 1. Mean square errors (MSE) for recovery of position infor-
mation on the PPC experiment.

MODEL MSE

ORDERO 0.0120
TRBM 0.0124
REFH 0.0067
RTRBM  0.0059

Table 2. Mean square errors (MSE) for the bouncing-ball dataset.
All cases use a single trajectory for each batch

Bouncing balls. Three balls move at constant speeds and
(see Fig. 4) bounce off each other and the perimeter of
the frame with complete energy conservation (Sutskever &
Hinton, 2007). As with the preceding data set, we expect
models that lack a backward flow of information to fail to
learn that the velocities are constant (until collisions), since
this requires learning a second-order dependency.

MovingMNIST. An extension of MNIST, it introduces
dynamic elements with sequences of frames. Digits exhibit
diverse motions like translations, rotations, and scaling. In-
teractions between multiple digits and collisions with the
boundaries simulate real-world scenarios. It serves as a
benchmark for video analysis, motion prediction, and object
tracking. We expect similar results to the bouncing balls.

Details of the VAEs. For our experiments involving the
bouncing balls and the MovingMNIST dataset, we employ
an architecture inspired by the DCGAN (Radford et al.,
2016). In particular, our encoder network (recognition
model) and decoder network (generative model) are com-
posed, respectively, of convolutional and deconvolution lay-
ers. However, only the images y; pass through the convo-
Iutional layers of the encoder, after which they are concate-
nated with the (unprocessed) previous sufficient statistics,
U1, 1.e. the vector of posterior means and variances (see
Eq. 2) at time ¢ — 1. This combined vector is then passed
through a fully-connected layer with ReL.U (?) activations.
To obtain the cumulants of the posterior distribution at time

t, the output is then passed through two different fully-
connected layers, one for the mean and the other for the
variance.

For the PPC dataset, both the encoder and decoder are in-
stead composed of two fully connected layers. As in for
the bouncing-ball and the MovingMNIST datasets, the PPC
observations are passed through this portion of the encoder
and then concatenated with the previous sufficient statistics.
This combined vector is subsequently passed through a fully
connected layer with non-linear activation.

All updates to models were made by stochastic gradient de-
scent with AdaM optimization (Kingma & Welling, 2014).

4. Results

To evaluate models trained on the PPC dataset, we com-
pute the posterior mean under the recognition model at all
time steps of a “trajectory.” From these we compute the
expected value of the observations under a Poisson emis-
sion. Critically, this “updated” version of the observations
now contains information from the previous sufficient statis-
tics (see again Fig. 2) and therefore can—if the model is
good—provide a better estimate of the underlying position
being encoded. This estimate is computed with the “center
of mass” of the population, i.e weighting each neuron’s pre-
ferred angle by its number of spikes and normalizing, which
is the optimal estimate of the encoded variable (Dayan &
Abbott, 2001). Fig. 3 shows a typical example.

To quantify performance, we compare against the optimal
inference algorithm, the Kalman filter (see Section 3), when
applied to state-space models acquired wih EM. In partic-
ular, we acquire both a first- and a second-order model.
Table 1 shows that, as expected, models trained accord-
ing to our procedure (rVAE and rEFH) come close to the
optimal learned Kalman filter (KF-2). Removing the distri-
bution over U’t,l turns the rEFH into a model introduced
by (Sutskever & Hinton, 2007) as the TRBM. Accordingly,
we call the corresponding variant of the VAE the TVAE.
Although these models are better than decoding from the
uncorrected observations alone (“order-0), they cannot out-
perform the optimal first-order model (KF-1). Allowing
BPTT in the TRBM turns it into the RTRBM (Sutskever
et al., 2009; Sutskever, 2013), which restores ability to learn
second-order dynamics, as expected.

In the case of bouncing balls, we ask how well each model
can predict the next frame. To make predictions, we run
the model forward on an input sequence up till time ¢, and
then use clamped Gibbs sampling to establish the next hid-
den state, Xt+1. Finally, we noiselessy generate a “sample”
Y41, and compare it to the actual next frame, y;41. Results
are reported in Table 2. Again the rEFH performs nearly
as well as the RTRBM, despite omitting BPTT; whereas



predictions from the TRBM, trained without BPTT or a
distribution over the previous hidden state, are much worse,
close to the prediction provided by the previous frame (“or-
der 0”). This is consistent with the PPC results: Despite
moving at a fixed, non-zero speed, the balls average zero
velocity over long trajectories. Consequently, the optimal
first-order prediction is the same as the optimal zeroth-order
prediction: the previous frame. So it again appears that
the TRBM learns first-order dynamics while the rEFH and
RTRBM learn something second-order.

In our experiments to date, clamped Gibbs sampling under
the rVAE does not converge, so we were unable to generate
predictions from this model. However, rVAE (like the rEFH)
does not require Gibbs sampling for generation backwards
in time, so we instead evaluate it qualitatively by examining
generated trajectories. Fig. 4 shows frames from one such
trajectory. The three balls follow anticipated trajectories
before and after colliding with each other and the wall,
demonstrating that the model has captured both the constant
movement directions in the absence of collisions and the
effects of those collisions, which suggests that it has learned
something second-order.

Figure 4. Snapshots of generated trajectory with the Bouncing Ball
dataset

For MovingMNIST dataset, trajectories generated by the
rVAE correctly bounce of walls (Fig. 5) and pass through
one another.

Figure 5. Snapshots of generated trajectory with the MovingM-
NIST dataset

5. Conclusions

The proposed approach of learning the joint distribution
over current and previous states presents a promising alterna-
tive to computationally expensive backpropagation through
time. This study successfully verified the effectiveness of
this principle on a toy dataset, demonstrating its ability to

capture essential aspects that otherwise require BPTT. Fur-
thermore, qualitative evaluations with more sophisticated
datasets—the bouncing-ball dataset and MovingMNIST—
highlight the models’ capacity to effectively capture non-
linear second-order dynamics. These findings showcase
the potential of the proposed method to overcome compu-
tational challenges and open up new possibilities for more
biologically inspired modeling of sequential data.

Nevertheless, although intuitively plausible, our procedure
lacks a rigorous mathematical justification. It also remains
to scale the procedure up to more challenging datasets.
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