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ABSTRACT

We propose a simple approach to help guide hyperparameter selection for neural
network initialization. We leverage the relationship between neural network and
Gaussian process models having corresponding activation and covariance func-
tions to infer the hyperparameter values desirable for model initialization. Our
experiment shows that marginal likelihood maximization provides recommenda-
tions that yield near-optimal prediction performance on MNIST classification task
under experiment constraints. Furthermore, our empirical results indicate consis-
tency in the proposed technique, suggesting that computation cost for the proce-
dure could be significantly reduced with smaller training sets.

1 INTRODUCTION

Training deep neural networks successfully can be challenging. However, with proper initializa-
tion trained models could improve their prediction performance. Various initialization strategies in
neural network have been discussed extensively in numerous research works. Glorot and Bengio
(2010) focused on linear cases and proposed the normalized initialization scheme (also known as
Xavier-initialization). Their derivation was obtained by considering activation variances in the for-
ward path and the gradient variance in back-propagation. He-initialization (He et al., [2015) was
developed for very deep networks with rectifier nonlinearities. Their approach imposed a condition
on the weight variances to control the variation in the input magnitudes. Because of its success,
He-initialization has become the de facto choice for deep ReLU networks. While Glorot- and He-
initialization schemes recognize the importance of and make use of the hidden layer widths in their
formulation, other methods were also suggested to improve training in deep neural networks.

Mishkin and Matas| (2016) demonstrated that pre-initialization with orthonormal matrices followed
by output variance normalization produces prediction performance comparable to, if not better than,
standard techniques. Additionally, |Schoenholz et al.[| (2017) developed the bound on the network
depth based on the principle of ’Edge of Chaos’ given a particular set of initialization hyperparame-
ters. Furthermore, [Hayou et al.|(2019) showed that theoretically and in practice proper initialization
parameter tuning with appropriate activation function is important to model training for improved
performance.

Neal (1996) showed that as a fully-connected, single-hidden-layer feedforward untrained neural
network becomes infinitely wide, Gaussian prior distributions over the network hidden-to-output
weights and biases converge to a Gaussian process, under the assumption that the parameters are
independent. In other words, the untrained infinite neural network and its induced Gaussian process
counterpart are equivalent. Also, as a result of the central limit theorem, the covariance between
network output evaluated at different inputs can be represented as a function of the hidden node
activation function. Intuitively, we could therefore relate the prediction performance of an untrained,
finite-width, single-hidden-layer, fully-connected feedforward neural network to a Gaussian process
model with a covariance function corresponding to the network’s activation function.

In this work we propose a simple and efficient method that learns from training data to guide the
selection of initialization hyperparameters in neural networks. Marginal likelihood is a popular tool
for choosing kernel hyperparameters in model selection. Its applications in convolutional Gaussian
processes and deep kernel learning are discussed, respectively, in (van der Wilk et al.| [2017; |Wilson
et al., [2016). Our method aims to synergize this powerful functionality of marginal likelihood and
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the relationship between untrained neural networks and Gaussian process models to make recom-
mendations for neural network initialization. We first derive the covariance function corresponding
to the activation function of the network whose prediction performance we wish to evaluate. We then
employ marginal likelihood optimization for the Gaussian process model to learn hyperparameters
from data. We hypothesize that the optimal set of hyperparameter values could improve initialization
of the neural network.

2 APPROACH

To assess our proposed method, we build a neural network and a Gaussian process model with
corresponding activation and covariance functions. With the Gaussian process we estimate the co-
variance hyperparameters from training data. These hyperparameter values are then applied in the
neural network to evaluate and compare its prediction accuracy among various hyperparameter sets.

We first describe the structure of the neural network, followed by the Gaussian process model and
the underlying reason for employing the marginal likelihood. Then, given the network activation
function we proceed to derive a closed form representation of its counterpart covariance function.

2.1 SINGLE-HIDDEN-LAYER NEURAL NETWORKS

Our neural network model is a fully-connected, single-hidden-layer feedforward network with 2000
hidden nodes and rectified linear unit (ReLU) activation function. Following (Lee et al., |2018)),
we conduct our empirical study by considering classifying MNIST images as regression prediction.
Inasmuch as the network is designed for regression, we choose the mean square error (MSE) loss
as its objective function, along with Adam optimizer, and accuracy as the performance metric. In
addition, one-hot encoding is utilized to generate class labels, where an incorrectly labeled class is
designated -0.1, and a correctly labeled class 0.9 . For example, the one-hot representation of the
integer 7 is given by [-0.1, -0.1, -0.1, -0.1, -0.1, -0.1, -0.1, 0.9, -0.1, -0.1].
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Figure 1: A single-hidden-layer, fully-connected feedforward neural network for regression predic-
tion. Left panel: Structural diagram of the neural network. Right panel: ReLU activation function:
¢(a) = (a)y+ = max(0,a) = a for a > 0; ¢(a) = 0 otherwise.

As shown in the left panel of Figure (I)), the single-hidden-layer neural network has a set of inputs
denoted by z = {20}, k € {1,2,---,d;,} with input layer width d;,, = Ny = 28x28 = 784.
The model’s weight and bias parameters from k" input node to j** hidden node are Wjok ~
N(0, 7\,—%), b? KN (0,0%), and Wjok Jl_bg. Similarly, the weight and bias parameters from ;' hid-
den node to i*" output node with hidden layer width Ny = d;,, = 2000 are W; N (0, 7\,—%), b} Y
N(0,03), and Wllj L b}. For regression models the output layer has a single node, and therefore
i € {1}. The ReLU nonlinearity is depicted in the right panel of Figure (I).
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The input to each hidden node nonlinearity (the pre-activation) is represented by z]Q (z) = b? +
Z';“l Wjokq:g, while the hidden unit output after the nonlinearity (the post-activation) is denoted by

zi(x) = ¢(§(x)), j € {1,2,---, N1}. Since we typically apply linear activation function in the

output stage of a regression model, the model output is simply z} (x) = b} + Zjvzll Wihaj(z).
2.2  GAUSSIAN PROCESSES

A Gaussian process (MacKay), [1998; Neall 1998} [Williams and Rasmussen, [2006; [Bishop} |2000) is
a set of random variables any finite collection of which follows a multivariate normal distribution.
A Guassian process prediction model exploits this unique property and offers a Bayesian approach
to solving machine learning problems. The model is completely specified by its mean function and
covariance function.

By choosing a particular covariance function, a prior distribution over functions is induced which,
together with observed inputs and targets, can be used to generate prediction distribution for making
predictions and uncertainty measures on unknown test points. These capabilities allow Gaussian
processes to be used effectively in many important machine learning applications such as human
pose inference (Urtasun and Darrell, [2008)) and object classification (Kapoor et al., 2010). Recent
research works also apply Gaussian processes in deep structures for image classification (van der
Wilk et al.l 2017) and regression tasks (Wilson et al., 2016)).

To help achieve optimal performance for Guassian process prediction we select a suitable covariance
function and tune the model by adjusting hyperparameters characterizing the covariance function.
This can be accomplished by applying the marginal likelihood which is a crucial feature that enables
Gaussian processes to learn proper hyperparameter values from training data.

2.3 HYPERPARAMETERS AND MARGINAL LIKELIHOOD OPTIMIZATION

We briefly describe the procedure for estimating optimal hyperparamter values via maximizing the
Gaussian process marginal likelihood function.

Consider a set of N multidimensional input data X = {z;}¥,, z; € RP, and target set y =
{y:}¥.,, y; € R . For each input z;; we have a corresponding input-output pair (z;,;), where the
observed output target is given by y; = f(z;) + ¢;, with data noise ¢; ~ N(0,02). We model the
input-output latent function f as a Gaussian process :

f(@i) ~ GP (i), k(zs,25)),

where we customarily set the mean function pu(x;) = E[f(x;)] = 0, and denote k(z;, ;) as the
covariance function.

The marginal likelihood (or evidence) (Williams and Rasmussen,, [2006; Bishopl |2006) measures the
probability of observed targets given input data and can be expressed as the integral of the product
of likelihood and the prior, marginalized over the latent function f:

p(y|X) = / p(y, [1X) df = / p(ylf, X)p(f1X) df. )

The marginal likelihood can be obtained by either evaluating the integral (I) or by noticing
{wi}i) = {f(zs)+e} L, which gives us y| X ~ N(0, K+02 1) where K = [k(x;, z;)];;—, and
are N by N covariance matrix and identify matrix, respectively. As a result,

1 1 T 2 1\—1
p(y‘X) = (27T)N/2|IC+O'2]|1/2 €xp (7 iy (’C+J7LI) y)

To facilitate computation, we evaluate the log marginal likelihood which is given by
1 - 1 N
log p(y|X) = —§yT(K+a§I) 1y— ilog K+ o021| — Elog 2. ()

We are reminded here that the marginal likelihood is applied directly on the entire training dataset,
rather than a validation subset. In addition, Cholesky decomposition (Neal, [1998) can be employed

to calculate the term (K + 021) ! in equation .
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2.4 RELU COVARIANCE FUNCTION

With the structure of the single-hidden-layer ReLU neural network defined, we proceed to study its
corresponding ReLLU Gaussian process.

The ReLU covariance function is developed to estimate the covariance at the output of the ReLU
neural network model. Our alternative derivation was inspired by the work on arc-cosine family
of kernels developed in (Cho and Saul, [2009). In our work we first derive the expectation of the
product of post-activations, instead of on the input to the nonlinearity (Lee et al., 2018). Then, we
apply the output layer activation function on the post-activation expected value. It can be shown that
the resulting representations are equivalent. The complete derivation of our expression is provided
in the Appendix 3]

Referring to Figure |1, we consider input vectors z°, 3" E R%= . The initial weight value is drawn
randomly from the Gaussian distribution fW]ok = N(0, % d“’ ) and bias value from fbo = N(0,03).

The expected value of the product of post-activations at the output of the 5" hldden node is com-
puted as

i (y°)]
/ / max bo + w z0) max(b0 + w -y )fbo Wo(b w) dw dbO

= / .. / (b5 +w] - ) (0 +wh - y°)+ foo wo (b, w) dw] db (3)
Suppose we denote the pre-activations as

U=b+W a _bO+ZW Lz ~ N(0, 02 + o2 ||z]|?),
k=1
din

V—b0+WO Yy _b0+z k:’yk:’NN(O Ub+0w||y||)
k'=1

It can be shown that the random variables U, V' have a joint Gaussian distribution:

v (ol oi+oi(a-y)
(v) ~ N (0,2), where 3 = <a§+aa<x-y> a2+ adlyl” )

for simplicity we let z = 20,y = yo. We can therefore write expression (3)) as
1

// 7T|E|2 exp (- 5(“»“)2_1(% 0)") dudv.

Now let D := S| = (0 + o2 ||z]|?) (02 + o2 |ly||*) — (o7 + 02,

_ a a 1
yl= ( 1 12), where a1; = —

1
as1 a9 D(Ul? + o llyll?), aze = E(Ub + o2 ||z||?),

Lo+ o2z y)).

a12 = az1 = D

. . L e .
With polar coordinate transformation: u = Jan 08 @, v = 7 sin a, expression can be
further reduced to

1 /S 2 sin 2« d
1/2 24
4Dl 2a 1002 Jo—g (1 — cos ¢ sin 2a)

1

27TD1/2G11Q22 Sinsd)

( sin(¢) + (7 — ¢) cos(<;5)>7 where ¢ = cos™! (%).
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With some algebraic operations and after computing the entries in »~1 we arrive at
EX;(2)X;(y)]
1 1 1
= > (02 + ||x||2g?,,) 2 (ag 1 Hy”zgg)) 3 (sin ¢+ (7 — @) cos ¢>)
2 . 2
e s Cos_l{ ( L )1/2 }

2 252 1/2 2 252
o2 +lel20%) (a2 + lylPo,

To compute the expected value, E[X;(z)] = [max(b+ w - z) fyo wo, (b, w) dw db, we denote
PR
1
U=b+w-z ~ N(0,0% + 02]|z||?), and apply the change in variable 2—2u2 = t,where 0% =
g
02 + o2 ||z to obtain

B, = [ " ()4 fo (w)du

j
— 00
o0
1 1,2
= U———e 22% du
0 2mo
oo
= o2dt et
0 2ro
o

V2T
_ JET AP

Ver

The covariance function at the network output is therefore determined to be

B[ (v} + RIS WiXe(y))| - E[p} + 5 WX ()] b} + 5 WhXi(y)]
j=1 k=1 j=1 k=1

Ny
1

= EI(0})?]+ Y BB (@)X, ()] — 5-\/07 + o lle]2¢/o? + 02y

j=1

o2 1
= o} + JENEX; (@)X, (0)] — 5-4/0F + o lall?yfoF + o2y
2 1 1

= of + 22 (oF + llo)202) " (oF + Iyl*o2) " (sin g+ (r —9) cosp—1).  m

2.5 GAUSSIAN PROCESS PREDICTION: A SIMULATION

Performing simulations allows us to explore and understand some properties of the models we wish
to study. Simulation results also offer the opportunity for evaluating model precision and insight
into observed events.

To demonstrate making predictions with Gaussian process regression model, we borrow equations
from (Williams and Rasmussen, |2006) where the formulation of Gaussian process predictive distri-
bution is treated in great detail.

Given the design matrix X = {z;}Y,, 2; € R, observed targets y = {y;}~ ;, y; € R, unknown
test data X, and their function values f, := f(X.), the joint distribution of the target and function

values is computed as
vyl o nlo K(X,X)+02l K(X,X.
fx ’ K(X,,X) KX, X))’

where K (X, X) represents the covariance matrix of all pairs of training points, K (X, X,) denotes
that of pairs of training and test points, and K (X, X.) gives the covariance matrix of pairs of test
points.
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The prediction distribution is the conditional distribution
f*|X7 Y, Xu ~ N(N*7 Z*)

with mean function 1, = K (X, X)[K(X,X) 4+ 021] “y
and covariance ¥, = K(X,, X,) — K(X., X)[K(X,X)+ 021] _1K(X, X.).

The simulation starts out with setting the hyperparameters of the ReLU covariance function to
(3.6,0.02), chosen from 02, € [0.4,1.2,2.0,2.8,3.6], and 07 € [0.0001,0.01,0.02]. We randomly
select a set of 70 training and 30 test location points from 100 values evenly spaced in the interval
[0.0,1.0]. Ten sample paths, as shown in the top left panel of Figure , are generated from the
design Gaussian process model. Their sample mean produces 70 training target and 30 test values.
We then estimate the optimal hyperparameters from the training targets via evaluating the marginal
likelihood, equation over the design ranges of o2, and o7.

The maximum marginal likelihood is obtained at {2, 57} = {3.6,0.02} which is the design hy-
perparameter pair. The minimum marginal likelihood is obtained at {62,467} = {3.6,0.0001}. A
Gaussian process model is then built with the optimal hyperparameter pair to make predictions for
the 30 test location points. The model accuracy is assessed with a RMSE of 0.00051. Additionally
we overlay the predicted and true test target values, as shown in the top middle panel of Figure
([@), to detect any prediction errors. We plot the line of equality to further validate the estimated
hyperparameters, as depicted in the top right panel of the figure.

The evaluation process is repeated applying the hyperparameter pair {62, 67} which produces a

prediction RMSE of 0.00188, over 3 times as large as the optimal case. The accuracy plots shown
in the bottom panels of Figure (2)) indicate some prediction errors.
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Figure 2: Gaussian process regression prediction on simulated data. Top left: 10 sample paths gen-
erated from a Gaussian process model with hyperparameters (02, 0Z) = (3.6,0.02). Top middle:
Point-wise visual comparison between predicted and true target values for the optimal hyperpa-
rameter pair {3.6,0.02}, showing good prediction results. Top right: The line of equality further
confirming the prediction accuracy. Bottom left: Point-wise visual comparison for hyperparameter
pair {3.6,0.0001}. Bottom right: Prediction errors revealed with the line of equality.

Our simulation results agree with the principle that through optimizing the marginal likelihood of
the Gaussian process model, we could estimate from training data the hyperparameter values most
appropriate for its chosen covariance function.
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3  MNIST CLASSIFICATION EXPERIMENT

We conduct a classification experiment on the MNIST handwritten digit dataset (LeCun, [1998)
making use of corresponding ReLU neural network and Gaussian process models. As in (Lee et al.,
2018)), the classification task on the class labels is treated as Gaussian process regression (also known
as kriging in spatial statistics (Cressie, |1993)).

It is necessary to point out that the goal of this work is to examine using the marginal likelihood to
estimate the best available initial hyperparameter setting for neural networks, rather than determin-
ing the networks’ optimal structure.

Our experiment consists of three main steps: (A) searching within a given grid of hyperparameter

values for the pair {52,57} that maximizes the log marginal likelihood function of the Gaussian

process model, (B) evaluating prediction accuracy of the corresponding neural network at each grid
: 2 2y : =2 =2 :

point {0y, 07} including {5,657}, and (C) assessing neural network performance over all tested

hyperparameter pairs.

3.1 PROCEDURE

The workflow for the experiment is as follows: we set up a grid map of 02 € {0.4,1.2,2.0,2.8, 3.6},
o2 € {0.0,1.0,2.0}. Then, N samples are randomly selected from the MNIST training set to form
a training subset, where N is the training size. This is followed by computing the log marginal like-
lihood (equation |2) at each grid point. This allows us to identify the hyperparameter pair {62, 57 }
that yields the maximum log marginal likelihood value.

On the neural network side, we build a fully-connected feedforward neural network with a single hid-
den layer width, hidden_width, of 2000 nodes, Adam optimizer, and mse loss function. Since the net-
work model is fully connected, the size of the input layer d;,, is 28(pixels) x 28(pixels) = 784. Prior
to training, the initialization parameters {w, b} are set by sampling the distributions N (0, 02 /d;,,)
and (0, 07) for weights and biases from the input to the hidden layer, and N(0, 02 /2000) and
N(0,0%) for weights and biases from the hidden to the output layer. The neural network is then
trained with the training subset generated previously. We compute the model classification accuracy
on the MNIST test set and repeat the procedure over the entire grid map of hyperparameter pairs.

To investigate the usefulness of our proposed approach for assisting model initialization, we employ
He-initialization approach as a benchmark to measure numerically and graphically our neural net-
work performance over all tested hyperparameter pairs. Additionally, we check for recommendation
consistency.

3.2 RESULTS

Applying the method described in Section [2.3|for estimating model hyperparameter pair we obtain
a consistent recommendation of (02, 07) = (3.6, 0.0).
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Figure 3: Comparing MNIST training accuracy over various training sizes. We observe that the
convergence rate based on our method approaches that using He-initialization as the training size
increases. This suggests that our technique may potentially be efficient for guiding deep neural
network initialization. Left: train_size=1000. Middle: train_size=3000. Right: train_size=5000.
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After running 250 training epochs, convergence of the neural network model and its prediction
accuracy are studied for different training sizes. We observe that training based on our initialization
approach converges to that based on He-initialization as the size of training samples increases, as
shown in Figure [3] This seems to suggest that our approach may be used as an efficient tool for
recommending initialization in deep learning.

It is worth noting that the Gaussian process model marginal likelihood consistently suggests the
hyperparameter pair (02,07) = (3.6,0). The fact that the bias variance o7 is estimated to be 0
coincides with the assumption that bias vector being 0 in (He et al., [2015)).

Table [I] lists neural network model prediction accuracy based on, respectively, our approach and
He-initialization scheme, against the best and the worst performers. The results indicate that more
frequently our approach achieves slightly better accuracy than based on He-initialization. However,
neither approach reliably gives an estimate of weight variance close to that for the best case.

Table 1: Single-hidden-layer fully-connected neural network model prediction accuracy on MNIST
test set, and associated hyperparameter pair.

Best Case Worst Case He-Init Ours

Size Acc. (02,02) Acc. (0%,0%) Acc. (0%,0%) Acc. (0%,0})

10000 96.85  (2,0) 96.04 (04,2) 9685 (2,00 9660 (3.6,0)
20000 97.25 (28,0) 9670 (3.6,1) 9701 (2,0)  97.09 (3.6,0)
30000 97.50 (1.2,0) 9691  (2,2) 97.07 (2,00 9729 (3.6,0)
40000 9743  (0.4,0) 97.16 (0.4,2) 9735 (2,0) 9742 (3.6,0)
50000 97.71 (3.6,0) 9729 (0.4,2) 9750 (2,0) 9771 (3.6,0)

4 DISCUSSION AND FUTURE WORK

In this work we propose a simple, consistent, and time-efficient method to guide the selection of
initial hyperparameters for neural networks. We show that through maximizing the log marginal
likelihood we can learn from training data hyperparameter setting that leads to accurate and efficient
initialization in neural networks.

We develop an alternative representation of the ReLU covariance function to estimate the covariance
at the output of the ReLU neural network model. We first derive the expectation of the product of
post-activations. Then, we apply the output layer activation function on the post-activation expected
value to generate the output covariance function. Utilizing marginal likelihood optimization with
the derived ReLU covariance function we perform a simulation to demonstrate the effectiveness of
Gaussian process regression.

We train a fully-connected single-hidden-layer neural network model to perform classification
(treated as regression) on MNIST data set. The empirical results indicate that applying the rec-
ommended hyperparameter setting for initialization the neural network model performs well, with
He-initialization scheme as the benchmark method.

A further examination of the results reveals consistency of the process. This implies that smaller
training subsets could be used to provide reasonable recommendation for neural network initializa-
tion on sizable training data sets, reducing the computation time which is otherwise required for
inverting considerably large covariance matrices.

The main goal of our future research is to investigate if our proposed method is adequate for deep
neural networks with complicated data sets. We wish to ascertain if consistent recommendation
could be attained by learning from larger data sets of color images via marginal likelihood maxi-
mization. We will attempt to derive or approximate multilayer covariance functions corresponding
to various activation functions. Deep fully-connected neural network models will be built to perform
classification on CIFAR-10 data set. Our hypothesis is that learning directly from training data helps
to improve neural network initialization strategy.
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5 APPENDIX

Covariance Function at the Output of ReL.U Neural Network

Our derivation follows the work on arc-cosine family of kernels developed in (Cho and Saul,
2009). However, instead of applying coplanar vector rotation in calculating the kernel integral, we
recognize that the integrand can be written in terms of two jointly normal random variables. This
helps to facilitate the computation which becomes more involved when both the weight and bias
parameters are included.

The derivation is also made to conform to the arc-cosine kernel by utilizing the identities (Cho and
Saull 2009, equation (17), (18)) to give us

/5 1 T™T—¢
dn = ——-,
n=0 1 — oS @ cosn sin ¢

™

2 in 260
/ sin _db
6=0 (1 — cos ¢ sin 26)

_ Sinl% (sin(@) + (x — 6) cos()) @)

Equation (H) is derived, with the substitution n = 2(6 — %), as follow:

3 sin 260

1 — cos ¢ sin 29)2

do

S—

[NER=N

6=0

cos 7

- /n_o (1 — cos ¢ cos n)2

dn

d /’5 1
dcos ¢ J,—o1— cos$ cosn

0 m— — 0 /m—
- 8cos¢><sin<f) - sin(lqb)aigb(sin(f)
_ 1 (sin(¢)+(”7¢) cos(¢)). n

sin®¢

o

Denote the input layer (layer 0) weight and bias parameters as b) ~ A(0, ) and W7, (o, d}? ),
where 09 LW, forall k € {1,--- ,din},j € {1,--- , N1}.

The expected value of the product of post-activations at the output of the j** hidden node is com-
puted as

BIX;(2°)X;(y°)]
= / o / max(b? + w;-) - %) max(b? + wg . yo)fbc;’Wg(b, w) dwg dbg
= // (0 + wf - 2°) 1 (0] + w] 'yo)+fbg,w;) (b, w) dw§ db (5)
Each pre-activation can be written in terms of a random variable:
din
U =0+ Wj-a® =b]+ 3 Wik ~ N(0,07 + oy [J]),
k=1
din
V=4 Wyt =8+ > Wiyl ~ N (0,07 + o llyl).
k=1

10
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Since E[U] = E[V] = 0, their covariance can be expressed as

cov(U, V) = E[(b + W) - 2°) (6] + W) - )]

din din
= B0 + B[ Y. > WhWhalyl

k=1k'=1
din din
— o7+ E[WiWh |2l
k=1k'=1
din
=0p + 05 )RR
k=1

=02 +02(z-y) (For simplicity we set z = 2°, y = ¢°)

This implies that the random variables U, V' have a joint Gaussian distribution:

U (o2 +ad|x]? o +oi(z-y)
(V) ~ 0.3, wheress = (20001 T A

We can, therefore, rewrite equation (3)) as

//000 m}27r|12§ exp (— %(u, 0)E " Hu,v)") dudv (6)

2
Denote D = |S| = (0 + 02 ||z?) (62 + o2 ||yl|?) — (67 + 02 (z-y))", and
-1 _ (@1 ar
a1 ag )’

. 1 1
with a1y = 5(0F + 0% [y]?), aze = 5 (0 + 0% 2]*), and

-1
a2 = az1 = 6(02 + o5 (z-y)).
‘We therefore have:

1 1 1

(5ot + a2 lyl?) 5 (07 + o2 llz|?) = (55 (oF + 0% (@ -1))?)

=D
1 2 2 2 2 2 2 2 2 2
= B((Ub + O-w”x” )(Ub + Ow||y|| ) - (Ub + O-w(x ' y)) )
=1. (by definition) (7

D(ai1a2: — aiy)

The exponential term in equation (6) then becomes:
1

1
— §(u,v)2_1(u,v)T = —§(a11u2 + 2a10uv + aggv2).

We now make use of the transformation from Cartesian to polar coordinates by setting

u = sin «v

r r
cos a, v =
Va1l ’ \ @22

= anu’ = r200s2a, a0’ = r2sin’a.

The Jacobian 7 is calculated as

‘B(u,v)‘ B T
8(7", a) ,/&11(122.
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Equation () can in turn be expressed as

/ / 72 sin 2a (—1[ cos +2a12r sinacosa+ 22 ])
r « resin‘“a| | ——
27‘("1)1/2 a=0 0 2‘/(1110,22 / a11a22

> —r2 ay2 sin 2« ) i

— sin 2ac d 3ex (71+7
4777)1/20,11&22 /a:O @ O[/T:OT P 2 [ \/a11a22

a1 sin 2«

Next, we need to show that H := 1 + ——— > 0 to ensure the expression in is bounded.

vV a11a22

®)

First, since ||z — y||? = ||z||* + ||ly||> = 2(z-y) > 0 = |z||> +||y||* > 2(z - y), and let the angle

between the vectors x, y be # = cos™ , We have

z-y
/iyl

(ab—i-a (x - y)
(o7 + o2 l1al12) (02 + o2 lyll?)
ok + (02 (- y)? +203(03)(x )

ay + (022 (Il llyll?) + o3 (@2) (=12 + llyl?)
oy + (o2)*(lz[lllyll cos 0)* + o7 (03 )2(= - )

o+ @22 (IlPllyl?) + op (o) (]2 + lly]12)
<1
This means that we can define a quantity ¢ as
o2+ 02 (x-
(GREARRIEERANDY
L, o 2
7<Ub + Uw(x : y))
=cos™* D

1
= (02 + 2llel?) 02 + o2 1)

,1( —ai2 )
= COS o
/a11022

—ai12
= cos ¢ = (7>

V11022

This also leads to

24— a1z sin 2«
Va11G22
%(og + 02 (z-y)) sin 2c
= (02 + a2llel?) 02 + o2 l])
) (02 4+ 02 (x - y)) sin 2a
- 1/2
(02 + 2 lz2) (02 + 02 1y]1>))
-1 (of +ou(z-y)
= 1/2
(GRARDICEANDY
>0 ]
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With a change of variables, we now evaluate the integral involving the parameter r in expression
as follows.

2 [2n 12 |
= — = —_ = — —n /2
Letn 27—[. Then r 2 = dr > ,Hn dn. We have
X 2N\s s 1 2
— 27 M_ —n72 d
/7,—0 (H) ey
~© 221
= _— 7nd
/77—0 HQQTIG Ui

2 /°° _
=25 [ mneldy
H2 o

2 2
2

(1 n 19 Sin 2@)2
Vv a11G22

= 2 . (from equation (9))

2
(1 — €OoS ¢ sin 2a)

The complete expression (&) becomes

1 /’2’ 2 sin 2« d
1/2 24
4Dl 2a11a29 Jo—o (1 — cos ¢ sin Qa)

1

27TD1/2&116L22 sin?’gb

( sin(¢) + (7 — ¢) cos(gzb)). (from equation (@))

— —a12
where ¢ = cos™! <7)
1/ 11022

Finally,
27rD1/2a11a22 sin3¢

= 27TD1/2a11a22 (1 — COSQ¢)3/2

2 3/2
a
= 27TD1/2a11a22 (1 — 12 )
a11a22

—1/2
= 27 DY/? <a11¢122) (anazz — CL%g)
2 —1/2 2
=27 (D a11a22) (D(a11a22 — a12))

—1/2 , N 3/2
= QW((Jf + o2 ||lz||?) (o7 +ai\\y||2)> (1) (from equation 1'

3/2

3/2

The expected value of the product of post-activations at the output of the j** hidden node in the first
hidden layer is therefore determined to be

EX;(2)X;(y)]
= - (G2 + a2l (07 + 2l (si(6) + (7 0) cos(s)),

where ¢ = cos_l{ o + ol ) 1/2 }
( ))

o + g llzl*) (o + o7yl

13
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To compute the expected value, E[X;(z)] = [max(b+ w - z) fb?,Wf’k(bv w) dw db, we denote

1
U=b+w-z~ N(0,0 + 02 |z||?), and apply the change in variables: 2—2u2 = t, where 02 =
o

o2 4+ 02 ||z||* to obtain

E[X-(zn:/m( )+ Jor(w)du

1 2
/ ——e 2.2% du
2ro

= 2t
0 27ra
o g
Var
_ VR A R
ous
The covariance function at the network output is therefore determined to be
N1 Nl
B0+ > WX b1+z 1Xew)] - Bo+ S wh Hmz Xk ()]
j=1 j=1
N1 1
= B0} + Y BV EX @)X w)] — 5-\/03 + o llel2y/o? + o2yl
j=1
— 52 C’ivN EIX. ()X, _ i 2 2 2 2 2 2
=oj + 1EX;(2)X;(y)] oy + g llzl?y/ oy + o llyll
N1 2
2 1 1
=of+ 22 (o2 + alPo?) " (oF + Iyl202) " (sing+ (r—¢)cosp—1).  m
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