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ABSTRACT

Generative AI assistants offer significant potential to enhance pro-

ductivity, streamline information access, and improve user expe-

rience in enterprise contexts. In this work, we present Summit

Concierge , a domain-specific AI assistant developed for Adobe

Summit. The assistant handles a wide range of event-related queries

and operates under real-world constraints such as data sparsity,

quality assurance, and rapid deployment. To address these chal-

lenges, we adopt a human-in-the-loop development workflow that

combines prompt engineering, retrieval grounding, and lightweight

human validation. We describe the system architecture, develop-

ment process, and real-world deployment outcomes. Our experience

shows that agile, feedback-driven development enables scalable and

reliable AI assistants, even in cold-start scenarios.
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1 INTRODUCTION

Generative AI assistants offer enterprises tremendous potential,

including substantial productivity gains, reducing barriers to entry,

accelerating product adoption, amplifying creative workflows, and

improving user experiences for both customers and employees [6].

These systems can serve as intuitive, conversational interfaces to

enterprise knowledge, streamlining access to information. However,

developing a reliable, task-aligned assistant remains a complex and

iterative process that must reconcile scalability with precision, user

expectations with system capabilities, and time-to-market with

development robustness.
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Summit Concierge is a generative AI assistant developed specif-

ically for Adobe Summit
1
, an annual event attracting thousands

of attendees. The assistant is designed to handle a wide variety

of event-related queries, ranging from session recommendations

and speaker information to venue logistics and agenda search, de-

livering timely, accurate responses in natural language. By doing

so, Summit Concierge aims to enhance the attendee experience,

reduce the burden on support staff, and provide scalable, real-time

access to Adobe Summit information. Despite the impressive capa-

bilities of large language models (LLMs), building such an assistant

within a short amount of time presents several critical challenges:

1) Data Sparsity. The sparsity of historical query logs and in-

teraction patterns makes it difficult to anticipate user intents or

generate representative datasets for system training and evaluation.

This cold-start problem limits the effectiveness of conventional

fine-tuning and retrieval-based strategies that typically rely on

real-world usage data. 2) Reliable Quality. While LLMs excel at

generating fluent and coherent responses, they often suffer from

hallucinations or inaccuracies, especially when handling specific

or time-sensitive information. Ensuring that the assistant consis-

tently produces trustworthy and contextually grounded answers

is essential for user trust and adoption. 3) Quick to Deployment.

Given the fixed timeline and one-time nature of Adobe Summit,

the assistant must be developed, tested, and deployed rapidly. This

constraint necessitates agile development practices, streamlined

tooling, and minimal reliance on large-scale supervised training or

complex engineering pipelines.

To address the challenges outlined above, we adopt a human-
in-the-loop development paradigm, which brings human expertise

into the loop to guide data curation, response validation, and qual-

ity monitoring. This hybrid approach enables rapid iteration and

reliability without requiring extensive pre-collected data or long

training cycles.

Ourmain contributions include: 1)Ahuman-in-the-loopwork-

flow for quality assurance. We introduce a lightweight feedback

loop involving human reviewers to continuously validate and refine

responses, ensuring factual accuracy and contextual appropriate-

ness in user interactions. 2) Techniques to overcome data spar-

sity in cold-start scenarios.We describe how synthetic queries,
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documentation-grounded retrieval, and prompt engineering can

effectively bootstrap an assistant in the absence of historical usage

data. 3) Lessons learned from real-world deployment at scale.

We share empirical insights and design decisions from the pro-

duction deployment of Summit Concierge during Adobe Summit,

including operational challenges, user feedback, and opportunities

for future improvement.

2 CHALLENGES

Despite active research on AI assistance [4, 8], building a reliable

enterprise AI assistant quickly remains underexplored.

Off-the-shelf benchmarks cannot work well for domain AI Assis-
tants. Although public benchmark datasets for general tasks are

abundant (e.g., Chang et al. [1] lists 46 public benchmark datasets),

they are often not applicable for domain-specific AI assistants. Cre-

ating domain-specific benchmark datasets is labor intensive, time-

consuming, and requires domain expertise. Moreover, assistants’

workload and tasks may also evolve. Thus, there is no one static

benchmark data that suits all [3]. Therefore, benchmark data cre-

ation itself is a challenging task.

Efficient iteration is needed. Given the challenges of creating

domain-specific benchmark datasets, it is essential to establish a

process that supports rapid and efficient iteration. Unlike static

datasets, evaluation benchmarks for domain AI assistants must

evolve alongside product features, user needs, and task defini-

tions [7]. This dynamic nature calls for lightweight mechanisms

to continuously refine benchmarks—such as human-in-the-loop

feedback [2], prompt-based evaluations [10], and LLM-as-judge pro-

tocols [5]. These methods allow teams to quickly assess assistant

quality, identify failure cases, and update test scenarios without ex-

tensive manual labeling. Ultimately, efficient iteration enables faster

alignment between assistant capabilities and real-world demands.

3 SUMMIT CONCIERGE OVERVIEW

In this section, we briefly introduce Summit Concierge , an en-

terprise AI assistant designed to handle two primary types of user

queries: (1) General information queries, which are answered

using unstructured content from the Adobe Summit guidebook

(e.g.,What is included in the Summit Concierge? orWhere can I park
during the Summit?), and (2) Specific detail-oriented queries,

which require access to structured databases such as a knowledge

graph or SQL warehouse (e.g., “who is {speaker_name}”). We re-

fer to the guidebook as the unstructured data source, and structured

databases as the structured data source.
An overview of the Summit Concierge system architecture is

illustrated in Figure 1. The user query, combined with attendee-

specific information, first passes through an autocomplete module

and a query rewriting component that leverages chat history to

improve clarity and completeness. The rewritten query is then

routed by an intent detection module, which classifies it as either

unstructured or structured. For unstructured queries, a retrieval-

augmented generation (RAG) module retrieves relevant documents

to ground the response. For structured queries, a natural language-

to-SQL (NL2SQL) module generates a query over the knowledge

graph or data warehouse. The results from either branch are then

passed to a unified answer generation module, which synthesizes

the final response. We elaborate the unstructured data source and

structured data source in the following subsections.

3.1 Structured Data Source

The structured data source contains information about the Summit

collected and provided by the organizers through RainFocus, an

event management tool. It includes 1) Sessions information, includ-

ing the title, abstract and logistic information such as time, location,

duration and so on. 2) Speakers information, including the name,

title, biography, company, and session they will be presenting at.

3) Sponsors information, including the company name, URL, level

of sponsorship, and event booth location. This data are ingested

as relational database tables by a data transformation pipeline that

runs periodically to ensure data is up-to-date.

In addition, schedules information for each individual attendee

is also available, which includes all sessions the Summit attendee

has signed up for, and is particularly useful for answering personal-

ization queries such as “Where is my next session?” , and “What
session should I attend tomorrow about digital marketing” .
Unlike the other information, attendee schedule is private and more

time sensitive. Information about sessions and speakers are mostly

static during the Summit, while schedule information changes as

the attendees adding and removing sessions to their schedule using

the Summit mobile app. To ensure privacy and freshness, we did not

ingest attendee information as part of the Snowflake database, but

instead, we use the RainFocus API to query the schedule informa-

tion for each individual attendee when they ask a personalization

query. Given a query issued by users (e.g., “What session should
I attend tomorrow about digital marketing”), we prompt the

LLM to generate a SQL query to obtain general information (in this

case, “all sessions about digital marketing on {date}”).
In parallel, we query RainFocus API with the appropriate attendee

ID and authentication token to obtain the schedule information for

that attendee. We then render SQL execution result and attendee

schedule as a tabular documentation in MarkDown format, and

pass it to the LLM to generate a final response.

3.2 Unstructured Data Source

The unstructured data source used by Summit Concierge is com-

posed of a corpus of rich, free-form textual content. The central

component of this corpus is the ABC Guide, a comprehensive inter-

nal document curated by the event management team. It contains

detailed information about the event logistics, agenda highlights,

venue maps, FAQs, and operational protocols, originally intended

to assist support staff but repurposed by the Summit Concierge

to address general attendee queries. Key categories from the ABC

Guide include: 1) Event logistics and navigation: agendas, venue

maps, transportation, hotels, parking, rideshare locations, and reg-

istration processes. 2) Onsite services: food and beverage locations,

coffee stations, first aid, accessibility services (e.g., ADA, wheelchair

rentals), and internet access. 3) Attendee support and safety: infor-

mation desks, coat/bag check, lost and found, security, health and

safety guidance.

Additional unstructured content includes: 1) Adobe product sum-

maries and new product announcements, which provide high-level

overviews and key value propositions of features launched or high-

lighted during the event. 2) Live-authored content, generated dy-

namically during the event based on attendee interactions. This
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Figure 1: The overview of Summit concierge. The Summit concierge

includes responses to frequently asked questions, clarifications on

session content, and updates provided by the concierge team. En-

gineers monitored user feedback, chat logs, and search traffic to

identify information gaps and quickly draft new content in collabo-

ration with the event management team.

4 QUESTION GENERATION

In this section, we introduce our practice of human-in-the-loop de-

velopment paradigm, which integrates human expertise throughout

the Summit Concierge development lifecycle.

4.1 Structure Data Source Related Question

Generation

The structured dataset includes information about sessions, speak-

ers, demos, and sponsors, which are the primary categories that

attendees likely to ask about during the event. Since interacting

with speakers, attending specific sessions, and exploring demos

are among the main purposes of most attendees, we anticipate a

high volume of user queries seeking precise information related

to these categories. Our goal in generating questions based on the

structure data is twofold: first, to create a high-quality evaluation

set for measuring the performance of the AI Assistant; and second,

to proactively predict common user queries, which enables us to

build an autocomplete suggestion pool, allowing popular questions

to be answered quickly and reliably. Given these objectives, the

generated questions must satisfy key requirements: it should be di-

verse, comprehensive, and representative of real-world user

intents. To construct such a dataset in low-resource setting, we

adopted two human-in-the-loop approaches.

First, we work with product managers (PMs) and the Adobe

Summit marketing team to curate an initial set of 10 high-value seed

questions, such as “tell me more about {speaker_name}”, which
are expected to be common during the event. These templated

queries are then expanded using an LLM, prompted to generate

paraphrases in a concise, smartphone-typing style—short, direct,

and often using abbreviations or casual phrasing for faster input, as

result, we are able to expand the seed templates to a much larger set

of templates such as, “who is {speaker_name}”, “tell me abt
{speaker_name}”, which gives us more than 17K queries based on

the initial seed templates from Subject Matter Expert (SME).

Second, we use SQLSynth [9], a human-in-the-loop tool that gen-

erates natural language questions from a given database schema.

It first programmatically creates executable SQL queries and then

derives corresponding questions. SQLSynth offers two modes: a

fully automatic mode, where the entire process runs without inter-

vention, and a human-in-the-loop mode, where users can review,

revise, or reject the generated questions to improve fluency and nat-

uralness. This reverse-engineering approach to text-to-SQL offers

two key advantages: 1) Scope Assurance. By generating questions

from executable SQL over the schema, all questions are guaran-

teed to be in-scope, unlike unconstrained LLM-generated questions,

which may fall outside the schema and hinder evaluation. 2) Diver-

sity. Programmatic SQL generation systematically explores varied

attribute combinations, yielding a broader and more diverse set of

natural language questions, including many that human annotators

might overlook.

Without any human supervision, SQLSynth enables us to gen-

erate a large set of diverse, in-scope queries for stress testing the

intent detection module, which routes valid questions to the struc-

tured data path. Since all generated queries are in-scope, the mod-

ule should route them accordingly, and none should be rejected

by NL2SQL. Using 269 auto-generated queries produced less than

30 minutes, we found the router achieved 100% accuracy, while

NL2SQL missed 2.6%. Thanks to these these evaluation results,

we then improved the prompt instruction to address some of the

NL2SQL issues identified.

4.2 Unstructured Data Source Related Question

Generation

To fully utilize the breadth of unstructured content available in

the ABC Guide and related sources, we develop a set of natural

language questions targeting three core use cases: evaluation, auto-

complete suggestions, and follow-up question generation. Given

the informal and high-variance nature of these documents, we

adopt LLM-assisted, human-in-the-loop strategies to ensure the

resulting questions are diverse, high-quality, and aligned with real

user behavior, especially in the mobile interaction context.

For evaluation, our goal is to construct a grounded question set

tied directly to specific content sections within the BC Guide. We

extract text passages and prompt a large language model (LLM)

to generate questions that are concise, representative of common

user queries, and directly answerable based on the associated con-

tent. Human reviewers then vet each question for fluency, natural-

ness, and answerability. The resulting set serves as an evaluation

benchmark, where each question is linked to a source passage that

provides a reliable gold-standard answer.

For follow-up question generation, we focus on extending con-

versations in a coherent and helpful manner. Given an existing
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question, its system-generated answer, and the supporting doc-

uments retrieved, we prompt the LLM to generate contextually

relevant follow-up questions. These are subsequently reviewed for

answerability and alignment with the prior exchange. Only those

for which the system could produce high-confidence, accurate an-

swers are retained. These are also stored in the question index and

surfaced selectively during runtime to guide user engagement.

Across both use cases, the generation pipelines emphasize cover-

age, linguistic diversity, and practical answerability. The human-in-

the-loop design ensures that model generations are carefully filtered

and grounded, resulting in a reliable and representative dataset that

enhances both evaluation rigor and end-user experience.

4.3 Autocomplete Question Generation

For Summit Concierge , attendees interact primarily through mo-

bile devices; therefore, we specifically designed an autocomplete

module to minimize typing effort and enhance overall usability and

efficiency. As shown in Figure 1, the queries suggested by the auto-

complete module are routed into the two aforementioned pipelines,

depending on the detected intent. In this section, we particularly

discuss our strategy to generate question evaluation for this module.

The questions for Autocomplete are generated through a human-

in-the-loop process. The goal is to ensure both content diversity

and popularity while maintaining contextual relevance, particu-

larly in the case of multi-day events. To enhance the relevance

of suggestions, event-specific questions are assigned start and ex-

piration timestamps, enabling effective re-ranking based on their

timeliness. In the absence of historical data, two primary methods

are employed to generate a list of seed questions. The first method

involves directly curating questions from human experts and Large

Language Models (LLMs), where we aim to proactively support

users with frequently asked or high-value questions. This set is

constructed from three complementary sources. First, we apply a

similar generation-and-review process as used for evaluation in

Section 4.2. Second, we incorporate curated questions from the

event management team, based on historical data and anticipated

needs. Third, we additionally log common queries received during

the live event. All candidate questions are reviewed to ensure they

elicited strong answers from the system. The validated subset is

stored in a dedicated question index to support fast retrieval and

consistent responses without invoking the LLM.

The second method involves defining question templates, which

are subsequently instantiated into concrete questions by integrating

contextual data. For example, a template like “Tell me more about
<session_name>”, can be instantiated into a specific query such as

“Tell me more about the Opening Keynote session”. A rigorous

quality control process is then applied to filter out questions that

do not yield meaningful or relevant responses.

Once the seed questions are generated, they are incorporated into

the Autocomplete function during internal bug bashes. Feedback

and bug bash data provide insights into the coverage and popularity

of the Autocomplete questions. Additionally, a human-in-the-loop

clustering and popularity analysis method was employed to identify

high-demand questions absent from the existing Autocomplete list.

The approach combined semantic embeddings with HDBSCAN clus-

tering to group similar queries, followed by manual review to filter

noise and generalize representative question types. Clusters were

ranked by frequency to surface the most commonly asked types.

Human experts subsequently review and curate new questions and

templates to ensure comprehensive coverage.

By integrating human feedback in seed questions generation and

the bug bash feedback review phases, both the overall quality of

the Autocomplete question list and the effectiveness of popularity-

based ranking have been significantly improved.

5 EVALUATION

5.1 Unstructured Data Evaluation

We evaluate the quality of responses to questions grounded in un-

structured data using three complementary strategies: correctness-

based scoring, side-by-side comparison, and brand compliance

checks. Each method captures a different aspect of response quality,

and all use LLM judges with chain-of-thought reasoning calibrated

for human alignment. Human reviewers are included in the loop

for final validation in all three cases.

Correctness Evaluation. For questions with clear ground truth

answers, we evaluate correctness by identifying a small set of key

facts from the source content. Each response is decomposed into

atomic claims, which are assessed for factual accuracy and ground-

edness. LLMs identify unsupported claims and missing key facts,

and generate structured outputs for human review. We report the

number of required facts covered, correct claims, and hallucinated

content, offering fine-grained insight into factual reliability.

Side-by-Side Comparison. To support iterative improvement, we

compare responses from different model variants or prompts. For

each question, paired responses are judged for semantic equivalence.

If differences are detected, the LLM explains them (e.g., factual

inconsistency, verbosity, omission). This helps track regressions and

improvements not captured by correctness alone. Disagreements

are reviewed by humans to validate significant content differences.

Brand Compliance Verification. Ensuring brand alignment is es-

sential in a public-facing assistant. We use an LLM-based checker

to assess tone, language, and policy compliance against a set of

guidelines provided by the event team. Violations are flagged with

rationales using chain-of-thought reasoning. Human reviewers as-

sess flagged outputs and make final decisions on compliance. This

check is especially critical in production deployment.

This multi-faceted evaluation framework enables both high-

precision benchmarking and ongoing refinement for unstructured-

source response generation.

5.2 Templated Structured Data Query

Evaluation

Templated structured data queries are executed against the database

to retrieve results, which are then represented to the user in natural

language format. For templated structured data query evaluation,

since we have a limited number of predefined templates, we rely on

data experts to write the corresponding gold SQL for each question.

These gold SQL are constructed using the same slot variables as

the templated natural language queries. Executing the gold SQL

gives us the key facts that must be included in the final natural

language response. For example, for a question template “What
keynotes does <speaker> speak at?”, the corresponding gold
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SQL is shown in Listing 1. Both the template and the gold SQL

share the same variable <speaker> .
Then, when given such a template and an instantiated query—What

keynotes does Shantanu Narayen speak at?—we can infer that the

value of the variable <speaker> is Shantanu Narayen. By substitut-

ing this value into the gold SQL shown in Listing 1, we obtain a fully

executable SQL query. Executing the query gives us key facts in a

structured format with schema <title, speaker, start_time,
room>, as shown in Listing 2.

Given these gold key facts, we compare them with the response

generated by the Summit Concierge agent to verify whether the key

facts are present. We adopt a human-in-the-loop evaluation method

that combines LLM judgment and human review. First, we use the

LLM to determine whether the key facts in Listing 2 are covered

in the response. The response is shown in Figure 2. If the key facts

match, the answer is marked as correct. If not, a human annotator

further evaluates the case to decide whether the response is right.

In this case, the answer in Figure 2 is a correct answer. Since we

have a large number of queries, using the LLM as a first-pass judge

accelerates the evaluation process, while human reviewers handle

only the uncertain cases.

SELECT DISTINCT session.title as title , to_char(session.start_time
, 'YYYY -MM-DD␣%I:%M␣%p') as start_time , session.room as room

FROM session JOIN speaker ON session.session_id = speaker.
session_id

WHERE speaker.full_name ILIKE <speaker> AND ARRAY_CONTAINS('Keynote
'::variant , session.session_type) ORDER BY session.priority
ASC

Listing 1: The templated gold SQL for the question - What

keynotes does <speaker> speak at?

[title: Opening Keynote , start_time: 2025 -03 -18 09:00AM, room:
Keynote Hall],

[title: Day Two Keynote , start_time: 2025 -03 -19 10:00AM, room:
Keynote Hall]

Listing 2: The key facts for the query - What keynotes does

Shantanu Narayen speak at?

Evaluation Metrics. During the Summit event, this LLM-as-judge

approach helps us significantly reduce annotation effort. Out of

3,000 templated queries, only 220 requires human reviews. The rest

are automatically verified as containing the necessary key facts.

5.3 Autocomplete Question Pool Evaluation

The evaluation of our autocomplete system is based on how effec-

tively the question pool can suggest relevant prompt completions

to enhance the user experience. Our evaluation protocol consists

of two components: First, we adopt an LLM-as-judge framework to

assess the quality of the autocomplete suggestions. This allows us

to quantify the number of queries for which the system provides

relevant and helpful completions. Second, we measure the reduc-

tion in user typing effort by evaluating the number of keystrokes

saved. Specifically, for each input query, we generate all of its prefix

expansions. For example, for the query “Tell me more about the

Opening Keynote session”, we construct prefixes such as “T”,

“Te”, “Tel”, and so on. For each prefix variant, we also adopt an

LLM-as-judge framework to assess the quality of the autocomplete

suggestions against the prefix variant. The number of keystrokes

What keynotes does Shantanu Narayen speak at?

Shantanu Narayen will be speaking at the following

keynotes during Adobe Summit 2025:

1. Opening Keynote

Time: March 18, 2025, at 9:00 AM

Room: Keynote Hall

Other Speakers: Jennifer Oleksiw, Wes Hopkins,

James Quincey, Lara Balazs, Anil Chakravarthy, David

Wadhwani, Ann Rich

2. Day Two Keynote

Time: March 19, 2025, at 10:00 AM

Room: Keynote Hall

Other Speakers: Jamie Dimon, Amy James, Esi

Eggleston Bracey, Hilary Cook, Amit Ahuja, Anjul

Bhambhri, Rachel Thornton, Anil Chakravarthy,

Rachel Hanessian, Colin Fleming

These sessions promise to be insightful and engaging!

Tap here to explore Keynote sessions

Figure 2: Summit Concierge generated response for the

query - "What keynotes does Shantanu Narayen speak at?".

saved is then calculated as the length of the original query mi-

nus the minimum number of characters typed before a relevant

suggestion appears among the top-ranked completions.

Evaluation Metrics. Our evaluation results across three different

question pools are presented in Table 1. These question pools are

developed in chronological order. We observe that, by adopting

our proposed approach, the quality of autocomplete suggestions

consistently improves across the iterations.

Table 1: Evaluation of autocomplete question pools.

Question Pool Ratio of Relevant

Completion

Avg. Keystroke Sav-

ing

Question Pool_1 27.00% 6.09

Question Pool_2 48.85% 8.85

Question Pool_3 58.02% 11.45

5.4 Multi-turn Evaluation

Except for the evaluation above, the user experience is also critical.

In the Summit Concierge , users engage in multi-turn dialogues

that reference previous conversational context and contain tem-

poral ambiguity, since the event spans multiple days. Users may

type shorter or more ambiguous sentences (e.g., “What sessions

are after lunch?” or simply “Tomorrow?”), relying on the system

to infer the intended time frame or context from the prior conver-

sation. Accurately resolving such queries requires contextual and

temporal understanding to support accurate Retrieval-Augmented

Generation (RAG). To address this, we use a reasoning-oriented

Large Language Model (LLM) for prompt rewriting, using chain-

of-thought prompting and few-shot examples with step-by-step

reasoning. This approach enables themodel to explicitly analyze the

user’s input, resolve ambiguities, and produce clear, contextually

grounded rewrites; for instance, transforming an ambiguous query

5
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like “What sessions are available after lunch?” into “What ses-

sions are scheduled after 1 PM on Day 2 of the conference?”

For evaluation, we utilize both automated and human-in-the-

loop methods. The LLM serves as a judge to assess factual correct-

ness and identify any remaining ambiguities in both the original

and rewritten queries, establishing effective ground-truth labels.

We further enhance evaluation robustness by incorporating human

annotation, especially for sampled out-of-scope (OOS) questions

and cases where rewrites might incorrectly alter user intent or

impact downstream tasks. We review these instances to ensure that

the chain of reasoning in prompt rewriting maintains user intent

and appropriately addresses context. Additionally, we continuously

monitor user feedback from the deployed system, rapidly flagging

and annotating incorrect rewrites identified by users or through

system performance monitoring. This ongoing human-in-the-loop

process, informed by real-world feedback and error analysis, al-

lows us to continuously improve the system’s ability to handle

ambiguous or under specified queries in multi-turn conversations.

Evaluation Metrics. We used LLM-as-a-Judge to auto select un-

certain samples for the human review. The model classified outputs

as rewrite correctness along with the confidence scores and key

facts. This approach reduced manual annotation needs from 1500

queries to just 276, with the remaining auto-verified. The results

before and after the prompt improvements are shown in Table 2.

Table 2: Multi Turn Evaluation Metrics

Metric Before After

Rewrite Error Rate 4.35% 1.45%

Routing Accuracy 89.1% 96.1%

6 SUMMIT OUTCOMES

As part of the assistant’s pre-event evaluation, a structured internal

annotation effort was conducted over several days leading up to and

during the event. Internal testers submitted queries across realistic

structured and unstructured scenarios, with thumbs-down feedback

and out-of-scope (OOS) flags guiding error analysis. Two rounds of

human-in-the-loop review were performed daily by subject matter

experts. In total, 624 interactions were triaged, surfacing recurring

error themes, confirming prior fixes, and providing targeted insights

for improvement efforts.

6.1 Annotation Volume by Day

Table 3 shows the number of interactions annotated each day across

the four-day internal evaluation period. This includes both pre-

event triage and daily retrospectives conducted during the event. A

consistent annotation cadence—two rounds per day—enabled the

team to rapidly identify and resolve issues throughout the week.

6.2 Annotation Summary

Of 624 annotated interactions, 436 (69.9%) did not require further

action at the time they were reviewed. This group included queries

that had already been addressed in earlier triage rounds, confirmed

valid responses, or questions determined to be unsupported (out-of-

scope). The remaining 188 interactions surfaced actionable issues

across assistant components, including product knowledge errors,

improvements to canned responses, rewrite errors, and intent rout-

ing issues. Table 4 summarizes the outcomes of all 624 annotated

Table 3: Total Annotated Interactions by Day

Day Annotated Interactions

Pre-Event / Day 1 Retro 174

Day 2 Retro 245

Day 3 Retro 123

Day 4 Retro 82

Total 624

interactions. Most were resolved or deemed valid or unsupported,

while the remaining errors highlighted areas for targeted system

improvements. As a result, the rate of queries incorrectly routed as

out-of-scope (OOS) was reduced from 4% to 3%.

Table 4: Summary of Annotation Outcomes (N = 624).

Category Count Percentage

Resolved / No Issue
Already Resolved, Not an Error,

or Out-of-Scope

436 69.9%

Actionable Errors Addressed
Product Knowledge Error 79 12.7%

Canned Response (Needs Improvement) 31 5.0%

Rewrite Error 21 3.4%

Intent Detection Error 20 3.2%

Operational Insights Error 30 4.8%

Tone of Response 5 0.8%

Hyperlinking Issue 2 0.3%

Total 624 100%

7 CONCLUSION

In this paper, we presented our experience developing Summit

Concierge , a generative AI assistant tailored for Adobe Summit.

To address the data sparsity, ensuring response reliability, and de-

ploying under strict timelines, we adopted a human-in-the-loop

development paradigm that enabled rapid iteration and quality con-

trol without requiring extensive historical interaction data. Through

prompt engineering, documentation-aware retrieval, and synthetic

data augmentation, we were able to bootstrap the assistant and

adapt it to the dynamic needs of Summit attendees. Our real-world

deployment demonstrated the practical benefits of combining scal-

able LLM capabilities with lightweight human oversight, resulting

in improved user experience and reduced operational overhead.

Looking forward, we see opportunities to generalize our method-

ology to other enterprise domains, particularly those that involve

event support, internal knowledge access, or customer service. We

believe that integrating agile human feedback loops with prompt-

centric development and retrieval-based grounding offers a viable

path to reliable, domain-specific AI assistants at scale.
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