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Abstract

Multi-document summarization (MDS) has001
made significant progress in recent years, in002
part facilitated by the availability of new, dedi-003
cated datasets and capacious language models.004
However, a standing limitation of these mod-005
els is that they are trained against limited refer-006
ences and with plain maximum-likelihood ob-007
jectives. As for many other generative tasks,008
reinforcement learning (RL) offers the poten-009
tial to improve the training of MDS models;010
yet, it requires a carefully-designed reward011
that can ensure appropriate leverage of both012
the reference summaries and the input docu-013
ments. For this reason, in this paper we pro-014
pose fine-tuning an MDS baseline with a re-015
ward that balances a reference-based metric016
such as ROUGE with coverage of the input017
documents. To implement the approach, we018
utilize RELAX (Grathwohl et al., 2018), a con-019
temporary gradient estimator which is both020
low-variance and unbiased, and we fine-tune021
the baseline in a few-shot style for both sta-022
bility and computational efficiency. Experi-023
mental results over the Multi-News and WCEP024
MDS datasets show significant improvements025
of up to +0.95 pp average ROUGE score and026
+3.17 pp METEOR score over the baseline,027
and competitive results with the literature. In028
addition, they show that the coverage of the in-029
put documents is increased, and evenly across030
all documents.031

1 Introduction032

Multi-document summarization (MDS) aims to033

consolidate salient points of information across034

a set of documents into a concise summary. The035

main requirement for the summary is that it ade-036

quately represent the document set, with low re-037

dundancy and high coverage across all documents,038

while at the same time being readable and fluent.039

Combined with this, is the need to develop tech-040

niques that can handle the significant memory com-041

plexity required to tackle MDS. Recently, the re-042

lease of dedicated datasets (Fabbri et al., 2019; 043

Gholipour Ghalandari et al., 2020), and intelli- 044

gently designed Transformer models (Liu et al., 045

2018; Liu and Lapata, 2019; Beltagy et al., 2020), 046

have helped drive advancements in multi-document 047

summarization, generally improving the accuracy 048

and fluency of the predicted summaries. However, 049

aspects such as the requirement to cover as much 050

salient information from the input documents as 051

possible, whilst still maintaining low repetition and 052

low redundancy, have certainly been less explored 053

to date (Nayeem et al., 2018; Mao et al., 2020). 054

Within the sphere of contemporary neural MDS 055

models, two main lines of investigation can be iden- 056

tified: graph-based approaches (Li et al., 2020; Pa- 057

sunuru et al., 2021), and concatenation approaches 058

(Liu et al., 2018; Zhang et al., 2020a). The for- 059

mer are approaches that rely on the construction 060

of graphs to capture the inter- and intra-document 061

relations. While powerful, they need to elicit the 062

relations explicitly. The latter instead assume that 063

all the input documents within a document set can 064

be simply concatenated, possibly with document 065

separators and tags, such that the relations can be 066

“discovered” by the model. Like ordinary sum- 067

marization, also MDS comes in two remarkably 068

different styles: extractive, where the generated 069

summaries consist of verbatim sentences from the 070

original input documents (Nallapati et al., 2017), 071

and abstractive, where the model is instead en- 072

couraged to generate a paraphrased understanding 073

of the input documents. The intrinsic appeal of 074

abstractive summaries and the advent of sequence- 075

to-sequence models have increasingly shifted the 076

trend toward abstractive summarization (See et al., 077

2017; Paulus et al., 2018; Fabbri et al., 2019; Lewis 078

et al., 2020; Zhang et al., 2020a). As for what 079

models are concerned, abstractive MDS has made 080

increasing use of transformers, both “conventional” 081

(Lewis et al., 2020; Zhang et al., 2020a) and modi- 082

fied to accommodate the characteristic input length 083
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of multi-document sets (Beltagy et al., 2020; Za-084

heer et al., 2020).085

Similarly to general summarization, the major-086

ity of MDS models are trained using the negative087

log-likelihood (NLL) as training objective, which088

aims to maximize the conditional log-likelihood089

of the tokens of a given reference summary. De-090

spite its speed and efficacy, the NLL exhibits both091

the wrong-objective problem (Ding and Soricut,092

2017), where the model is trained on a convenient093

objective rather than a desirable one, and the well-094

known exposure bias problem (Bengio et al., 2015;095

Ranzato et al., 2016). To alleviate these issues,096

reinforcement learning has been adopted in sum-097

marization, as in other language generation tasks,098

to train the model with a more appropriate objec-099

tive (Li et al., 2019; Parnell et al., 2021). However,100

its effective use for MDS requires a reward func-101

tion that can appropriately balance the reference102

summary and the multiple input documents in the103

document set. For this reason, in this paper we pro-104

pose exploring a reward that combines a reference-105

based metric such as ROUGE with a coverage term106

over the input documents. To implement the re-107

inforcement learning approach, we employ a con-108

temporary gradient estimator of the policy gradient,109

RELAX (Grathwohl et al., 2018), which is both110

low-variance and unbiased. In addition, to limit111

the computation and the risk of parameter drift, we112

apply the objective to fine-tune an NLL-pretrained113

model in a few-shot manner. In light of the above,114

this paper makes the following contributions:115

1. a reward for reinforcement learning that com-116

bines a ROUGE score and a multi-document117

coverage score, to simultaneously adhere to118

both the reference summaries and the input119

documents;120

2. a reinforcement learning implementation that121

leverages a low-variance and unbiased gradi-122

ent estimator of the policy gradient, RELAX;123

3. experimental results and a comprehensive124

analysis over two MDS datasets (Multi-News125

and WCEP), showing the empirical effective-126

ness of the proposed approach.127

The rest of this paper is organized as follows:128

first the related work is reviewed in Section 2, and129

then the proposed approach is introduced in Sec-130

tion 3. Section 4 describes the experimental set-up131

and main results, while Section 5 presents a more132

detailed analysis of the main components of the 133

proposed approach. Eventually, Section 6 summa- 134

rizes our findings and concludes the paper. 135

2 Related Work 136

Early work in multi-document summarization 137

(MDS) that pre-dates the neural era (Mani and Bloe- 138

dorn, 1997; Erkan and Radev, 2004; Christensen 139

et al., 2013) shaped around the notion of MDS as 140

a collection of graph structures. As approaches in 141

language generation naturally evolved into neural- 142

based (Rush et al., 2015; Ranzato et al., 2016), later 143

improved with the emergence of large, pre-trained 144

language models (Devlin et al., 2019; Lewis et al., 145

2020; Zhang et al., 2020a), the effort shifted to 146

integrating these graph structures into the models, 147

often building on top of strong single-document 148

summarization (SDS) baselines (Lebanoff et al., 149

2018; Zhang et al., 2018). 150

Concurrently, the growing interest in multi- 151

document summarization has led to the develop- 152

ment of dedicated, multi-document datasets such 153

as WikiSum (Liu et al., 2018), Multi-News (Fab- 154

bri et al., 2019), Wikipedia Current Events Portal 155

(WCEP) (Gholipour Ghalandari et al., 2020) and 156

others. The typical amount of input data that comes 157

with these datasets has increased the pressure on 158

the models to be able to handle larger inputs. For 159

instance, WCEP has up to 100 documents in each 160

document set, and 63.7 on average. As such, the 161

standard transformers used to develop successful 162

SDS models such as BART (Lewis et al., 2020) and 163

PEGASUS (Zhang et al., 2020a) have proved inade- 164

quate for MDS due to their limited maximum input 165

length (in the order of 103 tokens) and quadratic 166

memory complexity (Beltagy et al., 2020). In turn, 167

this has prompted the development of long trans- 168

former models such as Longformer (Beltagy et al., 169

2020) (built upon BART) and BigBird (Zaheer 170

et al., 2020) (built upon PEGASUS) which, thanks 171

to their smart attention layers that scale linearly 172

with the input length, have opened up the possi- 173

bility of presenting the input documents “at once”, 174

allowing these re-designed attention mechanisms to 175

discover both inter- and intra-document relations. 176

Document summarization, as have other lan- 177

guage generation tasks, has often been criticized for 178

using maximum-likelihood training objectives that 179

may prove limitative for the eventual performance 180

of the models (Ding and Soricut, 2017). For this 181

reason, reinforcement learning has been employed 182
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as an alternative, to directly optimize the models183

over evaluation metrics and explicitly reward the184

quality of the model’s predictions. Reinforcement185

learning approaches have used metrics such as186

ROUGE-1, ROUGE-2 and ROUGE-L F1 (Paulus187

et al., 2018), and also more contemporary scoring188

functions such as BERTScore (Zhang et al., 2020b)189

as rewards, often mixed with maximum-likelihood190

objectives. When applying reinforcement learning191

to MDS, we contend that the reward should not192

simply be a ROUGE score against the reference193

summary, since this would dismiss key characteris-194

tics of the task such as inter-document information195

transfer. For instance, Mao et al. (2020) have lever-196

aged maximal marginal relevance (Carbonell and197

Goldstein, 1998) to mollify higher-order informa-198

tion redundancy between the input documents. Sev-199

eral other performance measures could potentially200

be included in the reward, such as extractive frag-201

ment coverage and density (Grusky et al., 2018)202

and MINT (Dreyer et al., 2021), but to the best of203

our knowledge they have never been utilized as, or204

for, training objectives.205

To address this gap, in this paper we propose206

leveraging a modified coverage reward to improve207

coverage across all the documents in the input set,208

jointly with a principled policy gradient estima-209

tor (RELAX) and a performing long transformer210

model (the BART Longformer Encoder-Decoder,211

or BART-LED), in the hope of benefiting from the212

synergy between these components.213

3 Proposed Approach214

In this section, we present the details of the pro-215

posed approach, including the reinforcement learn-216

ing framework (Section 3.1), the multi-document217

coverage reward (Section 3.2), and the overall train-218

ing objective (Section 3.3).219

3.1 Reinforcement Learning Gradient220

Estimators221

Given a set of documents in input, simply222

noted as x, and a summary, y = {y1, . . . , yT },223

the predictive distribution, also known as pol-224

icy in reinforcement learning, can be noted as225

p(yt|y1, . . . , yt−1, x). The policy gradient theorem226

(Sutton et al., 1999) states that an estimator for the227

gradient of the reinforcement learning risk can be228

expressed as:229

∆ = −r
T∑
t=1

∂

∂θ
log p(yst |ys1, . . . , yst−1, x) (1)230

where ys1, . . . , y
s
T is a sequence sampled from the 231

policy, r is a function that rewards its quality, and 232

θ collectively denotes all the policy’s parameters. 233

This estimator is the well-known REINFORCE 234

(Williams, 1992) and is a baseline of reinforcement 235

learning. At its turn, the gradient can be easily 236

turned into a loss function to be used with auto- 237

matic differentiation: 238

LREINFORCE = −r
T∑
t=1

log p(yst |ys1, . . . , yst−1, x)

= −r log p(ys)
(2) 239

The sampled sequence in (2), ys = 240

{ys1, . . . , ysT }, can be obtained with any usual 241

sampling approach such as teacher-forcing, 242

student-forcing, or scheduled sampling (Bengio 243

et al., 2015). While the samples can be drawn 244

from a standard categorical distribution, in our 245

experiments we utilize the Gumbel-Softmax 246

re-parameterization (Jang et al., 2017) to obtain 247

the categorical samples from transformed samples 248

of a Gumbel distribution. The reason for the 249

re-parameterization is that the Gumbel-Softmax 250

samples are needed for the RELAX estimator that 251

we introduce in the following. For a generic sam- 252

ple, yst , the re-parameterization can be concisely 253

expressed as: 254

yst = argmax(zt)

zt ∼ Gumbel-Softmax(pt, τ)
(3) 255

where zt is a Gumbel-Softmax sample of size 256

equal to that of the vocabulary that acts as a “soft” 257

prediction, pt is the probability vector over the 258

vocabulary at slot t, τ is a temperature parame- 259

ter controlling the sparsity of zt, and argmax(zt) 260

returns the index of zt’s largest value. This re- 261

parameterization is provenly equivalent to directly 262

sampling yst from Cat(pt) (the reader can refer to 263

Jang et al. (2017) for details). 264

REINFORCE is an unbiased estimator of the 265

theoretical gradient, but it typically suffers from a 266

high variance which can affect the convergence and 267

effectiveness of training. To curb its high variance, 268

techniques based on control variates have been pro- 269

posed (Rennie et al., 2017), and also applied to 270

summarization (Paulus et al., 2018). More recently, 271

the RELAX gradient estimator has been shown to 272

empirically outperform REINFORCE, thanks to its 273
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ability to reduce the variance while remaining unbi-274

ased (Grathwohl et al., 2018). The corresponding275

RELAX loss can be expressed as:276

LRELAX = −[r − cφ(z̃)] log p(ys) + cφ(z)− cφ(z̃)
(4)277

In (4), cφ(z̃) is a control variate of parameters φ278

which is expected to correlate tightly with the re-279

ward to reduce the variance, and term cφ(z)−cφ(z̃)280

ensures that the overall gradient remains an unbi-281

ased estimator of the theoretical gradient. Vari-282

able z = {z1, . . . , zT } denotes the sequence of the283

Gumbel-Softmax samples, while variable z̃ denotes284

the sequence of samples from a Gumbel-Softmax285

distribution conditioned on the observed values286

of ys. Operationally, zt is sampled first, uncondi-287

tionally, then yst is derived with the argmax, and288

finally z̃t is sampled from a suitably conditioned289

Gumbel-Softmax distribution; details can be found290

in Grathwohl et al. (2018), Appendix B - Categori-291

cal. Overall, the RELAX estimator is both unbiased292

and low-variance.293

The control variate in our experiments is a sim-294

ple two-layer feed-forward network that is con-295

structed to correlate with the ROUGE scoring func-296

tion. We obtain this by feeding the concatenation297

of the soft predictions, z (or, in turn, z̃), and the ref-298

erence summary, y, as input to the control variate.299

This allows the model to learn to score the soft pre-300

dictions and their targets in a way that mimics the301

ROUGE prediction-reference score. In detail, the302

architecture consists of two fully-connected linear303

layers, each followed by a ReLU linear activation304

function, and a final sigmoid activation function305

that normalizes the output of the last layer. Even-306

tually, the output of the sigmoid is averaged to307

produce the control variate.1308

3.2 Multi-Document Coverage Reward309

The design of an effective reward is another key310

aspect of a reinforcement learning objective. In our311

work, we have aimed to design an overall reward312

that could simultaneously remain faithful to: a) the313

reference summary, to ensure adequate generation314

performance, and b) the input documents, to cover315

as many important details as possible, and hope-316

fully, support generalization. Relying solely on317

1All the anonymized source code can be found
at: https://anonymous.4open.science/r/
longformer_coverage-BBA3/ to permit complete
reproducibility of our experiments.

the reference summaries, given the large input size, 318

does not seem to promise sufficient guidance, and 319

our experiments have confirmed that. To imple- 320

ment the reward, we have chosen to use ROUGE-L 321

F1 for the references and a multi-document cover- 322

age score for the input documents that we describe 323

hereafter. 324

Several quantitative measures of coverage exist 325

in the literature, and have found ample use in de- 326

scribing the properties of summarization datasets 327

and the performance of models. For our work, 328

we have adopted the extractive fragment coverage 329

(EFC) of Grusky et al. (2018). The EFC measures 330

the percentage of words in a summary that are part 331

of “extractive fragments” within an input docu- 332

ment, which are simply multi-word phrases shared 333

between the document and the summary. Noting a 334

document as D, a summary as y and an extractive 335

fragment as f , the EFC can be expressed as: 336

EFC(y,D) =
1

|y|
∑

f∈F(y,D)

|f | (5) 337

where the | · | operator is used to denote length. To 338

promote an even improvement in coverage across 339

the input documents, we propose a multi-document 340

extension of the EFC that reaches its highest value 341

when the coverage across the input documents is 342

evenly distributed. Let us note the input docu- 343

ment set as D, and the EFC coverage vector over 344

the document set as cov(y,D). We also note the 345

sample mean as µ(x), the sample standard devi- 346

ation as σ(x), and their ratio (the inverse coeffi- 347

cient of variation) as Cv−1(x). This allows us to 348

compute a “normalized” coverage score for a sum- 349

mary, Cv−1(cov(y,D)), which takes larger values 350

the more the scores are uniform across the docu- 351

ment set. In addition, inspired by Kryściński et al. 352

(2018), we define a reward that pits the normalized 353

coverage score of the prediction, ys, against that of 354

the reference, y: 355

rcov =
Cv−1(cov(ys,D))− Cv−1(cov(y,D))

Cv−1(cov(ys,D))
(6) 356

Eventually, to ensure that short summaries are 357

not unfairly rewarded with high coverage scores, 358

we normalize the reward by the length ratio of the 359

prediction and the reference: 360

r̂cov = rcov
|ys|
|y| (7) 361
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Overall, the r̂cov reward regards a prediction as362

“good” if it enjoys high average coverage of the in-363

put documents, the coverage is evenly distributed,364

and the prediction is of sufficient length. The ref-365

erence summary acts as a baseline, making the366

reward additive if the prediction outperforms the367

reference, and subtractive if otherwise.368

Since ROUGE-L F1 and the coverage reward369

are not necessarily up to scale, to obtain the final370

reward, r, we perform a convex combination with371

a scaling coefficient, β:372

r = ROUGE-L F1(ys, y) + β r̂cov (8)373

3.3 Overall Training Objective374

As training strategy, we first train the model with375

the negative log-likelihood and choose the best376

model with a criterion based on the validation per-377

formance. After that, the model is fine-tuned with378

the reinforcement learning objective. In many past379

works, the reinforcement learning objective has380

been used mixed with the NLL for stability (Paulus381

et al., 2018; Li et al., 2019; Parnell et al., 2021).382

However, we assume that the model has already383

“warmed up” to the training data during its NLL pre-384

training stage, and only use either LREINFORCE385

(2) or LRELAX (4) for fine-tuning. To prevent ex-386

cessive drifting from the NLL pre-trained model,387

we limit the fine-tuning to a few (≈ 1, 000) shots388

and a relatively low learning rate (3× 10−6).389

4 Experiments390

4.1 Datasets391

We have carried out multiple experiments over two392

MDS datasets in the news domain: Multi-News393

(Fabbri et al., 2019) and Wikipedia Current Events394

Portal (WCEP) (Gholipour Ghalandari et al., 2020).395

For WCEP, we specifically use the WCEP-100 ver-396

sion, which exclusively limits the number of arti-397

cles within a document set to 100. We have cho-398

sen these datasets as they cover an ample spread399

of summary lengths and numbers of input docu-400

ments, with Multi-News having longer reference401

summaries on average. Appendix A.2 reports the402

datasets’ main statistics as presented in the original403

papers (Fabbri et al., 2019; Gholipour Ghalandari404

et al., 2020)2.405

2Instructions to access the datasets are available in Ap-
pendix A.2

4.2 Evaluation Metrics 406

Like most previous works, we use the F1 variants of 407

the ROUGE-N scores3 (Lin, 2004) for performance 408

evaluation. However, since we use the ROUGE-L 409

F1 score in our reward, to avoid circularity we 410

include METEOR4 (Lavie and Agarwal, 2007) 411

in the performance evaluation. Differently from 412

ROUGE, METEOR uses stemming, synonyms, and 413

other paraphrastic matching in the n-gram match- 414

ing stage. In a recent study, both ROUGE and 415

METEOR have displayed high correlation with a 416

number of desirable summarization properties such 417

as coherence, consistency, fluency, and relevance 418

(Fabbri et al., 2021). 419

4.3 Main Settings 420

We have implemented our approach on top of 421

BART-LED (Beltagy et al., 2020). For every experi- 422

ment, we report the average of three independently- 423

initialized training runs. For each result, we have 424

also run a nonparametric bootstrap test for statis- 425

tical significance, and highlighted the results that 426

are significantly different from the baseline. In the 427

reward, the β hyperparameter has been set to 1.0 428

with a validation described in Appendix A.3. All 429

other hyperparameters are described in Appendix 430

A.1. 431

4.4 Results 432

Multi-News. Table 1 compares the results over 433

the Multi-News test set for the baseline, our pro- 434

posed approaches and previous work from the liter- 435

ature. We first note that our BART-LED model has 436

performed as a strong baseline, with its results be- 437

ing comparable to those of BART-Long (Pasunuru 438

et al., 2021), which is based on the same BART 439

Longformer architecture. In detail, BART-Long 440

has reported a higher ROUGE-1 score, our baseline 441

has reported a higher ROUGE-L score, and both 442

have reported similar ROUGE-2 scores. Therefore, 443

we regard our performance as comparable on the 444

whole, with the differences most likely due to dif- 445

ferent hyperparameters. 446

Amongst our results, the models fine-tuned with 447

REINFORCE have achieved worse results than the 448

baseline. This is evidence that a vanilla imple- 449

mentation of the policy gradient is not necessarily 450

better than a standard NLL objective. Conversely, 451

3https://pypi.org/project/rouge-score/
4http://www.nltk.org/_modules/nltk/

translate/meteor_score.html
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Model R-1 R-2 R-L METEOR
Previous Work

HiMAP (Fabbri et al., 2019) 44.17 16.05 21.38 -
Hierarchical Transformer (Liu and Lapata, 2019) 42.36 15.27 22.08 -

GraphSum (Li et al., 2020) 45.02 16.69 22.50 -
GraphSum + RoBERTa (Li et al., 2020) 45.87 17.56 23.39 -

BART-Long (Pasunuru et al., 2021) 48.54 18.56 23.78 -
Our Models

BART-LED (Baseline) 46.89 18.50 24.84 29.61
ROUGE-L + REINFORCE 46.52 18.49 24.91 29.19

ROUGE-L + Coverage (β = 1.0) + REINFORCE 46.39 18.29 24.74 29.02
ROUGE-L + RELAX 47.05† 18.76† 24.99† 29.98†

ROUGE-L + Coverage (β = 1.0) + RELAX 47.23† 18.86† 25.03‡ 30.53†

Table 1: Average ROUGE and METEOR scores over the Multi-News test set. (†) and (‡) refer to statistically
significant differences with respect to our baseline with a p-value < 0.01 and < 0.05, respectively, in a bootstrap
hypothesis test (Dror et al., 2018). The best scores are bolded.

Model R-1 R-2 R-L METEOR
Previous Work

TSR (Gholipour Ghalandari et al., 2020) 35.30 13.70 25.70 -
BERTReg (Gholipour Ghalandari et al., 2020) 35.00 13.50 25.50 -

Submodular+ABS (Gholipour Ghalandari et al., 2020) 34.40 13.10 25.00 -
BART-WCEP-DynE-5 (Hokamp et al., 2020) 35.40 15.10 25.60 -

Our Models
BART-LED (Baseline) 39.79 18.94 32.10 29.04

ROUGE-L + REINFORCE 40.25† 18.18 31.58 30.91†

ROUGE-L + Coverage (β = 1.0) + REINFORCE 40.68† 18.80 32.71‡ 30.28‡

ROUGE-L + RELAX 41.11† 19.46† 33.13† 30.57†

ROUGE-L + Coverage (β = 1.0) + RELAX 40.78† 19.14 32.37 32.21†

Table 2: Average ROUGE and METEOR scores over the WCEP test set. (†) and (‡) refer to statistically significant
differences with respect to our baseline with a p-value < 0.01 and < 0.05, respectively, in a bootstrap hypothesis
test (Dror et al., 2018). The best scores are bolded.

the models fine-tuned with RELAX have surpassed452

both the NLL baseline and virtually all the pre-453

vious work. The best results have been achieved454

with the inclusion of the coverage term, with an455

improvement of +0.36 ROUGE-2 pp over the NLL456

baseline and a marked improvement of +0.92 ME-457

TEOR pp. In addition, both results have reported458

a p-value < 0.01. These results give evidence to459

both the improved performance provided by the460

RELAX gradient estimator and the usefulness of461

the coverage term. In Appendix B, we also pro-462

vide a qualitative example which shows that the463

increase in METEOR score is most likely given by464

the positive impact of the coverage term, which has465

allowed the model to retrieve relevant phrases from466

the input documents.467

WCEP. Table 2 shows the results over the468

WCEP test set. The trend is similar to that over469

Multi-News, but the improvements with the pro-470

posed models have been even more pronounced.471

In the first place, the NLL baseline has set a very472

strong performance compared to the previous work,473

showing the full potential of a long-input model474

such as the Longformer for MDS. As for Multi- 475

News, the best results have been achieved with the 476

RELAX gradient estimator, with improvements of 477

up to +1.32 ROUGE-1 pp and +3.17 METEOR 478

pp over the NLL baseline. The inclusion of the 479

coverage term with RELAX has not been able to 480

increase the ROUGE scores, but has increased ME- 481

TEOR by +1.64 pp. Again, we attribute this to the 482

model’s improved coverage of the input documents, 483

which leads to an increased number of matches un- 484

der METEOR’s more relaxed matching scheme. A 485

qualitative example is discussed in Appendix B. 486

5 Analysis 487

In this section, we present a more detailed analysis 488

of the impact of the coverage term, the few-shot 489

fine-tuning, and the RELAX gradient estimator 490

using the Multi-News validation set as reference. 491

We also assume the selected hyperparameters, as 492

listed in Appendix A.1. 493
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5.1 Impact of the Coverage Term494

Our rationale for including a coverage term in the495

reward is to ensure coverage of the input docu-496

ments beyond what can be driven by the reference497

summaries alone. We note that this may or may498

not translate into an improvement of the evaluation499

metrics, but it seems to add intrinsic value to the500

summaries nevertheless. For this reason, we further501

analyze the impact of the coverage term hereafter.502

Figure 1 shows the average EFC coverage (5)503

for the documents in the input sets, indexed by504

the document position in the set (first, second etc).505

The figure shows that the inclusion of the coverage506

term with RELAX has led to a marked increase of507

the coverage, and almost evenly distributed across508

all the documents in the input set. In particular,509

the document in the last position has achieved the510

largest coverage improvement.511

Figure 1: Comparison of the EFC coverage across the
input documents over the Multi-News validation set for
the NLL baseline, REINFORCE and RELAX.

In turn, Figure 2 shows the average ROUGE512

score for the documents in the input sets, ob-513

tained by averaging the ROUGE-1, ROUGE-2, and514

ROUGE-L scores computed between the predicted515

summary and the document (NB: not the reference516

summary). The figure shows that the improvements517

in ROUGE score across the document set are sim-518

ilar to those in EFC coverage, rather evenly dis-519

tributed, and with an improvement of over +4 pp520

for the document in the last position. This is further521

evidence that the normalized coverage reward (7)522

is able to drive the model towards predictions that523

cover the input set more uniformly.524

Figure 2: Comparison of the average ROUGE score
across the input documents over the Multi-News val-
idation set for the NLL baseline, REINFORCE and
RELAX. The average is taken over the ROUGE-1,
ROUGE-2, and ROUGE-L scores.

5.2 Few-Shot Fine-Tuning 525

To explore the behavior of the few-shot fine-tuning, 526

we compare the validation-set performance on 527

Multi-News with varying number of training exam- 528

ples, from 10 to 2000. The model’s configuration 529

is the best, with RELAX and the coverage term in 530

the reward. Table 3 shows that the performance is 531

the highest with 1000 examples, and starts to drop 532

beyond this number. This is an important observa- 533

tion, as it shows that the reinforcement learning ob- 534

jective may lead to undesirable parameterizations 535

beyond a point, and that the number of fine-tuning 536

samples has to be treated as a hyperparameter. 537

Examples Avg. ROUGE Avg. MS
Baseline 29.84 29.48

10 29.84 29.48
100 29.89 29.44
1000 30.09 30.04
2000 29.80 29.39

Table 3: Comparison of the average ROUGE and ME-
TEOR scores with different fine-tuning sizes over the
Multi-News validation set.

5.3 Configuring RELAX 538

The RELAX gradient estimator introduces two 539

new hyperparameters: the temperature parameter, 540

τ , and the control variate, cφ. Hereafter, we discuss 541

their impact and design. 542

543

Temperature parameter. The RELAX gradi- 544

ent estimator uses a temperature parameter, τ , in 545
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the Gumbel-Softmax sampling (3). This parame-546

ter is maintained in log scale for convenience and547

is learnable alongside all other parameters; yet,548

its initial value can have a significant impact on549

the final model. To explore its behavior, Figure 3550

shows the trajectory of parameter log τ over 1000551

Multi-News training steps for different initializa-552

tions (0.25, 0.5 and 1.0). The trajectories show553

that, irrespective of its initial value, log τ converges554

to a stable value within approximately 400 train-555

ing steps. For the initializations at 0.25 and 1.0,556

within the first 200-300 training steps log τ drifts557

significantly (≈ ±0.25 units) from its initial value.558

Conversely, with the intermediate initialization at559

0.5, the value remains substantially stable over the560

whole trajectory. Since limiting drift during fine-561

tuning is generally desirable, we have initialized562

log τ to 0.5 in all experiments.563

Figure 3: Trajectory of the log(τ ) temperature param-
eter over 1000 Multi-News training steps for different
initializations.

Control variate size. Many different architec-564

tures could be used for the control variate, but given565

our choice described in Section 3.1, the main pa-566

rameter is the feed-forward layers’ hidden size. To567

explore its impact, Table 4 shows the average val-568

ues of the ROUGE score and the coverage score569

over the Multi-News validation set with different570

hidden sizes (128, 256, and 512). The ROUGE571

score is computed between the prediction and the572

reference and is the average of ROUGE-1/2/L,573

while the coverage score is the average EFC of574

all the input documents. The values in Table 4575

show that, the larger the control variate, the more576

the model is able to increase the coverage score.577

However, the average ROUGE score drops beyond578

a size of 256. We speculate that this behavior is due579

to the larger scale of the coverage reward, as by pro- 580

viding more capacity to the network, we allow the 581

control variate to increasingly correlate with the 582

multi-document coverage reward rather than the 583

ROUGE reward. To strike a satisfactory trade-off, 584

we have therefore chosen 256 as the hidden size 585

for all experiments with Multi-News, and carried 586

out an equivalent selection for WCEP. 587

Hidden Size Avg. ROUGE Avg. Coverage
128 30.01 0.4821
256 30.09 0.4849
512 29.91 0.5038

Table 4: Comparison of the average ROUGE and cov-
erage scores over the Multi-News validation set with
different hidden sizes of the control variate.

6 Conclusion 588

In this paper, we have proposed fine-tuning a multi- 589

document summarization model with a reward that 590

balances the use of the reference summaries with 591

the coverage of the input documents within a re- 592

inforcement learning framework. The rationale 593

for the proposed reward is that the reference sum- 594

maries alone may not be sufficient for an effective 595

fine-tuning of the model in the presence of very 596

large inputs such as those typical of MDS datasets. 597

Another key component of the proposed approach 598

is the use of a modern gradient estimator of the 599

policy gradient, RELAX. The experimental results 600

over two news-based MDS datasets, Multi-News 601

and WCEP, have shown that the proposed approach 602

has been able to achieve a marked improvement 603

of ROUGE and METEOR scores compared to its 604

NLL-pretrained baseline, and prove competitive 605

against most existing approaches. In addition, the 606

proposed approach has been able to increase the 607

coverage of the input documents, and evenly across 608

the entire document set. As future work, we aim to 609

explore ways to prevent or mollify the model’s drift 610

with larger number of training steps, and explore 611

alternative architectures and configurations for the 612

control variate of the RELAX estimator. 613
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A Model and Datasets872

A.1 Model Hyperparameters873

Our baseline model is the BART Longformer874

encoder-decoder (BART-LED) of Beltagy et al.875

(2020). In all experiments, it has been first pre-876

trained over the training set using the negative log-877

likelihood until convergence, which has typically878

set within 5 epochs, in line with what reported in879

Pasunuru et al. (2021). The best models on the val-880

idation set (average ROUGE) have then been fine-881

tuned with the reinforcement learning objectives882

in (2) and (4). BART-LED has 459M parameters,883

and the addition of the control variate for the RE-884

LAX experiments adds approximately 12M more885

parameters. We have used the Adam optimizer for886

training both the main BART-LED model and the887

parameters of the control variate of the RELAX888

gradient estimator. The learning rate of the main889

optimizer for the pre-training of the baseline has890

been set to the default of 3× 10−5 (Beltagy et al.,891

2020), before being reduced to 3× 10−6 for fine-892

tuning with the reinforcement learning approaches.893

For training the control variate, we have set an ini-894

tial learning rate of 1 × 10−2 and initialized the895

learnable log τ parameter with a value of 0.5. The896

optimal size of the hidden layers of the control 897

variate appears to empirically correlate with the 898

maximum length of the reference summaries in the 899

dataset. For Multi-News, we have set the size to be 900

256, and for WCEP to 405. For the multi-document 901

coverage reward, we have used a β value of 1.0. 902

The entire model has been implemented on top of 903

PyTorch Lightning6. Please refer to Table 5 for 904

a full list of the hyperparameters. For all exper- 905

iments, we have used an NVIDIA Quadro RTX 906

6000 with 24 GB of memory. 907

Hyperparameter Multi-News WCEP
Learning Rate (Train) 3×10−5 3×10−5

Learning Rate (Tune) 3×10−6 3×10−6

Learning Rate (RELAX) 1×10−2 1×10−2

log(τ) (RELAX) 0.5 0.5
Hidden Size (RELAX) 256 40

β (Coverage) 1.0 1.0
Max Input Length 16384 16384

Max Output Length 256 40
Label Smoothing 0.0 0.0
Training Epochs 5 5
Tuning Epochs 1 1

Batch Size 1 1
Beam Size 1 1

Table 5: Hyperparameters used for training and evalua-
tion.

A.2 Dataset Links and Statistics 908

Multi-News. Accessible via the Hugging Face 909

Datasets Python package: https://github. 910

com/huggingface/datasets/tree/ 911

master/datasets/multi_news. 912

For fine-tuning, we pull the raw data from 913

the authors’ own repository: https://github. 914

com/Alex-Fabbri/Multi-News. 915

WCEP. Accessible from the follow- 916

ing repository: https://github.com/ 917

complementizer/wcep-mds-dataset. 918

919

Table 6 shows the datasets’ main statistics, in- 920

cluding the number of samples within each split 921

and the average length in tokens of the reference 922

summaries. For our model, we have used the av- 923

erage length of the reference summaries as a guid- 924

5Gholipour Ghalandari et al. (2020) indicate that the an-
notation guidelines for WCEP suggested 40 as maximum
summary length.

6https://github.com/PyTorchLightning/
pytorch-lightning
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ance for choosing the maximum output length and925

the hidden size of the control variate.926

DS Train Test Dev Avg. Tokens
M-N 44.9K 5.6K 5.6K 263.7

WCEP 8.1K 1.0K 1.0K 33.3

Table 6: Main statistics of the datasets used in the ex-
periments. Multi-News has up to 10 individual articles
in each document set, while WCEP has up to 100. The
document split sizes have been rounded.

A.3 Scale of the Coverage Reward927

The multi-document reward is used in (8) in con-928

vex combination with the ROUGE-L F1 score, and929

an appropriate value of the mixing coefficient, β,930

needs to be explored. To this aim, Table 7 shows931

the values of the average ROUGE and coverage932

scores over the Multi-News validation set. The933

coverage has not increased monotonically with the934

increase of the β coefficient. In turn, the ROUGE935

score has reached a maximum for β = 1.0. As a936

trade-off, we have set β = 1.0 in all experiments.937

β Avg. ROUGE Avg. Coverage
0.5 29.97 0.5074
1.0 30.09 0.4849
2.0 30.00 0.5068
5.0 29.87 0.4823

Table 7: Average ROUGE and coverage scores over
the Multi-News validation set for different values of the
reward mixing coefficient, β.

A.4 Reward Analysis938

In a reinforcement learning framework, it could939

be useful to monitor the value of the reward over940

the training steps. Typically, the reward should ex-941

hibit an upward trajectory, since the reward should942

tend to increase as the model learns to make better943

predictions. In our case, we look to explore the944

impact of our coverage reward on the coverage dis-945

tribution over the input documents. In particular,946

we want to verify whether the coverage reward is947

able to promote predictions that cover the input948

documents more evenly, which should translate949

into a decreased standard deviation. To this aim,950

Figure 4 shows a plot of the standard deviation of951

the coverage scores across the input document set952

against the training step. The trajectories show that953

both REINFORCE and RELAX have been able to954

decrease the standard deviation of the predictions955

to approximately 0.05 units from initial values of 956

0.08-0.09. The drop in standard deviation occurs 957

quite quickly during training, coinciding with the 958

improvement in the reward value of the predictions. 959

Comparing REINFORCE with RELAX also shows 960

that RELAX has been able to achieve lower stan- 961

dard deviation values throughout the training, with 962

the exception of the very start. 963

Figure 4: Standard deviation of the coverage scores
across the input documents for REINFORCE and RE-
LAX against the training step. For both estimators, the
standard deviation drops below 0.06 very early into the
training, and sets to approximately 0.05.

B Qualitative Analysis 964

Tables 8 through 11 present two qualitative exam- 965

ples, one per dataset, where we specifically com- 966

pare our RELAX implementation with and without 967

the use of the coverage term in the reward. Key 968

points are highlighted in various colors, comments 969

are addressed in the captions, and the ROUGE and 970

METEOR scores are reported for each prediction. 971

Document sets longer than a full page have been 972

truncated to fit. 973
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Source Document

Plenty of churches contain relics of saints, but not many of those relics were found in excavations from sixth-century churches.
Archaeologists at a medieval fortress site in Burgas, Bulgaria, found a lead vessel, which contains some of the ashes from the
alleged grave of John the Apostle, in a reliquary that dates to the sixth century C.E. The reliquary, which was once part of an early
Christian basilica, is named for Saint John the Theologian, who is considered one of Jesus’ apostles. The vessel, which is less
than an inch long, is decorated with crosses. Milen Nikolov, director of the Burgas Regional Museum of History, said that early
Christians would have believed the relic had healing properties. John the Apostle’s grave in Turkey was also a pilgrimage site for
early Christians seeking healing, Ancient Origins reports. Nikolov said the reliquary was "one of the most important discoveries"
in the museum’s history. In addition to the relic, the archaeologists also uncovered a 10th century Bulgarian royal seal at the
fortress site. Meghan DeMaria <END> Ashes from the grave of John the Apostle, one of the Twelve Apostles of Jesus Christ,
have been discovered in a lead tube reliquary by Bulgarian archaeologists during excavations of the ancient and medieval port of
Burgos (also known as Poros) on Cape Foros in today’s Black Sea city of Burgas. The discovery of the lead tube containing
ashes from the grave of John the Apostle, who is known as St. John the Theologian in Bulgarian (Eastern) Orthodox Christianity,
located in the ancient city of Ephesus in Anatolia, today’s Turkey, has been made during the 2014 excavations of the fortress of
Burgos (or Poros) on Cape Foros in Burgas but was announced only on Wednesday, March 25, 2015, by Milen Nikolov, Director
of the Burgas Regional Museum of History, at a special press conference. He has also announced other intriguing finds such
as the discovery of a Late Antiquity latrine, also found at Burgos (Poros), and the discovery of a 10th century Bulgarian royal
seal from the Rusocastro Fortress. The structures at the ancient and medieval fortress and port of Burgos (Poros) which were
excavated in 2014 include an Early Christian basilica from the 6th century AD, a building complex from the 5th-6th century AD,
and a Roman villa from the 3rd century AD. The John the Apostle reliquary was found in the 6th century basilica. “Probably a
pilgrim from the Foros Peninsula (Cape) went on a pilgrimage to Ephesus, and came back here with this relic which was then
donated to the basilica on Foros,” Nikolov has explained, as cited by local news site Gramofona. Nikolov has described the
finding of the reliquary as “one of the most important discoveries in the history of the [Burgas Regional History] Museum”,
and the lead tube as a “holy possession that preserved a holy substance” having to do with the beliefs that every year on May
8, the date of John the Apostle’s death, there is manna, a holy curing powder, on the site of his grave. The lead tube reliquary
itself containing the ashes from the grave of John the Apostle (St. John the Theologian) is really tiny: it is only 2.2 cm (less
than an inch) long, and its diameter measures 1.7 cm. The reliquary is dated to the 6th century AD when pilgrimage to the
Holy Lands was very common among Christians, Nikolov explains. On one of its sides there is an image of a cross with equal
arms inside a medallion, and on the opposite side there is an image of two overlapping crosses with equal arms. The neck of
the tube is also decorated with crosses. It has only one handle left, the other has broken off. In addition to the so called Empty
Tomb, i.e. the Tomb of Jesus Christ in Jerusalem, the other centers of Christian pilgrimage in the 6th century AD included the
grave of St. Menas in Abu Mina in Egypt; the grave of St. Simeon Stylites the Elder in Antioch (in today’s Turkey); the grave
of St. Thecla (or Tecla) in Seleucia, Mesopotamia; the grave of St. Isidore of Chios on the Aegean island of Chios; and the
graves of John the Apostle (St. John the Theologian), St. Mary Magdalene, and St. Timothy in Ephesus. All of these Early
Christian pilgrimage centers produced primarily clay tubes for holy water; a total of only 43 lead tubes from this time period are
known in the entire world, the Bulgarian archaeologists from the Burgas Museum point out. They explaining 20 of those known
lead tubes have been found in the St. John the Baptist Basilica in Monza, Italy (the Monza Cathedral); they were a gift from
Lombard Queen Theodelinda (c. 570-628) made at the beginning of the 6th century. Another 16 lead tubes have been found in a
grave in the Bobbio Abbey (a monastery founded by Irish Saint Columbanus in 614 AD) in the Italian town of Bobbio, close to
Milan. One lead tube reliquary has been discovered in the Sant Pere de Casserres Abbey, a Benedictine monastery in the town
of Les Masies de Roda, Osona comarca, Catalonia, Spain. In addition to these lead tube reliquaries, three others are kept in
Germany and four in the USA, all of which were produced in Jerusalem and have depictions of Gospel scenes. Even though the
reliquary discovered by the Bulgarian archaeologists in the basilica in the ancient and medieval fortress Burgos (Poros) on Cape
Foros is also a lead tube, it is different from the other known lead tube reliquaries because the images on it are identical with the
images from a group of clay tube reliquaries produced in ancient Ephesus. Follow us on Facebook, Twitter, Google+, Tumblr!
“That is why at this stage we believe that the Burgas reliquary comes from this pilgrimage center (i.e. Ephesus) and it must be
connected with the cult for St. John the Theologian (John the Apostle),” the head of the Burgas Museum of History, Milen
Nikolov, explains. He also notes that John the Apostle was particularly cherished by the Early Christians. According to the Bible,
John was Jesus Christ’s favorite disciple, and when Jesus was crucified he asked John to take care of the Holy Mother, Virgin
Mary. Later, John the Apostle settled in the ancient city of Ephesus together with Virgin Mary and St. Mary Magdalene. This is
where he wrote the Book of Revelation, also known as The Apocalypse, and lived till the rest of his life. According to some
historical sources, Christian pilgrims from around the world would gather on his grave in the Ephesus basilica on May 8, the date
of his death. They would sprinkle rose petals on the rock above the basilica, and the next day wonder-working powder would
appear on the rock. This manna could cure all kinds of diseases, which is why it was collected by the pilgrims in reliquaries and
taken to their places of origin as evidence of their pilgrimage or as an apotropeus (an apotropaic item, i.e. an amulet chasing
away evil). Some scholars believe the manna collected by the pilgrims came from the pollen from the roses they placed on
John the Apostle’s grave in Ephesus. “That is why, at this point, we believe that a pilgrim from the fortress of Poros went on a
pilgrimage to the grave of St. John the Theologian in Ephesus from where he brought the valuable reliquary with curing powder,”
Nikolov elaborates. The discovery of the lead tube reliquary with ashes from the grave of John the Apostle in Ephesus near
Burgas resembles another relic discovery from the same region, Bulgaria’s Southern Black Sea coast. Back in 2010 during
excavations of an ancient monastery on the St. Ivan (St. John) Island in the Black Sea, off the coast of Bulgaria’s Sozopol, just to
the north of Burgas (and the ancient and medieval port of Burgos (Poros) on Cape Foros), Bulgarian archaeologist Prof. Kazimir
Popkonstantinov discovered a reliquary containing relics of St. John the Baptist. The relics of St. John the Baptist, which consist
of small bone particles from a skull, jaw bone, arm bone, and tooth, have received lots of international interest in the years since
then, and in February 2015 CNN reported that Oxford University scholars had confirmed the possibility of their authenticity by
concluding that they belonged to a man who lived in the Middle East at the same time as Jesus Christ...

Table 8: Multi-News example. Document set with 2 individual input documents, separated by an <END> token.
The comparison of summaries is in the following Table 9. The input has been truncated to fit the page.
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Reference

Archaeologists in Bulgaria think they’ve found ashes belonging to one of the 12 apostles. The team found a small lead container
with ashes while excavating a basilica that dates back to the sixth century AD, reports Archaeology in Bulgaria. The markings on
the inch-long vessel match those at the grave of St. John the Apostle in what is now Turkey, leading researchers to surmise that a
long-ago Christian from Bulgaria traveled to the grave site and returned home with the sample of ashes. Such journeys were
common around that time, reports Novinite. “Probably a pilgrim from the Foros Peninsula went on a pilgrimage to Ephesus,
and came back here with this relic, which was then donated to the basilica on Foros,” says the director of the Burgas Regional
Museum of History in Bulgaria. (The ancient basilica is located in what is now the Black Sea city of Burgas.) Archeologists
also found a Bulgarian royal seal from the 10th century at the dig site, which includes a fortress, notes the Week. (Another
archaeological discovery: an ancient underground city in Turkey.)

NLL (47.05/16.12/24.59/28.10)

Archaeologists have made a pretty significant find in Bulgaria: ashes from the grave of one of Jesus Christ’s Twelve Apostles.
The lead tube containing the ashes of St. John the Theologian, who is believed to have lived in what is now Turkey, was found
in a medieval fortress and is named for the early Christian basilica that once stood there, Ancient Origins reports. The lead
container, which is less than an inch long, is decorated with crosses and has only one handle, reports the International Business
Times. The lead container is believed to have been carried by a pilgrim who made the trip to the ancient city of Ephesus,
where the Apostle was once a favorite of Jesus. The grave of John the Theologian was a popular pilgrimage destination for early
Christians seeking healing, and the lead container "must be connected with the cult for St. John the Theologian," says the head of
the Burgas Regional Museum of History. The find was announced Wednesday, but it wasn’t made public until Thursday.
(Click to read about how a lead container found in a 14th-century tomb could help heal ancient wounds.)

ROUGE-L + RELAX (56.76/25.06/30.76/37.10)

Archaeologists have made "one of the most important discoveries" in the history of the Burgas Regional Museum of History in
Bulgaria, says the museum’s director: a lead reliquary that contains ashes from the alleged grave of one of Jesus’ Twelve Apostles.
The tiny lead container, which is less than an inch long, was found during last year’s excavations of the fortress of Burgos
on Cape Foros, reports Ancient Origins. The reliquary was once part of an early Christian basilica, and "probably a pilgrim
from the Foros Peninsula went on a pilgrimage to Ephesus, and came back here with this relic which was then donated
to the basilica," says Milen Nikolov. The find was announced Wednesday, but the news was made public on Wednesday.
The find was made during the same excavations that turned up a 10th-century royal seal, reports the Independent. The find
is significant because early Christians believed the relic had healing properties, and John the Apostle’s grave in Turkey was a
popular pilgrimage site for those seeking healing, reports Ancient Origins. (Click to read about how a lead-tipped glass bottle
was found in a 14th-century Roman city.)

ROUGE-L + Coverage + RELAX (57.59/30.00/31.93/38.64)

Archaeologists have made "one of the most important discoveries" in the history of the Burgas Regional Museum of History in
Bulgaria, says the museum’s director: a lead reliquary that contains ashes from the alleged grave of one of Jesus Christ’s apostles.
The tiny lead container, which is less than an inch long, was found in a 6th-century basilica in what is now the Black Sea
city of Burgas, reports Ancient Origins. "Probably a pilgrim from the Foros Peninsula went on a pilgrimage to Ephesus,
and came back here with this relic which was then donated to the basilica," says Milen Nikolov, per the Independent. The
reliquary is named for St. John the Theologian, who is believed to have been one of the Twelve Apostles. The find was made
during 2014 excavations at the fortress of Burgos on Cape Foros, but the announcement was made only this week. The
head of the museum says the reliquary is connected to the belief that there is manna, a holy curing powder, on the site of
John the Apostle’s grave every year. (Click to read about how a lead box found in a cave has been analyzed for ancient DNA.)

Table 9: Multi-News example. Comparison of reference, NLL baseline, and RELAX-generated summaries for the
document in Table 8. We compare specifically the addition of the coverage term in the reward, to qualitatively show
its importance. The R1/R2/RL/METEOR scores are shown in the headers. Highlighted in blue are examples of
key information that allow for the summary to remain faithful to the reference. Highlighted in green are examples
where the coverage term has managed to improve the quality of the summary. Highlighted in red are examples
where the model has conveyed incorrect statements with respect to the input documents, and where the subsequent
use of the coverage has seemingly improved it. We note that these results are also in line with the average scores
presented in Table 1.
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Source Document

’Greece’s conservative prime minister-elect Kyriakos Mitsotakis vowed that the country would "proudly" enter a post-bailout
period of "jobs, security and growth" after winning a landslide victory in Sunday’s general election. Official results showed
Mitsotakis on track to crush leftist premier Alexis Tsipras, who oversaw austerity measures after Greece’s dramatic rescue by
international creditors in the European debt crisis. "A painful cycle has closed," Mitsotakis said in a televised address, adding that
Greece would "proudly raise its head again" on his watch. "I will not fail to honour your hopes," he said as early congratulation
calls came from outgoing European Commission chief Jean-Claude Juncker and Turkish President Recep Tayyip Erdogan. With
official results from 94 per cent of polling stations, New Democracy scored a crushing victory by nearly 40 per cent – its best
score in over a decade – to 31.5 per cent for Tsipras’s leftist Syriza party. "I want to see this people prosper. I want to see
the children who left to return," he later told party supporters. Mitsotakis will be sworn in as Greece’s new prime minister on
Monday. Tsipras had earlier admitted defeat after over four years in power that saw Greece emerge from its third bailout. The
44-year-old warned that his Syriza party would "dynamically" resist efforts to scale back the party’s pro-labour reforms. If the
results are confirmed, the 51-year-old Harvard graduate and former McKinsey consultant Mitsotakis will have a majority of 158
lawmakers in the 300-seat parliament. Tsipras’s party will have 86 seats. The final number will depend on how smaller parties
fare. They need at least 3.0 percent of the vote to enter parliament. New Democracy was last in power in 2014, in coalition
with the Greek socialists. Mitsotakis is a scion of one of Greece’s top political families. He is the son of former prime minister
Constantine Mitsotakis, one of the country’s longest-serving parliamentarians. His sister is former minister Dora Bakoyannis,
Athens’s first female mayor. And new Athens mayor Costas Bakoyannis, elected in May, is his nephew. Sunday’s election was
Greece’s third in as many months, and the first held in midsummer since 1928. In May, New Democracy beat Syriza by nearly
9.5 points in European parliament elections. A week later, it completed a near-sweep of Greek regions in local elections. After
that, Tsipras was forced to call an early general election. His term was scheduled to end in the autumn. Greece’s youngest
premier in more than a century, Tsipras had trailed in the polls for months amid widespread dissatisfaction over high taxes.
"Greece is exiting 10 years of crisis and the new government will have the heavy task to give a chance to the country to recover
completely or to sink", 36-year-old Aphrodite told AFP, as she cast her vote in the bohemian downtown Athens neighborhood of
Exarcheia. "I hope that from tomorrow we will be able to breathe with relief. To take a deep breath, if Mitsotakis does what
he promises," added Athinodoros, a 48-year-old self-employed worker. Tsipras has accused Mitsotakis – who was part of a
2012-2014 crisis government – of "disastrous" mismanagement that brought hundreds of thousands of job losses and business
failures. Mitsotakis has now pledged to create "better" jobs through growth, foreign investment and tax cuts and to "steamroll"
obstacles to business. Tsipras – who reduced unemployment and raised the minimum wage for the first time since 2012 – was
criticized for campaigning as an anti-austerity crusader before eventually accepting a third EU bailout and the economic cutbacks
that entailed. In parts of the country, there was also a backlash against a controversial agreement with North Macedonia that
ended a bitter 27-year dispute over the country’s name. The new smaller parties fighting to secure representation are Greek
Solution, a nationalist party formed by TV salesman Kyriakos Velopoulos, and MeRA25, an anti-austerity party founded by
maverick economist and former Greek finance minister Yanis Varoufakis. According to the exit polls, Varoufakis’s party could
elect nine lawmakers. Greek Solution could end up with 10 deputies, while neo-Nazi party Golden Dawn looks likely to be shut
out of parliament for the first time since 2012. Golden Dawn, until recently Greece’s third-ranking party, is in steep decline
amid an ongoing trial for the 2013 murder of an anti-fascist rapper, allegedly carried out with the knowledge of senior Golden
Dawn members. Mitsotakis has promised to hit the ground running. A Eurogroup finance meeting on Monday will convene to
discuss the state of Greece’s economy after tax cuts rolled out by Tsipras in May. Get Breaking news, live coverage, and Latest
News from India and around the world on NDTV.com. Catch all the Live TV action on NDTV 24x7 and NDTV India. Like us
on Facebook or follow us on Twitter and Instagram for latest news and live news updates. Budget 2019: Find the latest news
on ndtv.com/budget. Use the income tax calculator to learn about your tax liability <END> Investors expect new Greek Prime
Minister Kyriakos Mitsotakis to prove that his business-friendly reputation is deserved. The former banker and management
consultant will need to make good on pledges to address issues including government finances, soured loans and crippling
bureaucracy, while working within tight fiscal constraints. Although he has inherited an economy on the mend and a stock market
that is soaring, they are rebounding from shrunken bases. Mr Mitsotakis must ensure that Greece can attract the investment
it desperately needs and create jobs as the country digs itself out of a financial crisis that has lasted more than a decade and
taken a toll on living standards. Here are the three main issues the new Greek government will have to deal with from day one:
While the new government is not yet in place, the country’s creditors want to send a clear message that it has to stick to its
commitment of achieving a 3.5 per cent primary surplus every year until 2022. Former prime minister Alexis Tsipras’ move to
distribute handouts before the European elections has raised doubts about Greece’s ability to meet its fiscal targets. The European
Commission estimates that the freebies will lead to a fiscal cost of 1 per cent of gross domestic product for both this year and the
next, meaning creditors may ask the new government for additional austerity measures. Mr Mitsotakis plans to rapidly legislate
tax cuts that will come into effect from next year to spur economic activity and show investors that Greece is creating a more
friendly business environment. The biggest challenge is addressing about C80 billion (S$122 billion) in bad loans. Lenders are
speeding up efforts to cut soured debt by selling portfolios of non-performing exposures (NPEs), but they will need more tools to
meet their ambitious targets of single-digit NPE ratios by 2021. Mr Mitsotakis’ target is doubling Greece’s growth rate to 4 per
cent next year. To achieve that, he needs investments. To convince investors that they can trust the country again, he wants to
immediately proceed with the long-delayed Hellinikon project. The flagship venture envisages the transformation of the former
Athens airport site - more than two times the size of New York’s Central Park - into a metropolitan park including luxury hotels,
casino, marinas and apartments. But that will not be enough. The new government will have to deal with red tape, a sluggish
judicial system and corruption, as well as speeding up privatisations, especially in the energy sector. <END>...

Table 10: WCEP example. Document set with 25 individual input documents, separated by an <END> token. The
comparison of summaries is in the following in Table 11. The input has been truncated to fit the page.
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Reference

Winner of the general election Kyriakos Mitsotakis is sworn in as the new Prime Minister of Greece, succeeding Alexis Tsipras.

NLL (20.00/7.14/20.00/5.26)

Greek voters go to the polls for a general election.

ROUGE-L + RELAX (70.58/68.75/70.58/56.68)

Conservative politician Kyriakos Mitsotakis is sworn in as the new Prime Minister of Greece.

ROUGE-L + Coverage + RELAX (68.18/57.14/63.63/58.02)

Conservative politician Kyriakos Mitsotakis is sworn in as the new Prime Minister of Greece after defeating leftist leader
Alexis Tsipras in yesterday’s election.

Table 11: WCEP example. Comparison of reference, NLL baseline, and RELAX-generated summaries for the
document in Table 10. We compare specifically the addition of the coverage term in the reward, to qualitatively
show its importance. The R1/R2/RL/METEOR scores are shown in the headers. Highlighted in blue are examples
of key information that allow for the summary to remain faithful to the reference. Highlighted in green are
examples where the coverage term has managed to improve the quality of the summary. As mentioned in Section
4.4, shorter summaries are involved in this dataset, and are more likely to result in higher ROUGE scores. In this
example, both RELAX objectives have drastically improved the accuracy. We can also see that the model has been
able to use the coverage term to improve the summary quality by adding relevant fragments, and lead to a higher
METEOR score. We note that these results are in line with the average scores presented in Table 2.
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