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Abstract
Passive, compact, single-shot 3D sensing is useful in

many application areas such as microscopy, medical imag-
ing, surgical navigation, and autonomous driving where
form factor, time, and power constraints can exist. Ob-
taining RGB-D scene information over a short imaging dis-
tance, in an ultra-compact form factor, and in a passive,
snapshot manner is challenging. Dual-pixel (DP) sensors
are a potential solution to achieve the same. DP sensors
collect light rays from two different halves of the lens in
two interleaved pixel arrays, thus capturing two slightly
different views of the scene, like a stereo camera system.
However, imaging with a DP sensor implies that the defo-
cus blur size is directly proportional to the disparity seen
between the views. This creates a trade-off between dis-
parity estimation vs. deblurring accuracy. To improve this
trade-off effect, we propose CADS (Coded Aperture Dual-
Pixel Sensing), in which we use a coded aperture in the
imaging lens along with a DP sensor. In our approach,
we jointly learn an optimal coded pattern and the recon-
struction algorithm in an end-to-end optimization setting.
Our resulting CADS imaging system demonstrates improve-
ment of >1.5 dB PSNR in all-in-focus (AIF) estimates and
5-6% in depth estimation quality over naive DP sensing for
a wide range of aperture settings. Furthermore, we build
the proposed CADS prototypes for DSLR photography set-
tings and in an endoscope and a dermoscope form factor.
Our novel coded dual-pixel sensing approach demonstrates
accurate RGB-D reconstruction results in simulations and
real-world experiments in a passive, snapshot, and compact
manner.

1. Introduction
Extracting 3D information from 2D images has widespread
applications in several domains such as microscopy, medi-
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Figure 1. (A). We propose CADS - an imaging approach that lever-
ages DP sensors and coded aperture masks for passive snapshot
3D imaging. (B) Coded DP sensing improves on naive dual-pixel
sensing for simultaneous depth estimation and deblurring. Our
CADS imaging prototype can recover accurate depth maps and
all-in-focus images in (C) DSLR photography settings, as well as
for (D) 3D endoscopy and dermoscopy. Read more on our website
https://shadowfax11.github.io/cads/.

cal imaging, and autonomous driving. Conventional meth-
ods like passive stereo, structured illumination [5, 24], pho-
tometric stereo [3], and time-of-flight sensing do an excel-
lent job estimating depth maps from 2D images for several
computer vision tasks. However, these 3D imaging meth-
ods have a bulkier form factor due to the use of multiple
cameras/illumination sources, and their estimation accuracy
suffers when they are used in systems with size restrictions.

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

25348



Monocular depth estimation has the potential to over-
come these form factor restrictions. A popular monocular
depth sensing strategy is coded aperture imaging, in which
the aperture of the lens is coded either using an ampli-
tude [16, 25] or a phase mask [31]. However, the quality
of the depth maps and all-in-focus images obtained using
these coded-aperture systems is still subpar compared to tra-
ditional methods like stereo or time-of-flight sensing. Re-
cently, dual-pixel (DP) sensors have emerged as an accurate
monocular depth sensing technology that overcomes these
drawbacks due to their unique sensor design. These sensors
are commonly found in smartphones and DSLR cameras.

Although DP sensors were primarily developed for fast
and accurate auto-focusing in consumer-grade cameras,
there have been numerous works [15, 20, 22, 32] that have
tried to use these sensors as single-shot depth and intensity
imaging sensors. Specifically, because of the unique micro-
lens array arrangement over the photodiodes, these sensors
can capture two blurry views of the same scene in a single
capture. Moreover, the disparity between these two views is
directly related to the defocus blur size. The small disparity
in the views can be used for depth estimation while deblur-
ring the defocus blur can provide us with the all-in-focus
(AIF) image estimate. However, existing DP AIF estima-
tion works are inherently limited by poor conditioning of
the DP defocus blur. The inability to deblur with high fi-
delity then severely restricts their depth-of-field.

To improve the depth-of-field of dual-pixel cameras
while still maintaining their ability to capture depth infor-
mation, we introduce a novel sensing strategy called CADS
- Coded Aperture Dual-pixel Sensing. CADS uses a learned
amplitude mask (code) in the aperture plane of a camera
equipped with a DP sensor to improve the conditioning of
the DP defocus blur while maintaining the disparity estima-
tion ability from the two views. We use a two-stage, end-to-
end learning framework to simultaneously learn the optimal
coded mask pattern and the optimal neural network weights
that can produce an accurate depth map and deblurred all-
in-focus image estimates from dual-pixel measurements for
a wide range of aperture settings (see Fig. 2).

Compared to conventional DP sensing (with no coded
aperture), the learned coded dual-pixel sensing system pro-
vides a better AIF performance, indicated through a consis-
tent ≥ 1.5dB PSNR improvement in the quality of AIF im-
ages and a 5-6% improvement in the quality of depth maps
for a wide range of aperture settings, allowing a better dis-
parity and AIF quality trade-off. We verify the efficacy of
CADS through various simulations and real-world experi-
ments. CADS provides a mechanism for high-fidelity depth
and intensity imaging in a small form factor. We demon-
strate its benefits in two relevant real-world applications
- 3D endoscopy and extended depth-of-field (EDOF) der-
moscopy. For both, we demonstrate promising real-world

experiments using proof-of-concept prototypes built in the
lab, see Fig. 1. In summary, our contributions are:
• We propose coded aperture dual-pixel sensing, called

CADS, that significantly improves the trade-off between
quality of disparity and AIF estimates from dual-pixel
sensors.

• At the core of our method is the proposed differentiable
coded dual-pixel sensing model that allows end-to-end
learning of the coded aperture mask specific to the dual-
pixel sensor geometry.

• We highlight the efficacy of our learned code design
through various simulations and real-world experiments.

• We show the effectiveness of coded aperture dual-pixel
systems for close-range, compact RGB-D imaging by
building a coded dual-pixel 3D endoscope and a coded
dual-pixel dermoscope.

2. Related works
2.1. Dual-Pixel sensing

Dual-pixel (DP) sensors were initially used for fast auto-
focus [12, 28], primarily using the fact that in-focus (out-
of-focus) scene points show zero (non-zero) disparity. Since
then, they have been used for several tasks. Exploiting the
disparity cue, [21] demonstrated the use of DP sensors for
reflection removal. [30] used classical stereo algorithms
for disparity estimation, to simulate shallow depth-of-field.
Since then, there have been several works on disparity or
depth estimation using dual-pixel sensors [8, 15, 20, 22, 32].
[35] combines dual-pixel data with binocular stereo data
to predict accurate disparity maps. Most of the methods
use optimization techniques [22, 32] or leverage deep net-
works in supervised [8, 15, 20] or self-supervised [15] set-
tings. Apart from disparity estimation, the authors in [14]
show normal estimation of human faces as well. [20, 32]
have been shown on unidirectional disparity only. [15] ad-
dressed this and came up with a self-supervised method
for DP images showing bidirectional disparity. There
also have been numerous works on deblurring DP cap-
tures [1, 2, 20, 32, 33], which too are based on optimiza-
tion methods or deep neural networks. In contrast to the
above works, which mainly focus on post-processing con-
ventional dual-pixel captures, we propose a novel modifica-
tion to DP sensing strategy by adding a coded mask in the
aperture plane that allows us to achieve better disparity and
AIF quality trade-off for dual-pixel sensing.

2.2. Coded aperture imaging

Multiplexing of incoming light using a coded mask in the
aperture plane has been used for numerous imaging appli-
cations over the years. Levin et al. [16] used a designed
amplitude mask in the aperture plane for estimating a depth
map and an all-in-focus image from a single defocused im-
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Figure 2. Pipeline for Coded Aperture Dual-Pixel Sensing (CADS) and corresponding 3D scene estimation. We perform end-to-end
(E2E) optimization on simulated data, to learn an optimal amplitude mask and neural network weights for predicting deblurred all-in-focus
(AIF) images and depth maps from coded dual-pixel captures. Our end-to-end learned system provides the best trade-off between depth
estimation and AIF quality.

age. Veeraraghavan et al. [29] used amplitude-coded aper-
ture patterns for improved light-field imaging. Zhou et al.
[38] use a classical genetic optimization scheme to obtain
coded aperture designs for estimating depth from coded de-
focus pairs. Since the design of the code or the mask pattern
plays an important role in the downstream task, recently,
there have been numerous works on using end-to-end learn-
ing schemes for designing the optimal coded mask patterns.
Shedligeri et al. [25] learn the optimal amplitude mask pat-
tern for estimating depth and all-in-focus image from a sin-
gle defocused capture and report an improvement over the
heuristically designed mask pattern proposed in [16]. A
phase mask can also be used to introduce coding in the aper-
ture plane. Recently, works like [9, 31] have used end-to-
end learning to design the optimal phase mask profiles for
improved 3D imaging. The proposed CADS system also
uses an end-to-end learned amplitude mask in the aperture
plane. Compared to existing coded aperture works, we use
this amplitude mask for a DP sensor and are the first to do
so. The use of a learned code in a DP setting allows the
recovery of high-fidelity depth and AIF for a wide range of
depth compared to standard coded-aperture imaging.

3. Coded Aperture Dual-pixel Sensing (CADS)

3.1. Coded dual-pixel image formation model

In a conventional image sensor, each pixel consists of one
photodiode and a microlens to gather incoming light. In a
dual-pixel (DP) sensor, each pixel consists of one microlens
that covers two photodiodes, say left and right. Such a con-
figuration enables all the left(right) photodiodes to receive
light specifically from the right(left) half of the lens (see

Fig. 3A). Thus with a DP sensor, we obtain two images of
the same scene from slightly different viewpoints, which
are commonly referred to as the left and right DP images.
Scene points that are in-focus are exactly aligned in both
views, while scene points that are out-of-focus show posi-
tive or negative disparity when they are farther or nearer to
the lens respectively.
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Figure 3. CADS PSF formation model. (A) With a DP sensor,
scene points that are out-of-focus show disparity when comparing
between left and right views. (B) This disparity is bi-directional,
depending on scene depth relative to the in-focus plane. (C) When
a coded amplitude mask is added to the imaging lens, the DP PSFs
take the shape of the mask pattern. (D) Coded DP PSFs are a
Hadamard product of the naive (no code) DP PSFs and the mask
pattern.

However, this disparity comes with an undesirable defo-
cus blur effect of defocus blur. In a DP imaging system, the
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defocus blur size is directly proportional to the disparity. To
have good, accurate depth measurements, one needs to have
a large disparity range between the closest and the farthest
scene depths, but this comes at the cost of highly defocused,
blurry images, leading to poor AIF image estimation.

To improve upon all-in-focus recovery while preserving
the depth sensing capability of DP sensors, we propose the
use of coded amplitude masks alongside DP sensors.

When a coded (amplitude) mask M is added to an imag-
ing system/camera with DP sensor, the coded DP PSFs can
be expressed as a Hadamard (element-wise) multiplication
of the naive DP PSFs with the coded mask. This is illus-
trated in Fig. 3. More formally, the left and right DP PSFs
(hL,C

z and hR,C
z respectively) can be expressed as

hL,C
z = flip

z>zf

(M)⊙ hL
z , hR,C

z = flip
z>zf

(M)⊙ hR
z (1)

where hL
z , hR

z are the left and right view PSFs in the naive
DP case (with no mask), M is simply the mask pattern (re-
sized to the blur kernel size), flipz>zf

(.) performs horizon-
tal and vertical flipping when the point source is in positive
defocus and is an identity function otherwise.

3.2. CADS framework

Our framework for Coded Aperture DP Sensing (or CADS)
consists of two components -
• Coded dual-pixel image simulator. Given scene inten-

sity map (RGB or grayscale), scene depth map, coded
mask pattern, and the naive (no code) DP PSFs, we use a
differentiable rendering pipeline to generate the left, right
CADS images of a scene.

• CADNet. Given the left, right CADS images of a scene,
we propose to use a neural network (which we call CAD-
Net) that will take these images as inputs and produce
a normalized defocus map and a deblurred all-in-focus
(AIF) image as outputs.

We learn the two components in an end-to-end manner.

3.2.1 Coded dual-pixel image simulator

Mask-to-PSF generation. In our CADS framework, we
parameterize our mask pattern M with a continuous-valued
map θC(x, y) as done in [25], where MθC (x, y) = σ(α ∗
θC(x, y)), where σ(.) is the sigmoid function. α is a
scalar temperature factor that controls mask transparency
for smooth learning1. For realistic modeling of the naive
(no-code) DP PSFs hL

z , hR
z , we use the formulation pro-

vided in Abuolaim et al. [2]. We generate left and right
naive DP PSFs for 21 depth planes, with signed blur sizes
ranging from −40 pixels to +40 pixels. More details re-
garding this can be found in the supplementary. Given MθC ,

1We gradually increase α over iterations to ensure the mask is learnt
smoothly to be binary (0 or 1). See Supplementary for more details.

hL
z , hR

z , we use Eq. 1 to generate the coded left, right DP
PSF z-stack i.e. hL,C

z and hR,C
z for all the 21 depth planes.

Coded DP image rendering. We adopt a multi-plane
image (MPI) representation of the scene, where the 3D
scene is modelled as several discrete depth planes. Given
hL,C
z and hR,C

z , the coded DP left, right images IL, IR of a
3D scene can be expressed as follows -

IL =
∑
z

hL,C
z ∗ sz, IR =

∑
z

hR,C
z ∗ sz, (2)

where sz is the scene intensity at depth z, and ∗ is the 2D
convolution operator. To remove artifacts at the edges of
the MPI depth layers, we adopt the differentiable occlusion-
aware modifications to Eqn. 2 from Ikoma et al. [11], along
with a minor modification. See supplementary for details.

3.2.2 CADNet for defocus and AIF estimation

Recovering the depth map and the deblurred all-in-focus
(AIF) image from blurry measurements can be solved by
formulating a convex optimization problem [32]. However,
such optimization methods are usually slow. Thus, we em-
ploy a neural network (referred to as CADNet), to recover
depth and AIF images of the scene. CADNet architecture
is based on the U-Net architecture [23] that applies multi-
resolution feature extraction with skip connections between
encoder and decoder blocks of the same scale. We modify
the basic U-Net architecture (illustrated in Fig. 2) to have
a residual block [10, 36] with two convolution layers of
kernel size 3 × 3 at each scale. In addition, we append a
pyramid pooling module (PPM) [37] at the lowest scale. A
pixel-shuffle convolution layer [26] is used in the encoder
for downsampling, while bilinear upsampling is used in the
decoder. Our neural network is trained entirely on a syn-
thetic dataset of coded DP images rendered from the Fly-
ingThings3D dataset.

CADNet takes as input the blurry measurements and out-
puts - (1) a normalized defocus map D̂N , ranging from -
1 to +1, and (2) the deblurred all-in-focus (AIF) image Ŷ
of the scene. The normalized defocus map D̂N is con-
verted to actual physical defocus blur size by scaling it as
D̂ = D̂NDmax/p, where p is the pixel pitch of the DP sen-
sor, and Dmax being the maximum blur size (in px) that
CADNet is trained to handle. This defocus value is related
to the imaging depth as follows [8]

D(z) =
Lf

1− f/g

(
1

g
− 1

z

)
, (3)

where L is the diameter of the imaging lens, f is the fo-
cal length, g is the in-focus distance, and z is the depth
of the object being imaged. Thus, given information about
the imaging system we can readily calculate the depth from
the CADNet defocus map output using Eq. 3. For the AIF
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output channel from CADNet, we output normalized AIF
images ranging from 0 to 1. We train two variants of CAD-
Net, namely CADNet-Mono and CADNet-RGB. CADNet-
Mono takes 2 input channels - the coded left, right DP im-
ages from a single, monochrome (grayscale) color, and the
AIF outputs are single channel only. CADNet-RGB takes 6
input channels - the coded left, right DP images for each of
the red, green, and blue channels, and the AIF output is a
3-channel RGB image. We train these two variants because
real-world DP sensors present in the Pixel 4 and Canon EOS
Mark IV DSLR are single-channel (green only) and full-
frame (RGB) respectively.

Loss functions. We jointly optimize for the mask pattern
parameters (θC) and CADNet weights (θD) by minimizing
the following loss function

L = LAIF + Ldefocus + Lmask, (4)

LAIF = β1∥Ŷ − Ygt∥1 + β2∥∇Ŷ −∇Ygt∥1, (5)

Ldefocus = β3∥D̂ −Dgt∥1 + β4∥∇D̂ −∇Dgt∥1, (6)

Lmask = β5Relu

(
0.5−

∑
x,y MθC∑

x,y Mopen

)
(7)

where ∥.∥1 is the L1 loss, ∇(.) is 2D gradient operator.
Ŷ and D̂ are predicted AIF and defocus maps, while Ygt

and Dgt are groundtruth AIF and defocus maps. The last
term is a mask pattern regularizer, where Mopen is the
open aperture mask pattern. We set (β1, β2, β3, β4, β5) =
(1, 0.5, 1, 0.5, 1, 103), with β5 >> 1 to enforce a strict
transmission constraint (≥ 50% light efficiency).

3.2.3 Implementation details

For training the CADS framework, we used simulated data
generated using the forward model (discussed in Section
3.2) on FlyingThings3D dataset scenes[17]. 20k scenes are
split 80%−20% into training and validation sets. We rescale
the disparity maps for each scene to convert them to depth
maps having range DT = [32 mm, 76 mm]. During training
of our coded DP simulator, camera parameters were set at
f = 4.38 mm, L = f/1.73, g = 45 mm, ensuring that
depth range DT corresponded to blur sizes of ≤ 40 pixels
(based on Eq. 3). During testing on simulated data, we set
camera parameters to match our real-world setting with fo-
cal length f = 50 mm, aperture L = f/4, in-focus distance
g = 40 cm, with a depth range DV = [32 cm, 52 cm]. The
signed blur sizes for DV again corresponded to ≤ 40 pix-
els (pixel pitch, p = 10.72µm). Using the loss function
described in Eqn. 4, we perform end-to-end training, learn-
ing weights for CADNet and learning a coded mask pattern
with light efficiency >= 50%. To account for light loss due
to coded mask, we add appropriate heteroscedastic noise [6]
to simulated captures. We train the end-to-end framework

using the Adam optimizer. We initialize the coded aperture
mask with an open aperture pattern of size 21x21 pixels.
More details are in the supplementary.

4. Experiments and results
4.1. Comparison with naive standard and dual pixel

sensing

As a result of end-to-end training, we learn an optimal
coded mask pattern that better conditions the coded DP
blurry measurements, thus helping in good depth and AIF
recovery. The learned mask and the corresponding left,
right coded DP PSFs as a result of our end-to-end train-
ing have been depicted in Figs. 2, 3. We refer the read-
ers to the Supplementary for further illustrations and expla-
nations. In this section, we show that our learned coded-
aperture DP sensing is in fact an improvement over naive
monocular standard and dual-pixel sensing in terms of both
AIF and depth estimation quality. We use PSNR, SSIM, and
LPIPS measures[34] for the evaluation of AIF quality. We
use Root Mean Square Error (RMSE), Mean Absolute Error
(MAE), and depth estimation accuracy within a threshold
margin (δ1 < 1.051) for the evaluation of depth prediction
quality (see Supplementary for definitions).

Depth Prediction
Imager RMSE(mm)↓ MAE(mm)↓ δ1↑

Naive SP 48.51 29.37 0.688
Naive DP 13.66 5.51 0.967

CADS 12.57 5.15 0.972
AIF Prediction

Imager PSNR(dB)↑ SSIM↑ LPIPS ↓
Naive SP 27.69 0.790 0.427
Naive DP 29.72 0.832 0.381

CADS 31.20 0.865 0.337

Table 1. Comparison with naive standard and DP - simulation.
Scenes with 20 cm depth range, rendered with f/4 aperture. Our
proposed CADS shows the best performance for joint depth and
AIF recovery. Red highlights best, orange highlights second best.
(SP: Standard-pixel, DP: Dual-pixel)

Simulation results. We simulate measurements using the
FlyingThings3D dataset and report the performance of
CADS on it. We also compare CADS with two other imag-
ing systems, namely, (a) Naive Std. Pixel - imaging system
with a conventional standard pixel sensor and no aperture
coding, (b) Naive Dual-pixel - imaging system with a dual-
pixel sensor and no aperture coding. We trained a sepa-
rate CADNet for each imaging system. Our simulation re-
sults are shown in Table 1 and Fig. 4. When compared to
the naive standard pixel scenario, both naive dual-pixel and
CADS improve the deblurring and depth estimation accu-
racy significantly. Furthermore, CADS shows a 1.5dB gain
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(AIF) prediction compared to standard pixel sensing. Among DP sensing methods, CADS offers the best AIF and depth estimation quality
observed through sharper AIF and cleaner depth.

in PSNR and a 5-8% gain in depth prediction accuracy over
naive dual-pixel.

Real results. We perform real-world experiments by
building a prototype imaging system capable of capturing
coded dual-pixel images. We use the Canon EOS 5D Mark
IV DSLR with a Yongnuo 50 mm lens. The Canon EOS
Mark IV sensor is an RGB, full-frame dual-pixel sensor,
with every pixel in the R-G-G-B Bayer pattern being dual-
pixels. Our coded mask pattern of diameter L = f/4 =
12.5 mm was printed on a transparency sheet and placed in
the aperture plane of the Yongnuo lens. More details about
the setup can be found in the supplementary. For accurate
reconstruction, we render FlyingThings3D scenes with the
real, captured PSFs, and fine-tune CADNet weights for 30
epochs with real-world captured PSFs. More details re-
garding fine-tuning procedure can be found in the supple-
mentary. Fig. 5 shows real-world results with our imag-
ing prototype. Our proposed CADS system provides sig-
nificantly better AIF estimates while preserving the depth-
sensing ability of dual-pixel sensors.

4.2. Performance of CADS for various aperture
sizes

CADS offers a better trade-off between depth and AIF qual-
ity compared to a naive dual-pixel sensor for various aper-
ture sizes as shown in Fig. 1. To establish this, we evaluate
the performance of CADS for various aperture sizes rang-
ing from f/4 to f/10. We test this out on the same Fly-
ingThings3D scenes. Apart from comparing CADS against
naive dual-pixel sensing (Naive DP), we also compare it
against coded and no-code variants of standard pixel sen-
sor, referred to as Coded and Naive SP respectively. Table 2
shows depth estimation and AIF deblurring results on our
simulated FlyingThings3D data, where the imaging system

Depth Prediction MAE (mm) ↓
Imaging System Aperture size (f/#)

f/4 f/6 f/8 f/10
Naive SP 26.64 26.45 26.26 24.39
Coded SP 21.37 22.18 21.83 22.68
Naive DP 5.44 5.48 5.65 6.19

CADS 4.99 5.12 5.46 6.03
AIF Prediction PSNR (dB) ↑

Imaging System Aperture size (f/#)
f/4 f/6 f/8 f/10

Naive SP 27.66 29.16 30.08 30.87
Coded SP 28.97 30.28 31.16 31.90
Naive DP 29.54 31.07 31.98 32.68

CADS 31.21 32.66 33.49 34.10

Table 2. Performance under varying f-number. The proposed
CADS performs the best passive snapshot depth and all-in-focus
estimation across different aperture sizes. Red highlights the best
method, and orange highlights the second best.

parameters are the same as mentioned before, with objects
being placed in the [32 cm, 53 cm] range. With decreas-
ing aperture size (increasing f-number), AIF prediction ac-
curacy increases while depth prediction gets worse. Our
proposed E2E CADS system consistently shows the best
performance across all apertures and improves the defocus-
disparity trade-off.

4.3. Comparison with existing dual-pixel works
We compare the performance of CADS with exist-
ing learning-based dual-pixel sensing works, namely
DPDNet[2], DDDNet[20], Xin et al. [32], Punnapurath et
al. [22] and Kim et al. [15]. Since existing works were de-
veloped for naive (no-code) dual-pixel sensors, we use the
naive DP PSF blur to simulate captures for evaluation. For
evaluating CADS, we render using the coded-aperture DP
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Figure 5. Comparison with naive standard and DP - real data. From left to right we show AIF and depth predictions by naive standard-
pixel, naive dual-pixel and CADS, respectively, along with ground truth. CADS gives the best depth and AIF predictions. GT for AIF is
obtained by capturing the scene with a f/22 aperture. A coarse GT depth map is obtained using the Intel RealSense sensor. Zoom in for
best viewing.

Method AIF PSNR Disp. AI(1)
DPDNet [2] 24.34 N.A.

DDDNet [20] 21.35 0.2769
Xin et al. [32] 18.13 0.3018

Punnappurath et al. [22] N.A. 0.1940
Kim et al. [15] N.A. 0.2866

Naive DP (ours) 29.72 0.0190
CADS (ours) 31.20 0.0177

Table 3. Comparison with existing DP methods. CADS of-
fers the best AIF and disparity estimation quality on our simulated
dataset. Red highlights best, orange highlights second best.

PSF. We use a validation subset of 2k images from the Fly-
ingThings3D dataset to evaluate. The results are shown in
Table 3. Most existing works estimate disparity which is
related to defocus map by an unknown scale. For evalu-
ation, we use the affine invariant version of MAE (AI(1))
for disparity estimation quality [8] and PSNR for AIF qual-
ity2. Note that we use the normalized defocus map output
by CADNet for this comparison instead of converting it to
a depth map. Works that were designed for unidirectional
disparity [20, 32] show poor results when tested on sim-
ulated scenes with bidirectional disparity between the DP
images. Our proposed CADS outperforms existing methods
on the simulated FlyingThings3D dataset. Moreover, CAD-
Net trained on naive DP blurs, referred to as Naive DP in Ta-
ble 3, also outperforms existing methods. We also perform
a comparison on rendered images from NYUv2 dataset[27]
and report the performance in the supplementary.

5. Applications
We build two prototype CADS systems for 3D endoscopy
and 3D dermoscopy and show real-world endoscopy and
dermoscopy results using these prototypes.

2See Supplementary for metric definitions

5.1. CADS Endoscopy

3D endoscopy is potentially useful for surgical navigation,
tumor/polyp detection, etc [4, 18]. Stereo-endoscopes have
been used for obtaining 3D information of the scene, but
they are not compact. 3D endoscopy solutions have been
attempted by using SfM methods [19], but they lack accu-
racy due to non-rigid nature of human tissue and organs.
Structured illumination methods have also been used for 3D
endoscopy [7]; however, this requires close control over il-
lumination, which is difficult. Thus, there is a need for de-
veloping passive snap-shot depth sensing in endoscopy.

CADS can potentially be a mechanism to achieve pas-
sive, snapshot, per-frame 3D endoscopy where depth maps
as well as AIF images are simultaneously predicted. We
built a coded aperture dual-pixel endoscopic sensing proto-
type as shown in Fig. 6. We use Canon EOS Mark IV DSLR
with a Yongnuo 50 mm lens as our dual-pixel camera and a
Karl Storz Rubina 10mm Endoscope. The camera and the
scope are coupled by aligning both their optical axis and
placing the camera lens close to the endoscope eyepiece.
We put our coded aperture pattern on a 3D-printed circu-
lar aperture and placed it in the middle of the scope and the
DSLR lens. We focus our lens such that the in-focus plane is
2 cm away from the other end of the endoscope. We capture
PSFs for negative defocus and fine-tune only for the nega-
tive defocus region. To account for the spatial variance in
the PSF, we randomly sample PSFs across the field of view
for training. Details regarding the setup and PSF calibration
are in the supplementary.

To emulate realistic endoscopy scenes, we image lamb
chops tissue samples. Depth and AIF reconstruction results
(image size ∼800x800) for such scenes are shown in Fig. 6.
Depth maps are shown after 21x21 median filtering. De-
spite being finetuned on FlyingThings3D dataset, CADNet
is still able to recover sharp AIF and clean depth maps.
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Figure 6. CADS endoscopy results. (Top) Proof-of-concept
3D endoscopy setup built using CADS. (Bottom) CADS allows
us to recover sharp AIF and accurate depth for various scenes
(∼800x800 px recon.). Zoom-in on yellow boxes for best results.

5.2. CADS Dermoscopy
Dermoscopes are imaging systems used in clinical settings
to view skin lesions. Existing non-contact dermoscopes
suffer from small depth-of-field and can only provide 2D
images. [13] collect a focal stack to overcome this draw-
back. However, this is time-consuming, prone to motion
blur, and doesn’t provide depth information. We build an in-
house smartphone-based CADS dermoscope, using a Pixel
4 smartphone that is equipped with a DP sensor and 12x
macro lens. We finetuned our CADNet model on measure-
ments simulated from FlyingThings3D images using the
captured spatially-varying PSFs. Fig. 7 shows the visual re-
sults for depth and AIF predictions from our in-house der-
moscope estimated using the fine-tuned CADNet on cap-
tures of a human subject’s hand. The use of CADS in a der-
moscope offers high-fidelity AIF and depth maps for a wide
range of depth despite being finetuned on FlyingThings3D
dataset.

6. Conclusions
Dual-pixel sensors have emerged as a novel compact depth-
sensing modality with widespread use in consumer-grade
cameras. However, existing dual-pixel depth sensing meth-

76 mm

32 mm

76 mm

32 mm

CADS Capture (left view)

(A)

Predicted AIF Predicted Depth 

76 mm

32 mm

(B)

Coded Aperture

Figure 7. CADS dermoscopy results. (Top)(A)Prototype CADS
dermoscope using Pixel 4 and 12× macro lens.(B)The coded
aperture is placed in between the smartphone lens and camera
lens.(Bottom)Example AIF, depth reconstructions (∼450x450 px)

ods suffer from limited depth of field (DOF) due to an
inherent trade-off between the quality of depth maps and
the ease of deblurring. Moreover, the majority of exist-
ing works fail for bidirectional defocus/disparity. To over-
come these drawbacks, we use ideas from coded aperture
imaging to develop a novel, single-shot 3D sensing strategy
called CADS - Coded Aperture Dual-pixel Sensing. More
specifically, we improve the conditioning of the dual-pixel
defocus blur by introducing an end-to-end learned ampli-
tude mask in the aperture plane. Introducing the learned
mask improves the quality of deblurred all-in-focus images
and depth maps for a wide range of depth. We demon-
strate the efficacy of our proposed systems for three differ-
ent applications: DSLR photography, 3D endoscopy, and
extended DOF dermoscopy. Promising results on real data
collected using proof-of-concept hardware indicate CADS
can be used for applications beyond photography like med-
ical imaging where form-factor plays a pivotal role. In the
future, it would be interesting to replace amplitude masks
with phase masks [31] that can improve the light efficiency
and as a result, the SNR of the system.
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