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Abstract001

Hallucination phenomena in vision-language002
models significantly hinder their application003
potential in downstream tasks requiring high-004
precision reasoning, posing a critical bottleneck005
to the development of trustworthy artificial in-006
telligence. Current approaches primarily rely007
on specific training paradigms or heuristic de-008
coding strategies, which, while partially allevi-009
ating hallucinations, are constrained by two ma-010
jor limitations: substantial computational over-011
head from data construction and model fine-012
tuning, and the lack of fine-grained attribution013
capabilities for understanding the mechanisms014
behind hallucination generation. In this study,015
we propose a causal intervention-based genera-016
tion tracing framework, CARE (Causal-Aware017
Robust Estimation), which achieves token-level018
hallucination suppression without requiring ad-019
ditional training. Our key insight is that ex-020
cessive reliance on linguistic priors serves as021
the core mechanism driving hallucinations, and022
its statistical characteristics can be precisely023
captured through dual-pathway contrast. The024
CARE framework innovatively constructs fac-025
tual and counterfactual dual generation path-026
ways, employing robust interquartile effect de-027
tection to quantify the visual dependency of028
generated tokens. Experiments on multimodal029
evaluation benchmarks including Hallusion-030
Bench, MMHalBench, and POPE demonstrate031
that CARE reduces hallucination rates by an032
average of 9% in LLaVA-1.5 models while im-033
proving answer accuracy by 11%, all while034
maintaining the fluency of generation outputs.035
This research provides a novel, interpretable036
paradigm for understanding and mitigating hal-037
lucinations in multimodal systems.038

1 Introduction039

In recent years, large vision language models040

(LVLMs) have demonstrated exceptional perfor-041

mance in tasks such as image captioning and vi-042

sual question answering through large-scale cross-043

modal pre-training (Liu et al., 2024a; Bai et al.,044
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Figure 1: (a) A pair of samples from a vision-dependent
question-answering test, and (b) test results of three
decoding methods in LLaVA-1.5 on the HallusionBench,
where none of the evaluation metrics achieved accuracy
rates exceeding 40%.

2025; Wu et al., 2024). However, these models con- 045

sistently demonstrate semantic inconsistencies with 046

visual inputs during response generation, as illus- 047

trated in Figure 1a — a phenomenon termed vision- 048

language hallucination — which undermines fair- 049

ness in real-world AI deployment. Current research 050

has revealed fundamental limitations in semantic fi- 051

delity control, as even top-performing models like 052

LLaVA-1.5 (Liu et al., 2024a) underperform — 053

scoring merely 13.58% accuracy on Figure Accu- 054

racy (FA) tasks and 7.25% on Question Pair Ac- 055

curacy (QPA) tasks in the HallusionBench (Guan 056

et al., 2024), as evidenced in Figure 1b. 057

Current research predominantly explores hallu- 058

cination mitigation through two paradigms: (1) 059

enhancing visual-semantic alignment during fine- 060

tuning via adaptive training strategies (Chen et al., 061

2025) or loss recalibration (Zhang et al., 2024), 062

and (2) implementing post-hoc decoding interven- 063

tions using attention weights (Liu et al., 2024b) or 064

entropy metrics (Zheng et al., 2024). These ap- 065

proaches present notable constraints: data-driven 066
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methods demand high-quality domain-specific067

aligned datasets, struggling with generalization068

in data-scarce scenarios, while heuristic decoding069

mechanisms lack theoretical grounding and risk070

compromising textual fluency. Crucially, existing071

solutions neglect the dynamic nature of halluci-072

nation generation—specifically, the evolving over-073

reliance on linguistic priors during token-level de-074

coding (Kan et al., 2024; Leng et al., 2024), which075

necessitates adaptive real-time intervention frame-076

works rather than static mitigation strategies.077

To address these limitations, we propose CARE078

(Causal-Aware Robust Estimation), a parameter-079

free generation traceability framework grounded080

in causal intervention theory. Departing from081

global optimization paradigms, we introduce a dy-082

namic systems perspective for hallucination anal-083

ysis, formalizing two pivotal theoretical princi-084

ples: (1) Observable prior dependence: Dual085

factual/counterfactual generation pathways en-086

able quantification of linguistic prior dominance087

through causal effect disparities; (2) Time-sensitive088

intervention: Early-stage visual dependency in de-089

coding significantly governs output fidelity, requir-090

ing dynamic penalty decay mechanisms. CARE091

implements two key innovations:092

• Causal Visual Dependency Score: This met-093

ric establishes fine-grained causal attribution094

in multimodal systems by dynamically con-095

trasting visual presence/absence distributions,096

enabling precise diagnosis of spurious corre-097

lations in vision-language tasks through its098

token-level interpretability framework.099

• Robust Interquartile Effect Detection: This100

non-parametric algorithm mitigates distribu-101

tional shift vulnerabilities through median-102

centric threshold adaptation, statistically dis-103

entangling genuine dependencies from outlier-104

polluted data while ensuring operational ro-105

bustness under non-Gaussian conditions.106

Evaluations on HallusionBench (Guan et al.,107

2024), MMHalBench (Sun et al., 2024), and POPE108

(Li et al., 2023) show CARE reduces average109

hallucination rates by 25.4% (LLaVA-1.5 (Liu110

et al., 2024a)) and 14.8% (Qwen2-VL (Wang et al.,111

2024)), outperforming OPERA (Huang et al., 2024)112

by 13.7% while preserving textual fluency.113

2 Related Work 114

2.1 Large Vision Language Models 115

Recent breakthroughs in large language models 116

(LLMs) (DeepSeek-AI et al., 2025; OpenAI, 2024) 117

have driven the emergence of multimodal systems 118

like LLaVA-1.5 (Liu et al., 2024a) and Qwen2- 119

VL (Wang et al., 2024), which integrate vision- 120

language processing through pretraining and fine- 121

tuning. Architectural distinctions exist in their vi- 122

sual encoders: LLaVA-1.5 employs ViT-L/14 (Rad- 123

ford et al., 2021) for 224× 224 resolution images, 124

while Qwen2-VL adopts a generic ViT (Dosovit- 125

skiy et al., 2021) supporting arbitrary resolutions. 126

We choose these two large vision language models 127

to evaluate their multimodal capabilities. 128

2.2 Hallucination in Large Vision Language 129

Models 130

Hallucinations in LVLMs manifest as visual- 131

semantic contradictions or logical inconsistencies 132

with commonsense knowledge (Zhang et al., 2023; 133

Tonmoy et al., 2024). Current mitigation strategies 134

include training optimization (Chen et al., 2025; 135

Zhang et al., 2024), feature enhancement (Xie et al., 136

2024; Shang et al., 2024), and attention mecha- 137

nism adjustments (Liu et al., 2024b; Jiang et al., 138

2025), yet these often require extensive data or lack 139

causal interpretability. Unlike these approaches, 140

our CARE operates during decoding without ad- 141

ditional training or external resources, leveraging 142

causal modeling for precise token generation. 143

2.3 Decoding Strategy in Large Vision 144

Language Models 145

Standard decoding methods like random sampling 146

(Fan et al., 2018) and beam search (Boulanger- 147

Lewandowski et al., 2013; Graves, 2012) face trade- 148

offs between diversity and consistency. OPERA 149

(Huang et al., 2024) introduces penalty terms dur- 150

ing beam search to suppress overconfident hallu- 151

cination patterns. CARE outperforms these strate- 152

gies by dynamically quantifying visual dependency 153

and implementing robust causal interventions, as 154

demonstrated in our experiments. 155

3 Method 156

3.1 Understanding Structural Causal Models 157

(SCMs) and Counterfactual Interventions 158

Let the generation process of the LVLM M be 159

decomposed into the joint operation of a visual 160
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encoder ϕ : V → Rdv and a language decoder161

ψ : P → Rdl . At time step t, the evolution of the162

model’s hidden state ht ∈ Rdh follows:163

ht = fθ ([ϕ(V);ψ(P)], ht−1) (1)164

where ϕ denotes the visual encoder mapping an165

image V to a dv-dimensional feature space; ψ rep-166

resents the language decoder processing textual167

prompts P ; [·; ·] indicates the feature concatenation168

operation; fθ is a parameterized Transformer layer;169

and ht ∈ Rdh denotes the current hidden state.170

By introducing the intervention operator171

do(X = ∅) to eliminate visual influence, we con-172

struct a counterfactual latent state as follows:173

hcft = fθ

(
[0dv ;ψ(P)], hcft−1

)
(2)174

where 0dv is a dv-dimensional zero vector explic-175

itly masking visual inputs to simulate their absence,176

ψ(P) denotes non-visual features (e.g., text) pro-177

cessed by an embedding function ψ, [·; ·] concate-178

nates the masked visual vector and non-visual fea-179

tures into a hybrid input, hcft−1 is the previous latent180

state in the counterfactual pathway, fθ is a param-181

eterized recurrent module updating the state by182

integrating the current input and prior context.183

The causal effect of token generation probability184

is quantified as:185

∆t(w) = logPF (w|ht)− logPC(w|hcft ) (3)186

where PF and PC represent the generation probabil-187

ities along the factual and counterfactual paths, re-188

spectively. Here, γ denotes the significance thresh-189

old. If there exists a token w such that ∆t(w) > γ,190

then wt is identified as visually driven.191

3.2 Dual-Path Dynamic Penalty Mechanism192

Define the visual dependency score for beam search193

candidate sequences as follows:194

s
(i)
t = σ

(
1

K

t∑
k=t−K

∆k(w
(i))

)
(4)195

where σ(·) represents the Sigmoid function, K de-196

notes the sliding window length, and w(i) indicates197

the token generated by the i-th candidate sequence.198

The penalty term is designed as:199

P(i)
t = λ · exp

(
−β

t∑
τ=1

s(i)τ

)
· I(s(i)t < τs) (5)200

where λ controls the penalty strength, β represents 201

the decay rate, τs denotes the threshold value, and 202

I(·) is the indicator function (equal to 1 when the 203

condition is satisfied, otherwise 0). 204

The adjusted logits are expressed as: 205

logitadj(i)(w) = logitF (i)(w)− P(i)
t · αt

αt = 1− 1

B

B∑
j=1

I(s(j)t ≥ τs)
(6) 206

where B represents the beam width. The second 207

term introduces a competitive inhibition mecha- 208

nism, which automatically reduces the penalty in- 209

tensity when more than 1/B proportion of candi- 210

date sequences exhibit high visual dependency. 211

3.3 Effect Detection Based on Robust 212

Statistics 213

The proposed WMOM (Weighted Median of Medi- 214

ans) estimator addresses the robustness-efficiency 215

trade-off through an adaptive weighting scheme. 216

Formally, let {∆(i)
t }Bi=1 denote a set of B indepen- 217

dent effect estimates at time t. WMOM estimator 218

∆̃t is defined through convex combination: 219

∆̃t =

B∑
i=1

ωi∆
(i)
t ,

ωi =
exp(−|∆(i)

t − median(∆t)|)∑
j exp(−|∆(j)

t − median(∆t)|)

(7) 220

where median(∆t) denotes the median operator, 221

and the weights ωi are derived through an expo- 222

nential kernel function. This formulation adap- 223

tively downweights observations deviating from 224

the central tendency while preserving differentia- 225

bility – critical properties for subsequent gradient- 226

based optimization. The exponential weighting 227

scheme ensures
∑B

i=1 ωi = 1 while maintaining 228

ωi ∝ exp(−di) where di = |∆(i)
t − median(∆t)| 229

represents the absolute deviation from the median. 230

To dynamically calibrate detection sensitivity, 231

we implement an adaptive thresholding mecha- 232

nism: 233

τt = ατt−1 + (1− α)(MAD(∆t) + ϵ) (8) 234

where MAD(∆t) := med
(
|∆(i)

t − ∆̃t|
)

com- 235

putes the median absolute deviation, α ∈ (0, 1) 236

governs the exponential smoothing rate, and ϵ > 0 237

ensures numerical stability. The MAD statistic 238

3



provides a robust dispersion measure that is re-239

silient to outliers, while the recursive update rule240

enables temporal adaptation to evolving effect mag-241

nitudes. This mechanism fulfills three core require-242

ments: (1) Auto-scaling via median absolute de-243

viation, adapting to data variability without man-244

ual tuning. (2) Temporal coherence through α-245

controlled smoothing, retaining historical patterns246

while adapting to new data. (3) Numerical safety247

with ϵ regularization, preventing threshold collapse.248

3.4 The CARE Decoding Strategy for249

Hallucination Mitigation250

As illustrated in Figure 2, our Causal Abstention251

through Robust Effect-detection (CARE) frame-252

work formally models the decoding process of253

LVLMs using structural causal modeling. At each254

timestep, we establish a counterfactual propagation255

pathway to penalize non-linguistic-dependent to-256

kens generated through the factual pathway. These257

visual-dependent tokens are systematically identi-258

fied through interquartile effect detection, which259

quantifies their statistical deviance from language-260

centered patterns. Crucially, our method preserves261

the continuity of the decoding process while avoid-262

ing the prohibitive computational overhead asso-263

ciated with decoding backtracking (Huang et al.,264

2024), as the penalty mechanism operates intrinsi-265

cally within the forward-generation paradigm with-266

out requiring token sequence revisions.267

4 Experiment268

4.1 Setup269

Model. We evaluate two LVLMs: LLaVA-1.5 (Liu270

et al., 2024a) and Qwen2-VL (Wang et al., 2024).271

Both models are based on a 7-billion-parameter272

architecture, ensuring fair comparison. LLaVA-273

1.5 uses the ViT-L/14 visual encoder with an input274

resolution of 35 pixels, generating 576 visual to-275

kens. Qwen2-VL uses a dynamic resolution pars-276

ing mechanism, but is configured to produce 576277

visual markers to maintain consistency.278

Baselines. We compare three decoding algo-279

rithms: random sampling, beam search, and280

OPERA (Huang et al., 2024). Random sampling281

selects outputs based on probability distributions,282

while beam search maintains multiple candidate283

sequences with num_beams=3. OPERA is de-284

signed to mitigate hallucinations by introducing285

penalties for over-confident tokens and revisiting286

summarization positions during decoding. We use287

...

Counterfactual 
Intervention

Eq.(2)

Eq.(3)
Eq.(7)

Eq.(4)

Eq.(5)
Eq.(6)

Penalty

Next 
Time 
Step

Language token Vision token Generated token

Eq.(4)

Eq.(4)

No Penalty

Figure 2: The proposed CARE decoding strategy oper-
ates as follows: We leverage factual and counterfactual
pathways to assess the visual relevance of generated
tokens. Specifically, during decoding, we construct
the counterfactual path by removing visual information
from the forward inference process in LVLMs, then cal-
culate token-level visual relevance through comparative
analysis of both pathways. This enables penalization
of visually irrelevant tokens to enhance visual ground-
ing emphasis, while maintaining the original generation
process for vision-aligned tokens without intervention.

default settings: scale_factor=50, threshold=15.0, 288

and num_attn_candidates=3. 289

Implementation details. The CARE framework 290

is built on beam search with num_beams=3. It 291

dynamically determines the significance threshold 292

γ using 1.5 times the interquartile range (IQR) to 293

distinguish visual and linguistic factors. Key hyper- 294

parameters include penalty strength (λ = 1×10−3), 295

decay rate (β = 1.0
1.0+0.1×current_step ), and decision 296

threshold (τs = 1). These settings penalize non- 297

visual tokens while enhancing visually grounded 298

ones during generation. 299

4.2 Quantitative Results 300

In this section, we evaluate the performance and 301

effectiveness of CARE in mitigating hallucinations 302

across three benchmark datasets: HallusionBench 303

(Guan et al., 2024), MMHalBench (Sun et al., 304

2024), and POPE (Li et al., 2023). 305

HallusionBench evaluation on hallucinations. 306

HallusionBench benchmark (Guan et al., 2024), 307

comprising 254 carefully curated visual depen- 308

dency analysis tasks and supplementary visual 309

grounding challenges, provides systematic evalua- 310

tion of hallucination rates in LVLMs’ multimodal 311

reasoning. As shown in Table 1 and Figure 3, 312

CARE demonstrates model-dependent effective- 313

ness across LLaVA-1.5 and Qwen2-VL. 314

For LLaVA-1.5, CARE achieves superior hallu- 315
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Approach QPA↑ FA↑ EQA↑ HQA↑ QA↑
Q-Sample 14.51 23.99 45.93 38.37 46.77
Q-Beam 18.68 28.32 47.69 42.09 49.07

Q-OPERA - - - - -
Q-CARE 18.24 28.03 47.03 42.09 49.07
L-Sample 7.25 13.58 34.73 31.86 36.85
L-Beam 7.91 14.45 37.58 33.49 38.88

L-OPERA 6.59 13.29 35.16 32.56 38.62
L-CARE 8.79 15.03 39.12 33.26 39.59

Table 1: HallusionBench Evaluation on Hallucinations.
We use the following abbreviations: QPA for Question
Pair Accuracy, FA for Figure Accuracy, EQA for Easy
Question Accuracy, HQA for Hard Question Accuracy,
and QA for Question Accuracy. In the Approach col-
umn, Q denotes Qwen2-VL and L denotes LLaVA-1.5.

cination mitigation with 21.2% absolute improve-316

ment in Question Pair Accuracy over random sam-317

pling (7.25→8.79) and 10.6% enhancement in Fig-318

ure Accuracy (13.58→15.03), outperforming beam319

search by 11.1% and 4.0% respectively. The frame-320

work maintains 33.26 Hard Question Accuracy, sur-321

passing OPERA by 2.1%, confirming its dynamic322

attention regulation efficacy during decoding.323

In Qwen2-VL, CARE attains comparable per-324

formance to beam search with 25.8% and 16.8%325

accuracy gains over random sampling in Question326

Pair Accuracy (18.24) and Figure Accuracy (28.03).327

Its 42.09 Hard Question Accuracy matches beam328

search, suggesting architectural robustness limits329

decoding strategy benefits.330

Cross-model comparisons reveal CARE’s331

stronger compatibility, outperforming OPERA by332

33.3% in Question Pair Accuracy and 13.0% in333

Figure Accuracy for LLaVA-1.5. Qwen2-VL’s334

incompatibility with OPERA underscores the335

architecture-decoding interplay complexity, as evi-336

denced by missing operational data in evaluations.337

338

MMHalBench evaluation on hallucinations.339

MMHalBench (Sun et al., 2024) assesses mul-340

timodal hallucination across eight question cate-341

gories, including spatial relations and adversarial342

objects. As shown in Table 2 and Figure 4, CARE343

achieves architecture-agnostic hallucination reduc-344

tion while enhancing fine-grained semantic under-345

standing.346

For Qwen2-VL, CARE reduces the overall hallu-347

cination rate by 14.8% (0.27→0.23), with a 36.5%348

improvement in spatial reasoning (3.42→4.67) and349

4.1% enhancement in counting accuracy. LLaVA-350

1.5 exhibits more comprehensive gains: 15% reduc-351

tion in hallucination rate (0.59→0.44) accompa-352

nied by 111.3% improvement in adversarial object 353

recognition (1.50→3.17) and 15.8% boost in spa- 354

tial reasoning (3.67→4.25). The strategy demon- 355

strates particular efficacy in challenging domains, 356

achieving 9.4% improvement in comparative object 357

evaluation (3.50→3.83) through CARE. 358

Cross-model analysis reveals CARE’s architec- 359

tural adaptability, evidenced by 4.1% counting ac- 360

curacy improvement in Qwen2-VL and 111.3% 361

adversarial robustness enhancement in LLaVA-1.5. 362

Both models show >35% gains in spatial reason- 363

ing, aligning with spatial cognitive network re- 364

search (Yang et al., 2024; Chen et al., 2024). This 365

asymmetric performance improvement underscores 366

CARE’s capacity to address model-specific limita- 367

tions through dynamic visual-semantic alignment. 368

369

Deepseek-R1 and Gemma 3 assisted evalua- 370

tion. Deepseek-R1 (DeepSeek-AI et al., 2025) 371

and Gemma 3 (Gemma, 2025) provide critical in- 372

sights for model selection through their compre- 373

hensive evaluation of multiple LVLMs on Hallu- 374

sionBench. As illustrated in Figure 5, each subplot 375

presents the assessment results using both random 376

sampling and beam search decoding methods. The 377

performance distributions across subplots exhibit 378

centrally scaled patterns regardless of evaluator 379

capabilities, with the sole distinction lying in nu- 380

merical score variations. This observation suggests 381

that hallucination evaluations maintain consistent 382

fairness across different LLM assessors. 383

Notably, the Qwen2.5-VL subplot demonstrates 384

an anomalous performance spike in simple ques- 385

tion evaluations. Since Qwen2.5-VL underwent 386

no fine-tuning with HallusionBench data, we hy- 387

pothesize that the observed bias may stem from 388

Deepseek-R1 32B’s developmental lineage — 389

specifically, its creation through knowledge distilla- 390

tion techniques applied to Qwen2.5. This architec- 391

tural inheritance could perpetuate inherent biases 392

toward Qwen2.5 series outputs during evaluation. 393

These findings support two key conclusions: 394

First, LLM-based hallucination benchmarks like 395

HallusionBench permit cost-effective deployment 396

strategies for evaluator models without compro- 397

mising result distribution patterns. Second, model 398

genealogy and knowledge transfer methodologies 399

warrant careful consideration when interpreting 400

cross-model evaluation outcomes, particularly in 401

scenarios involving shared architectural heritage. 402
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4.3 Ablation Study on Hyper-parameters403

Our controlled analysis of penalty strength λ in404

CARE yields three critical insights (Table 3, Fig-405

ure 6): Easy question accuracy (EQA) decreases406

monotonically (38.68%→35.82%, -7.4% relative)407

with increasing λ, indicating excessive regular-408

ization disrupts visual-semantic mapping. Hard409

question performance (HQA) peaks non-linearly at410

λ = 1.50 (34.19%, +1.17pp vs λ = 0.10), reveal-411

ing scalar tuning’s limited utility for higher-order412

reasoning. Optimal overall accuracy (QA=39.15%)413

emerges at λ = 0.10 with minimal variance414

(σ=0.51pp), while surpassing λ > 1.50 triggers415

significant degradation (QA=38.09% at λ = 2.00,416

-1.1pp), delineating stability thresholds for cross-417

modal alignment. 418

Task-specific regularization effects emerge dis- 419

tinctly: Figure Accuracy (FA) maintains stability 420

(14.16-15.61%) across λ values, whereas Question 421

Pair Accuracy (QPA) improves marginally (7.47- 422

9.23%). Strong negative correlation between λ and 423

EQA (Pearson’s r = −0.83) contrasts with weaker 424

positive HQA association (r = 0.41), demonstrat- 425

ing inherent trade-offs in multi-task optimization. 426

These findings advocate for component-adaptive 427

penalty mechanisms over uniform regularization, 428

as visual processing exhibits inherent constraint 429

resilience while linguistic tasks benefit selectively 430

from moderated parameterization. 431

As shown in Table 4, Qwen2-VL (Wang et al., 432
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Approach AS↑ HR↓ OA↑ AO↑ Comp↑ Count↑ SR↑ E↑ HD↑ O↑
Q-Sample 4.35 0.26 3.92 4.83 4.83 4.08 3.42 5.08 4.92 3.75
Q-Beam 4.28 0.27 4.08 4.17 4.75 4.08 3.83 5.42 4.67 3.25

Q-OPERA - - - - - - - - - -
Q-CARE 4.40 0.23 3.75 4.75 3.67 4.25 4.67 5.25 5.08 3.75
L-Sample 3.00 0.59 3.58 1.92 3.5 2.67 3.67 3.42 2.58 2.67
L-Beam 3.20 0.53 3.92 1.50 3.58 3.00 3.75 4.00 3.17 2.67

L-OPERA 3.19 0.51 3.75 2.17 3.67 3.42 2.92 3.75 3.17 2.67
L-CARE 3.55 0.44 3.25 3.17 3.83 3.08 4.25 4.42 3.42 3.00

Table 2: Evaluation of MMHalBench on Hallucinations. We adopt the following abbreviations: AS represents
Average Score; HR represents Hallucination Rate; OA represents Object Attribute; AO represents Adversarial
Object; Comp represents Comparison; Count represents Counting; SR represents Spatial Relation; E represents
Environment; HD represents Holistic Description; O represents Other. In the Approach column, Q denotes Qwen2-
VL and L denotes LLaVA-1.5.
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Figure 5: HallusionBench performance on different
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consistency validates the choice of Gemma 3 as an eval-
uation tool, providing a cost-effective solution without
compromising the evaluation quality.

2024) exhibits high sensitivity to the penalty433

strength λ. When λ is set to 0.001, the model main-434

tains baseline performance (CARE Acc = 0.876 vs435

Beam Acc = 0.877), with a minimal F1 score de-436

crease of only 0.003, indicating that weak penalties437

do not compromise the original reasoning capabili-438

ties. However, when λ is increased to 0.01, perfor-439

mance experiences a dramatic decline, with recall440

plummeting to 0.0446 (a decrease of 94.3%), and441

f1 score decreasing by 90.8%, suggesting that the442

model enters an over-suppressed state. At λ = 200,443
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Figure 6: Performance Comparison Under Different
Penalty Strengths

accuracy partially recovers to 0.595, but recall re- 444

mains below baseline levels by 73.2%, displaying 445

a conservative prediction characteristic with high 446

precision (0.9203) and low recall (0.208). Qwen2- 447

VL demonstrates nonlinear response characteristics 448

to penalty strength; performance collapses when 449

λ > 0.001, necessitating sub-critical parameter 450

configurations combined with decoder optimiza- 451

tions to enhance robustness. 452

4.4 Dependency Assessment of Generated 453

Tokens 454

CARE enhances visual-semantic alignment 455

through dynamic detection of token dependencies 456

and penalization of non-visually-related tokens. 457

Quantitative evaluations on two benchmarks 458

demonstrate its effectiveness in improving visual 459

information density: 460
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λ QPA↑ FA↑ EQA↑ HQA↑ QA↑
0.10 7.47 15.03 38.68 33.02 39.15
0.50 7.69 15.61 37.80 32.33 38.62
1.00 7.91 14.74 37.36 33.49 39.15
1.50 9.01 14.45 36.92 34.19 38.88
2.00 9.01 15.61 35.38 33.72 38.09
2.50 8.79 14.16 34.95 33.49 37.82
3.00 9.23 14.45 35.82 33.95 38.35

Table 3: Performance Comparison of LLaVA-1.5 on
HallusionBench Under Different Penalty Strengths. We
use the following abbreviations: QPA for Question Pair
Accuracy, FA for Figure Accuracy, EQA for Easy Ques-
tion Accuracy, HQA for Hard Question Accuracy, and
QA for Question Accuracy.

λ Decode
Popular

Acc↑ Prec↑ Recall↑ F1↑
- Sample 0.873 0.9612 0.7773 0.8595
- Beam 0.877 0.94 0.8053 0.8675

0.001 CARE 0.876 0.9526 0.7913 0.8645
0.01 CARE 0.4853 0.3764 0.0446 0.0798
200 CARE 0.595 0.9203 0.208 0.3393

Table 4: Comparison of Qwen2-VL’s Performance
on the POPE Benchmark Under Different Penalty
Strengths

In HallusionBench (HB), CARE achieves 5.53%461

visually associated tokens (NVAT=1,757/31,778)462

compared to 5.43% (NVAT=1,727/31,814) with-463

out CARE. The MMHalBench (MB) results464

show greater improvement: 1.41% visual associa-465

tion (NVAT=50/3,546) with CARE versus 1.13%466

(NVAT=42/3,715) in baseline. Notably, CARE re-467

duces total token generation (TNT↓) while increas-468

ing NVAT counts across both benchmarks.469

The visual association gains correlate with470

benchmark characteristics: HallusionBench shows471

0.10% absolute improvement, while MMHalBench472

achieves 0.28% gain. These results confirm473

CARE’s adaptive capability in different task scenar-474

ios through its penalty mechanism, which system-475

atically enhances the density of visually relevant476

tokens without expanding generation scale.477

5 Limitations478

This section outlines two primary limitations of the479

CARE method. First, its performance optimization480

through penalty mechanisms on non-visual tokens481

reveals heterogeneous sensitivity across LVLMs.482

For instance, Qwen2-VL experiences performance483

collapse at a penalty intensity of 0.001, whereas484

LLaVA-1.5 sustains superior performance even at485

3.00. This divergence likely originates from archi-486

tectural differences: Qwen2-VL’s dynamic rout-487

CARE TNS TNT↓ NVAT↑ ARVAT↑

HB ✓ 951 31778 1757 5.53%
✗ 951 31814 1727 5.43%

MB ✓ 96 3546 50 1.41%
✗ 96 3715 42 1.13%

Table 5: Dependency Analysis of Generated Tokens
in Multimodal Models. We use the following abbrevi-
ations: TNS (Total Number of Samples), TNT (Total
Number of Tokens), NVAT (Number of Visually Asso-
ciated Tokens), and ARVAT (Average Ratio of Visually
Associated Tokens). The leftmost column identifiers HB
and MB represent HallusionBench and MMHalBench,
respectively.

ing attention mechanism enables complex cross- 488

modal feature capture, contrasting with LLaVA- 489

1.5’s single-layer MLP design, resulting in stronger 490

modality coupling dependencies. 491

Second, the dual-path inference architec- 492

ture introduces computational overhead. With 493

num_beams=3, the system requires maintaining 494

six concurrent beam groups. Notably, counterfac- 495

tual path beams mask visual inputs, effectively re- 496

ducing the LVLM to an LLM, and terminate after 497

effect detection without final decoding participa- 498

tion. Although these beams incur lower computa- 499

tional costs than persistent factual beams, optimiza- 500

tion strategies may involve batched inference with 501

graph fusion techniques to merge beam groups and 502

reduce redundant computations. 503

6 Conclusion 504

This paper presents a novel decoding method for 505

LVLMs, referred to as CARE, which effectively 506

mitigates hallucination without requiring additional 507

training costs, data, or external knowledge. Build- 508

ing upon the latest research findings that hallucina- 509

tion is strongly correlated with powerful linguistic 510

priors, our key innovation lies in introducing a ro- 511

bust statistical effect detection mechanism. This 512

mechanism tracks whether each newly generated 513

token is visually associated and imposes penalties 514

on non-linguistic tokens to enhance the weight of 515

visual information, thereby achieving hallucination 516

suppression. Experimental results demonstrate that 517

CARE operates stably across LVLMs and signifi- 518

cantly reduces hallucination. 519
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A Theoretical Validation of the CARE681

Method via Causal Inference682

A.1 Identifiability Proof for Structural Causal683

Models684

Definition 1 (Structural Equations of Genera-685

tion Process): Given visual encoder ϕ and linguis-686

tic decoder ψ, we formalize the structural equations687

for the bimodal generation system:688


ht = fθ([V ;L], ht−1) + ϵht
V = ϕ(V) + ϵV

L = ψ(P) + ϵL
(9) 689

where ht ∈ Rdh denotes the hidden state at 690

timestep t. V ∈ Rdv represents visual feature vec- 691

tors. L ∈ Rdl corresponds to linguistic feature 692

vectors. ϵht ∼ N (0,Σh) characterizes hidden state 693

noise processes. ϵV , ϵL are independent feature 694

extraction noises satisfying ϵV ⊥⊥ ϵL. 695

Theorem 1 (Causal Identifiability of Counter- 696

factual Intervention): The causal effect of inter- 697

vention do(V = 0) is identifiable when: 698

P (hcft |do(V = 0)) =

∫
P (ht|V = 0, L, hcft−1)

dP (L|hcft−1)

(10)

699

where do(V = 0) implements null intervention on 700

visual pathway. hcft denotes counterfactual hidden 701

states. The integral term captures marginal distri- 702

bution of linguistic features. 703

Proof: Through recursive expansion of hidden 704

state divergence: 705

∥ht − hcft ∥ ≤ Lt
f∥V ∥+

t−1∑
k=1

Lk
f ϵ

h
t−k (11) 706

where Lf is the Lipschitz constant of transition 707

function fθ. ϵht−k accumulates historical noise im- 708

pacts. Geometric series convergence under Lf < 1 709

ensures hidden state stability. 710

A.2 Asymptotic Properties of Causal Effect 711

Estimation 712

Definition 2 (Potential Outcome Framework): 713

Define causal contrast: 714

∆ITE
t (w) = logP (w|ht)︸ ︷︷ ︸

Yt(1)

− logP (w|hcft )︸ ︷︷ ︸
Yt(0)

(12) 715

where Yt(1) quantifies factual generation proba- 716

bilities. Yt(0) measures counterfactual generation 717

probabilities. ITE (Individual Treatment Effect) 718

captures individual-level causal effects. 719

Theorem 2 (Consistency of Doubly Robust 720

Estimation): Construct augmented inverse proba- 721

bility weighted estimator: 722

∆̂AIPW
t =

Yt(1)

π̂
− Yt(0)

1− π̂
+ (µ̂1 − µ̂0) (13) 723
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where π̂ = P (V = 1|L, ht−1) estimates propen-724

sity scores. µ̂v = E[Yt(v)|L, ht−1] specifies out-725

come regression models. Doubly robust property726

requires accurate estimation of either π̂ or µ̂v.727

A.3 Game-Theoretic Interpretation of728

Dynamic Penalty Mechanism729

Definition 3 (Bayesian Nash Equilibrium): For-730

malize utility function for beam search candidates:731

U (i) = logit(i)F (w)− λ exp(−βs(i)) · αt (14)732

where λ regulates penalty intensity. β controls733

historical dependency decay rate. αt = 1 −734
1
B

∑
I(s(j) ≥ τs) implements competitive suppres-735

sion.736

Theorem 3 (Equilibrium Existence): Verify737

Debreu-Fan-Glicksberg conditions:738

∂2U (i)

∂
(
s(i)
)2 = λβ2 exp(−βs(i)) · αt ≥ 0 (15)739

where Non-negative second derivative ensures util-740

ity function convexity. Compact strategy space741

s(i) ∈ [0, 1] satisfies topological compactness.742

Continuous payoff function maintains mapping743

continuity.744

A.4 Statistical Convergence of WMOM745

Estimation746

Theorem 4 (Exponential Concentration Inequal-747

ity): For sub-Gaussian distributed effect estimates:748

P (|∆̃t−∆∗
t | ≥ ϵ) ≤ 2 exp

(
− Bϵ2

2σ2
∑
ω2
i

)
(16)749

where σ2 specifies sub-Gaussian parameter. ωi =750
exp(−di)∑
exp(−dj)

denotes normalized weights. di =751

|∆(i)
t − median(∆t)| measures median-centered752

distances.753

A.5 Stochastic Process Analysis of Adaptive754

Thresholding755

Definition 5 (Threshold Dynamics): Establish756

Ornstein-Uhlenbeck process:757

dτt = −α(τt − τ∞)dt+ στdWt (17)758

where τ∞ = E[MAD + ϵ] defines equilibrium759

point. στ =
√
(1− α2)Σϵ quantifies diffusion760

coefficient. Wt drives stochastic perturbations via761

standard Brownian motion.762

Theorem 5 (Threshold Stability): Construct 763

Lyapunov function: 764

V (τ) = (τ − τ∞)2 ⇒ AV ≤ −αV + C (18) 765

where A represents infinitesimal generator. Coeffi- 766

cient C = (1−α2)Σϵ characterizes noise intensity. 767

Negative drift term guarantees exponential conver- 768

gence in mean-square sense. 769

B Implementation Details 770

All experiments were conducted using a single 771

NVIDIA RTX 4090 GPU. To expedite the exper- 772

imental process, we employed flash attention-2 773

(Dao, 2024) acceleration technology, which sig- 774

nificantly enhances resource utilization and compu- 775

tational efficiency. For model deployment of both 776

Gemma 3 and Deepseek-R1, we utilized the user- 777

friendly Ollama framework on the NVIDIA RTX 778

4090 platform. The Deepseek-R1 model was im- 779

plemented using Ollama model ID 38056bbcbb2d, 780

while the Gemma 3 model corresponded to ID 781

a418f5838eaf. 782

C Extended Experiments 783

C.1 Deepseek-R1 and Gemma 3 Assisted 784

Evaluation 785

Deepseek-R1 (DeepSeek-AI et al., 2025) and 786

Gemma 3 (Gemma, 2025) were utilized to eval- 787

uate multiple LVLMs on HallusionBench, reveal- 788

ing critical insights into evaluation model selec- 789

tion. Experimental data show that, as shown in 790

Table 6, Deepseek-R1 improves the system accu- 791

racy of Gemma 3 by 8.2±3.2% (Pearson r=0.89, 792

p=9.15e-7<0.01) in the comprehensive benchmark 793

test, indicating that the ability of the evaluator is 794

closely related to the evaluation results. 795

Inter-model relative accuracy analysis shows 796

high ranking consistency across evaluators 797

(Kendall’s W=0.87), though Qwen2.5-VL exhibits 798

a 11.96% accuracy disparity between Beam 799

search results from Deepseek-R1 (62.27%) and 800

Gemma 3 (50.31%). The Qwen2-VL series 801

demonstrates greater robustness to evaluator 802

variations (∆=4.25%) compared to Deepseek-VL2 803

(∆=14.44%). 804

While Gemma 3 maintains strong rank correla- 805

tion with Deepseek-R1 (Spearman ρ=0.92), signifi- 806

cant scoring discrepancies emerge in hard question 807

evaluations (5.5±4.3%). This necessitates high- 808

performance evaluators for fine-grained analyses, 809
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though Gemma 3 retains ranking stability for rou-810

tine testing (Mantel test p=0.0001). These find-811

ings emphasize the need to integrate evaluator ca-812

pability calibration into benchmark systems and813

prioritize relative rankings over absolute scores in814

cross-model comparisons.815

C.2 POPE Evaluation on Hallucinations816

The Polling-based Object Detection Evaluation817

(POPE) (Li et al., 2023) is a method designed to818

assess object-level hallucinations in large vision-819

language models (LVLMs). It employs a question-820

and-answer format, specifically asking questions of821

the form "Is there an object in the image?"822

and evaluates model performance based on its re-823

sponses of yes or no. This approach assesses824

whether the model can accurately associate given825

images with specific objects. The POPE framework826

consists of three distinct test components: Random,827

Popular, and Adversarial. The Random component828

evaluates object detection accuracy using randomly829

selected objects from the COCO dataset. The Popu-830

lar component focuses on assessing the existence of831

frequently occurring objects in the COCO dataset.832

The Adversarial component tests the model’s abil-833

ity to detect objects that are highly semantically834

related to those present in the image.835

Based on the quantitative analysis results using836

the POPE benchmark (Table 7), this paper conducts837

a systematic investigation into the object hallucina-838

tion suppression capabilities of the Qwen2-VL and839

LLaVA-1.5 models, focusing on two key aspects:840

decoding strategy optimization and architectural841

differences. As illustrated in Figure 7, different842

decoding strategies exhibit significant variations843

in their impact on model performance. Moreover,844

the compatibility between a model’s underlying ar-845

chitecture and its decoding methodology plays a846

direct role in determining hallucination suppression847

effectiveness.848

In the Qwen2-VL model, the Beam Search de-849

coding strategy demonstrates a comprehensive per-850

formance advantage. Specifically, under the Ran-851

dom testing scenario, this strategy achieves optimal852

results with an accuracy of 88.4% and an F1 score853

of 87.7%, showcasing superior balance between854

precision (96.4%) and recall (80.5%) compared to855

other strategies. Notably, while the CARE method856

slightly lags behind Beam Search in terms of accu-857

racy (88.3%) and F1 score (87.5%), it attains the858

highest precision level at 97.8%. This indicates that859

the CARE method effectively reduces false posi-860

tives by incorporating a stricter mechanism for ob- 861

ject existence determination. Of particular concern 862

is the extreme divergence observed when employ- 863

ing Sample decoding, where the model exhibits a 864

precision of 98.1% and recall of 77.7%. This phe- 865

nomenon highlights potential issues with overly 866

conservative predictions that traditional probabilis- 867

tic sampling methods may introduce in object de- 868

tection tasks. 869

The LLaVA-1.5 model exhibits distinct response 870

characteristics in terms of decoding strategy opti- 871

mization. In the Random test, the CARE method 872

achieves a performance breakthrough with an ac- 873

curacy rate of 88.5% and an F1 score of 87.8%, 874

outperforming the OPERA method by 0.49% and 875

0.34%, respectively. This demonstrates its algo- 876

rithmic advantages in handling complex scenarios. 877

Notably, while the Beam Search strategy reaches 878

a peak recall rate of 81.0%, its precision (96.0%) 879

decreases by 0.007 percentage points compared 880

to the CARE method. This performance trade-off 881

reflects the fundamental differences between decod- 882

ing mechanisms in terms of their precision-recall 883

balance. In the Adversarial test, the overall perfor- 884

mance of the LLaVA-1.5 model lags behind that of 885

Qwen2-VL by approximately 3 percentage points, 886

a discrepancy that may stem from its visual en- 887

coder’s insufficient robustness against adversarial 888

interference. 889

Cross-model comparative analysis has revealed 890

two critical findings: First, Qwen2-VL demon- 891

strates significantly superior average accuracy 892

(85.6%-85.9%) compared to LLaVA-1.5 (82.6%- 893

83.8%) in adversarial testing, which is closely re- 894

lated to its enhanced design of multi-modal align- 895

ment mechanisms. Second, the CARE method 896

achieves a random testing accuracy of 88.5% 897

on LLaVA-1.5, surpassing Qwen2-VL’s 88.3%, 898

thereby demonstrating its architecture-agnostic ad- 899

vantage. Additionally, both models experienced a 900

decrease in precision during the Popular test, with 901

LLaVA-1.5 showing a significant drop of 2.1 per- 902

centage points. This indicates that high-frequency 903

objects with strong semantic associations remain 904

critical factors contributing to misjudgments. No- 905

tably, the data deficiency observed in Qwen2-VL’s 906

OPERA method may reflect challenges in its adap- 907

tation to novel model architectures, while CARE’s 908

consistent performance across both models pro- 909

vides empirical evidence for cross-platform deploy- 910

ment. 911
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LVLMs Eval Model Decode QPA↑ FA↑ EQA↑ HQA↑ QA↑
LLaVA-1.5 Gemma 3 Sample 7.25 13.58 34.73 31.86 36.85

LLaVA-1.6-Vicuna Gemma 3 Sample 7.91 12.72 36.92 28.60 36.14
LLaVA-1.6-Mistral Gemma 3 Sample 8.57 15.03 37.80 28.37 38.26

Deepseek-VL Gemma 3 Sample 6.81 13.01 32.31 30.00 35.96
Deepseek-VL2 Gemma 3 Sample 11.87 22.25 32.31 35.58 39.24

Phi-4 Gemma 3 Sample 17.36 26.59 42.86 40.00 48.01
Qwen2-VL-Instruct Gemma 3 Sample 21.32 29.77 46.37 40.23 49.16

Qwen2-VL Gemma 3 Sample 14.51 23.99 45.93 38.37 46.77
Qwen2.5-VL Gemma 3 Sample 17.80 29.48 42.86 41.86 49.42
LLaVA-1.5 Gemma 3 Beam 7.91 14.45 37.58 33.49 38.88

LLaVA-1.6-Vicuna Gemma 3 Beam 7.03 10.69 37.14 27.44 36.58
LLaVA-1.6-Mistral Gemma 3 Beam 9.01 14.45 41.32 28.84 40.04

Deepseek-VL Gemma 3 Beam 7.03 9.54 32.31 33.26 37.02
Deepseek-VL2 Gemma 3 Beam 12.31 21.97 33.19 36.74 40.57

Qwen2-VL-Instruct Gemma 3 Beam 18.90 29.48 45.93 39.77 48.27
Qwen2-VL Gemma 3 Beam 18.68 28.32 47.69 42.09 49.07

Qwen2.5-VL Gemma 3 Beam 17.58 29.48 45.05 42.79 50.31
LLaVA-1.5 Deepseek-R1 Sample 9.45 15.32 41.76 35.81 43.67

LLaVA-1.6-Vicuna Deepseek-R1 Sample 13.41 15.32 44.40 34.19 43.67
LLaVA-1.6-Mistral Deepseek-R1 Sample 14.29 16.76 41.98 32.56 43.76

Deepseek-VL Deepseek-R1 Sample 9.89 13.87 41.98 30.23 43.40
Deepsek-VL2 Deepseek-R1 Sample 20.66 24.86 46.81 50.00 53.68

Phi-4 Deepseek-R1 Sample 22.42 28.90 53.41 42.79 54.65
Qwen2-VL-Instruct Deepseek-R1 Sample 27.69 31.50 58.46 45.12 57.57

Qwen2-VL Deepseek-R1 Sample 22.86 28.32 54.29 46.51 55.36
Qwen2.5-VL Deepseek-R1 Sample 30.77 36.71 36.71 50.70 62.27
LLaVA-1.5 Deepseek-R1 Beam 10.33 17.34 43.52 36.28 44.82

LLaVA-1.6-Vicuna Deepseek-R1 Beam 9.45 14.16 45.49 30.47 43.58
LLaVA-1.6-Mistral Deepseek-R1 Beam 11.21 16.47 45.71 31.40 44.55

Deepseek-VL Deepseek-R1 Beam 7.47 10.98 38.90 30.93 41.81
Deepseek-VL2 Deepseek-R1 Beam 20.88 23.41 48.35 48.84 54.56

Qwen2-VL-Instruct Deepseek-R1 Beam 26.81 33.82 57.36 45.58 57.13
Qwen2-VL Deepseek-R1 Beam 22.20 29.48 51.21 46.28 53.32

Qwen2.5-VL Deepseek-R1 Beam 29.23 29.23 60.22 51.86 62.27

Table 6: Deepseek-R1 and Gemma 3 assisted evaluation. We use the following abbreviations: QPA for Question
Pair Accuracy, AC for Figure Accuracy, EQA for Easy Question Accuracy, HQA for Hard Question Accuracy, and
QA for Question Accuracy.
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Figure 7: Results of hallucination evaluation on POPE. This analysis examines three levels across four aspects:
accuracy, precision, recall, and F1 score, under random testing, popular testing, and adversarial testing conditions. It
is important to note that larger radar charts indicate better performance.
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Approach Random Popular Adversarial

Acc↑ Prec↑ Recall↑ F1↑ Acc↑ Prec↑ Recall↑ F1↑ Acc↑ Prec↑ Recall↑ F1↑
Q-Sample 0.877 0.981 0.777 0.867 0.87 0.961 0.777 0.859 0.856 0.923 0.776 0.843
Q-Beam 0.884 0.964 0.805 0.877 0.877 0.940 0.805 0.867 0.859 0.902 0.805 0.851

Q-OPERA - - - - - - - - - - - -
Q-CARE 0.883 0.978 0.791 0.875 0.876 0.952 0.7913 0.864 0.859 0.915 0.791 0.849
L-Sample 0.875 0.969 0.783 0.866 0.859 0.929 0.778 0.847 0.838 0.883 0.780 0.828
L-Beam 0.884 0.960 0.810 0.878 0.860 0.903 0.807 0.852 0.826 0.840 0.805 0.822

L-OPERA 0.881 0.955 0.807 0.875 0.859 0.901 0.807 0.851 0.825 0.838 0.807 0.822
L-CARE 0.885 0.967 0.804 0.878 0.860 0.908 0.800 0.851 0.826 0.844 0.798 0.821

Table 7: POPE evaluation on hallucinations. In the Approach column, Q denotes Qwen2-VL and L denotes
LLaVA-1.5.
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