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Abstract001

Within the common LLM use case of text revi-002
sion, we study LLMs’ revision of gendered role003
nouns (e.g., outdoorsperson/woman/man) and004
their justifications of such revisions. We eval-005
uate their alignment with feminist and trans-006
inclusive language reforms for English. Draw-007
ing on insight from sociolinguistics, we further008
assess if LLMs are sensitive to the same contex-009
tual effects in the application of such reforms010
as people are, finding broad evidence of such011
effects. We discuss implications for value align-012
ment.013

1 Introduction014

The past years have seen the emergence of LLM015

use in everyday tasks, especially the formulation016

and revision of text (Damnati, 2024), with Open-017

AI alone reporting over 400 million weekly active018

users (Kant, 2025). People are increasingly ex-019

posed to, and thus potentially influenced by, the020

linguistic choices LLMs make. Such choices may021

not be innocuous: revising (gender-neutral) out-022

doorsperson to (masculine) outdoorsman when re-023

ferring to a woman or nonbinary person may mis-024

gender the referent (Dev et al., 2021). By choosing025

certain words over others in revision tasks, LLMs026

may – despite not having beliefs or intentions –027

propagate particular social values (Winner, 1980;028

Blodgett et al., 2020; Jackson et al., 2024).029

Here we study the revision choices made030

by LLMs among sets of gendered and gender-031

neutral role nouns in English – terms like fire-032

fighter/firewoman/fireman – using a prompt set-up033

as illustrated in Figure 1. Because these words034

refer to people’s roles in society, and have gen-035

dered and gender-neutral variants, they are laden036

with values about gender in society (Papineau et al.,037

2022). Social movements known as language re-038

form movements seek to shift such values through039

influencing how people talk about gender (O’Neill,040

(a) Explicitness affects word choices (H4a) (bold added)

(b) Variants affect justifications (H1b) (bold added)

Figure 1: Prompt setup and sample LLM responses.

2021). In particular, feminist and trans-inclusive 041

language reforms encourage a strategy of neutral- 042

ization – using neutral terms instead of gendered 043

ones – to include women and nonbinary people 044

(Cameron, 2012; Zimman, 2017). Our overarching 045

expectation is that, through their value alignment 046

steps, LLMs will similarly follow this strategy. 047

However, properties of the usage context are 048

known to affect the uptake of reform language in 049

humans. Through the use of human data (train- 050

ing corpora and value alignment) we expect LLMs 051
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(a) word choices (Section 4) result (b) justifications (Section 5) result

H1: Starting
role noun gender

LLMs overall will reflect feminist and
trans-inclusive language reforms by ex-
hibiting a neutralization strategy, replacing
gendered terms with neutral ones.

yes LLMs will emphasize values motivating lan-
guage reforms when removing gendered vari-
ants, and values used to argue against reforms
when removing neutral variants.

mostly

H2: gender of
referent

LLMs’ will treat gender-neutral language
as “required” for nonbinary referents, and
“optional” for women and men referents,
reflecting uneven application of reform lan-
guage, depending on referent gender.

yes LLMs will emphasize inclusive language
more for genders that language reforms were
designed to include (women and nonbinary
people), and will emphasize sounding profes-
sional more for women.

yes

H3: explicitness
of referent gender

LLMs will revise to neutral more when
information is explicitly declared, as op-
posed to implicit in pronoun usage.

yes LLMs will emphasize inclusive language
more when information is explicitly declared,
as opposed to implicit in pronoun usage.

yes

H4: gendered
contexts

LLMs will reinforce gendered stereotypes
by using gendered terms to match gender
associations of contexts.

mostly

Table 1: Our hypotheses about word choices for role nouns, and associated justifications.

to similarly display revision choices that are mod-052

ulated by properties of the prompt context. So-053

ciolinguistic research suggests three such modu-054

lations: the gender of the referent (Ehrlich and055

King, 1992; Zimman, 2017); the degree to which056

language around gender is made explicit (Silver-057

stein, 1985); and stereotypical gender associations058

of sentence contexts (Stokoe and Attenborough,059

2014). Figure 1a illustrates the second of these with060

a contrast between the minimally different prompts061

(i)-(ii): fireman is left unrevised when the refer-062

ent’s pronouns are merely used, but replaced with063

firefighter when the (same) pronouns are declared.064

Since the uptake of reform language is known065

to be affected by discussion of social values about066

such forms (Agha, 2003), we further study the jus-067

tifications LLMs provide alongside the revisions.068

As these give explicit labels of the values associ-069

ated with the choices made in revision, they are a070

window into the values about gendered language071

that LLMs encode. For example, in the minimally072

different pair of prompts in Fig. 1b, the neutral vari-073

ant outdoorsperson was removed to sound more074

“natural” (i), while a masculine variant outdoors-075

man was removed to be more “inclusive” (ii).076

Table 1 summarizes our hypotheses about the077

neutralization pattern and contextual influences,078

which we detail in Sections 4 and 5. By assessing079

these hypotheses, our contributions are:080

• Theoretical: Forging interdisciplinary con-081

nections by developing sociolinguistically-082

motivated hypotheses about values encoded083

in LLMs.084

• Methodological: Developing a method for085

studying the values communicated by LLMs’086

word choices – and associated justifications – 087

in a widespread use case (revising text). 088

• Empirical: Showing that, depending on con- 089

text, LLMs may reinforce gender stereotypes 090

on the one hand, but may, in many cases, re- 091

flect values such as inclusivity, corresponding 092

to motivations for role noun reforms. 093

Our work highlights how a sociolinguistically- 094

motivated approach can improve our understanding 095

of the context-dependent ways that values are en- 096

coded in language technology, which is a necessary 097

first step towards more targeted value alignment. 098

2 Background 099

In this paper, we study values around word choices 100

in LLMs. Linguists call such values language ide- 101

ologies, and theorize that values about language 102

choices have the potential for social impact (Irvine, 103

1989; Kroskrity, 2004), including the spread of pre- 104

ferred language choices (Agha, 2003). Research 105

has begun to emphasize the importance of language 106

ideologies for assessing values in NLP systems 107

(Blodgett et al., 2020), with work elucidating lan- 108

guage ideologies encoded in LLMs (Hofmann et al., 109

2024; Jackson et al., 2024; Watson et al., 2025). 110

Role nouns have been the target of language 111

reforms for over 50 years (Cameron, 2012). These 112

reforms have sought to modify people’s use of 113

role nouns in ways that both reflect and influence 114

changing attitudes around gender and societal roles 115

(Mooney and Evans, 2015). Historically, masculine 116

role nouns, such as congressman or fireman, have 117

been used as the default for men and women. Fem- 118

inist reforms encouraged neutralization: the use 119

of gender-neutral terms, such as congressperson 120
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or firefighter, to decrease the association between121

gender and social roles (Sczesny et al., 2016).122

Subsequent trans-inclusive reforms further pro-123

mote the use of terms that align with someone’s124

self-declared gender identity (including nonbinary125

genders), and the use of neutral language when126

someone’s gender is unknown. This leads to broad127

neutralization, but, in contrast to the feminist re-128

forms, proposes to use gendered language when129

the referent chooses such language (e.g., Zimman,130

2017). These reforms aim to prevent misgender-131

ing, including degendering, i.e. the use of gender-132

neutral language to avoid acknowledging the gen-133

der of trans people (Ansara and Hegarty, 2014).134

Both reforms intend to address documented real-135

world implications of gendered language use: e.g.,136

women are less likely to apply for job roles when137

masculine language is used (Bem and Bem, 1973),138

and misgendering is associated with negative men-139

tal health outcomes (e.g., Jacobsen et al., 2024).140

In studying language ideologies about role141

nouns, we contribute to a growing body of research142

on gender-inclusive language in NLP (Cao and143

Daumé III, 2020; Strengers et al., 2020; Dev et al.,144

2021; Brandl et al., 2022; Lauscher et al., 2022;145

Hossain et al., 2023; Ovalle et al., 2023). Partic-146

ularly relevant here, Lund et al. (2023) found ev-147

idence of bias against singular they in revisions,148

and a recent stream of work has begun studying149

role nouns in LLMs (Watson et al., 2023a; Bartl150

and Leavy, 2024; Bartl et al., 2025). We contribute151

a novel perspective by elucidating values about152

gendered/gender-neutral word choices.153

3 The Revision Task154

We develop a prompting approach to the revision155

task that enables us to explore how LLM responses156

are shaped by contextual factors known to influ-157

ence the adoption of the language reforms under158

study. Our prompts have prompt preambles that159

ask the LLM to revise a sentence stimulus contain-160

ing the role noun (see Figure 1). To evaluate the161

hypotheses in Table 1, we manipulate the preamble,162

stimulus, and role noun as described below.163

3.1 Prompt structure164

Preambles: Each prompt includes a preamble that165

provides a context for the requested revision. Ta-166

ble 2 shows our 3 preambles (described in detail167

below), which are followed by the revision instruc-168

tion and the sentence to be revised.169

Pronoun
Usage

My friend is writing {their, her, his} ‘About Me’
page.

Pronoun
Declaration

My friend who uses {they/them, she/her, he/him}
pronouns is writing an ‘About Me’ page.

Gender
Declaration

My friend who is a {nonbinary person, woman,
man} is writing an ‘About Me’ page.

Table 2: Templates for prompt preambles.

Role nouns: We consider 50 sets of role nouns 170

adapted from Watson et al. (2025), which drew 171

on various sources (Vanmassenhove et al., 2021; 172

Papineau et al., 2022; Bartl and Leavy, 2024; Lucy 173

et al., 2024). Each role noun set consists of three 174

variants (i.e., 50×3 = 150 unique terms): a gender- 175

neutral (reform) variant (e.g., firefighter) and two 176

gendered variants (e.g., firewoman, fireman). The 177

full list of role noun sets is given in Appendix A. 178

Stimulus sentences: We use sentences from 179

the AboutMe dataset of brief biographical sketches 180

on personal webpages (Lucy et al., 2024), since 181

these contain many role noun usages. Because our 182

prompt variations manipulate various aspects of 183

gender, we select only sentences that are unlikely 184

to have explicit indications of the gender of the au- 185

thor (other than potentially in the target role noun), 186

by filtering out sentences with lexically-gendered 187

words. Aiming for a dataset of ≥ 500 sentences, 188

we sampled up to 6 sentences per role noun vari- 189

ant (less in case the role noun variant occurs < 6 190

times), amounting to 527 stimulus sentences. 191

3.2 Prompt variations 192

To assess the impact of the gender of the role noun 193

(H1 in Table 1), we create three alternatives for 194

each stimulus sentence: one with the original role 195

noun (as used in the dataset), and two with the other 196

two variants from the role noun set. For example, 197

Figure 1b shows two variants of the same stimulus 198

sentence; the third would use outdoorswoman for 199

the term in bold. By comparing these versions of 200

the exact same sentence, we can assess to what 201

extent the gender of the role noun affects its rate of 202

revision and the types of justifications generated. 203

For the next two factors, gender of the referent 204

(H2) (the author of the About Me page) and ex- 205

plicitness of referent gender (H3), we manipulate 206

the prompt preamble, as shown in Table 2. Ref- 207

erent gender depends on the choice of one of the 208

3 pronoun/gender specifications shown in braces 209

(yielding 9 unique preambles). The Pronoun Usage 210

preamble uses a possessive pronoun to (more) im- 211

plicitly communicate information about the refer- 212

ent’s (linguistic) gender; while the Pronoun/Gender 213
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Declaration preambles give information explicitly214

about the referent’s linguistic gender and gender215

identity, respectively (Cao and Daumé III, 2020).216

We thus have 9 prompt preambles × 527 stim-217

ulus sentences × 3 role noun variants, yielding218

14, 229 prompt instances total.219

In addition to these prompt manipulations, we220

study the role of the genderedness of contexts221

(H4), by assessing how stereotypically gendered222

the stimulus sentence is. For this, we want to take223

into account all the words of the sentence including224

the role denoted by the role noun, but not the gen-225

der of the particular role noun variant that occurred226

in the original sentence. To do so, we focus on227

versions of each stimulus sentence that contain a228

gender-neutral variant of the target role noun. Fol-229

lowing this (gender-neutral) stimulus sentence, we230

append each of three statements of the form “I am231

a {person, woman, man}”. For example:232

In my final semester I was elected to be deputy233

chairperson. I am a {person, woman, man}234

We then compute the probabilities of each comple-235

tion (person, woman, man) according to the LLM236

llama-3.1-8B (Grattafiori et al., 2024).1237

We use these probabilities to compute how femi-238

nine each stimulus sentence s is, as:239

context_fem(s) = p(woman|s)
p(woman|s)+p(man|s) ,240

and how gender-neutral s is, as:241

context_neut(s) =242
p(person|s)

p(person|s)+p(woman|s)+p(man|s)243

3.3 The LLMs and Response Processing244

We studied four instruction-finedtuned/value-245

aligned models: gpt-4o (Hurst et al., 2024), llama-246

3.1-8B-Instruct (Grattafiori et al., 2024), gemma-247

2-9b-it (Gemma Team et al., 2024), and Mistral-248

Nemo-Instruct-2407 (Mistral AI Team, 2024).249

These models are widely used and come from250

four distinct organizations, allowing us to assess251

whether values around gendered language reform252

show up similarly in different LLMs.253

A heuristic algorithm described in Appendix B254

was used to segment the LLM responses into a revi-255

sion part and a justification part. We also automati-256

cally identified whether role nouns were kept or re-257

placed in the revision. While many cases of replace-258

ment use one of the other variants from a role noun259

1Here, we used the non-instruction-finetuned version, since
we wanted the probabilities of these sentence completions
rather than responses in an interactive chat set-up.

set (e.g., revising fireman to firefighter), replace- 260

ment by alternative wordings occur as well. “Alter- 261

native wording” cases are nearly always (95.7%) 262

gender-neutral (e.g., outdoor enthusiast in place of 263

outdoorsperson/woman/man; see Appendix C). 264

4 Analyzing revisions 265

Here, we assess the word choices LLMs make in 266

revising role nouns and discuss their alignment 267

with feminist and trans-inclusive language reforms. 268

4.1 Hypotheses 269

Both feminist and trans-inclusive language reforms 270

argue for broad use of gender-neutral role nouns. 271

Since all models studied underwent value align- 272

ment, which typically aims to make models more 273

inclusive (e.g., Achiam et al., 2023), we expect 274

that LLMs overall will reflect feminist and trans- 275

inclusive language reforms by exhibiting a neu- 276

tralization strategy, replacing gendered terms 277

with neutral ones (Hypothesis H1a in Table 1). 278

However, as reviewed above, people’s use of re- 279

form language is modulated by contextual factors. 280

First, people are more likely to apply reforms for 281

referents that reforms seek to include (i.e., women 282

and nonbinary people; Ehrlich and King, 1992; 283

Zimman, 2017). Because data for value alignment 284

was collected recently, we expect LLM revisions 285

to reflect current conceptions about reforms, where 286

they are strongly associated with nonbinary people 287

(e.g., O’Neill, 2021; Jiang, 2023). Thus, we predict 288

that LLMs’ will treat gender-neutral language 289

as “required” for nonbinary referents, and “op- 290

tional” for women and men referents, reflecting 291

uneven application of reform language depend- 292

ing on referent gender (H2a). 293

Second, people’s use of gendered reform lan- 294

guage is affected by the salience of gender in the 295

context, for instance because the topic itself is made 296

explicit (Silverstein, 1985). Similar effects have 297

been found for LLMs’ word choices (Watson et al., 298

2025). We operationalize this by contrasting the 299

Pronoun Usage condition with the two more ex- 300

plicit Pronoun Declaration and Gender Declara- 301

tion conditions. We predict that LLMs will revise 302

to neutral more when information is explicitly 303

declared, as opposed to implicit in pronoun us- 304

age (H3a). 305

Similarly, usage context more generally affects 306

application of language reforms (Silverstein, 1985; 307

Watson et al., 2023b). We assess whether gender 308
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revised ∼
original_masc + original_fem +

}
H1a

prompt_masc + prompt_fem +
original_mask:prompt_fem + }

H2aoriginal_fem:prompt_masc +
original_gend:prompt_neut +
prompt_gender_dec +

}
H3a

prompt_pronoun_dec +
context_fem + context_neut +
original_masc:context_fem + }

H4aoriginal_fem:context_masc +
original_gend:context_neut +
(1|sentence) + (1|rn_set)

Table 3: Logistic regression with motivating hypotheses.

associations of sentence contexts affect revision309

behaviour here, building on work on stereotypes310

in LLMs (e.g., Kotek et al., 2023). We expect that311

LLMs will reinforce gender stereotypes by using312

gendered terms to match gender associations of313

contexts (H4a).314

4.2 Evaluation Approach315

We run a logistic regression, predicting whether316

a role noun was revised (revised), on the basis317

of manipulations of the prompt context that opera-318

tionalize the hypotheses. Given the focus on neu-319

tralization, we supplement the regression results320

with analysis about what role nouns are revised to.321

Table 3 presents the regression structure.322

For H1a, we expect more revisions for the323

predictors original_masc (coded as 1 for mas-324

culine starting variants and 0 otherwise) and325

original_fem (defined analogously), in compari-326

son to the neutral starting variants as a baseline.327

We evaluate H2a through interactions between328

starting variants and the gender information in329

prompt preambles. Across the three levels330

of explicitness, we group prompts with simi-331

lar social gender associations: “neutral prompts”332

(prompt_neut) were coded as 1 for gender decla-333

ration nonbinary, pronoun declaration they/them,334

and pronoun usage their, and 0 otherwise;335

“feminine prompts” (prompt_fem) and “mascu-336

line prompts” (prompt_masc) were coded analo-337

gously.2 We expect prompts in the same group338

to increase revisions resulting in the same role339

noun gender. We predict that gendered vari-340

ants will be revised more for neutral prompts341

2We acknowledge that gender identity and pronouns are
not one-to-one, e.g., a nonbinary person could use she/her.

(original_gend:prompt_neut), reflecting neu- 342

tral terms being treated as “required” for nonbi- 343

nary people. We also expect more revisions for 344

gendered variants paired with “incongruent” gen- 345

dered prompts (original_fem:prompt_masc and 346

original_masc:prompt_fem), reflecting the treat- 347

ment of “congruent” gendered variants as defaults 348

and neutral terms as “optional” alternatives. 349

For H3a, we expect greater rates 350

of revisions for the explicit declara- 351

tion cases, i.e., prompt_gender_dec and 352

prompt_pronoun_dec (each coded as 1 for the 353

relevant declaration prompt, and 0 otherwise) – 354

compared to the implicit pronoun usages as a 355

baseline. 356

H4a is assessed through interactions between 357

starting variants and the gender associations of 358

the sentence contexts (as defined in Sec. 3.3). 359

We expect higher rates of revisions for mas- 360

culine variants in stereotypically feminine con- 361

texts (original_masc:context_fem); for femi- 362

nine variants in stereotypically masculine contexts 363

(original_fem:context_masc);3 and for gen- 364

dered variants in contexts that lack strong gender 365

associations (original_gend:context_neut). 366

We include main effects for predictors in inter- 367

actions, and random intercepts for sentence stim- 368

uli (1|sentence) and role noun sets (1|rn_set). 369

Tests are Bonferroni-corrected for N = 4 models, 370

with α = .05. 371

4.3 Results and Discussion 372

We discuss the results for each hypothesis, referring 373

to regression results in Table 4, and descriptive 374

statistics of the revisions in Figure 2. 375

Hypothesis H1a: The results support the pre- 376

dicted strategy of overall neutralization. Sig- 377

nificant positive effects of original_masc and 378

original_fem indicate that gendered role nouns 379

are more often removed. Models most often re- 380

vise to neutral variants or (gender-neutral) alterna- 381

tive wordings (henceforth “neutralizations”); pur- 382

ple and green bars in Fig. 2. There are, however, 383

some interesting modulations of this pattern, as 384

predicted by our remaining hypotheses. 385

Hypothesis H2a: We find a significant inter- 386

action original_gend:prompt_neut, indicating 387

that gendered variants are more likely to be re- 388

vised for neutral prompts. As these cases are 389

nearly always revised to neutralizations (first col- 390

3context_masc(s) is coded as –context_fem(s).
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Figure 2: Revision patterns. For each of the three starting role noun variants, the bars show which variant or
alternative wording it was revised to, for each preamble and model. Each bar corresponds to a proportion of our 527
stimulus sentences.

gpt llama gemma mistral

(Intercept) −5.01 −3.39 −1.37 −3.93

original_masc 1.39 1.82 0.42 2.43
original_fem 1.89 2.71 0.97 3.31

prompt_masc 0.41 0.23 0.11 0.03
prompt_fem 0.25 0.28 −0.06 0.06

original_masc:prompt_fem 3.98 1.47 1.54 2.05
original_fem:prompt_masc 3.22 1.61 1.46 1.53
original_gend:prompt_neut 3.56 1.41 1.11 1.94

prompt_gender_dec 2.81 1.19 1.01 1.28
prompt_pronoun_dec 2.40 0.95 0.95 0.94

context_fem 0.67 −0.18 0.53 0.84
context_neut −0.47 −1.30 0.12 −1.10

original_masc:context_fem −0.37 0.26 −0.19 −0.53
original_fem:context_masc 0.84 0.60 0.53 0.78
original_gend:context_neut 1.62 1.68 0.30 2.55

Table 4: Regression results. Each column reports
a single logistic regression test (one per LLM), and
cells show coefficients for predictors. Shaded cells
are significant, and cell color indicates direction of
effect: green=positive, in line with our predictions;
pink=negative; gray=no prediction. Each regression
has 14, 229 data points (prompt/revision instances).

umn of Fig. 2), neutral variants indeed appear391

to be treated as “required” for nonbinary gen-392

ders and people using neutral terms. The sig-393

nificant interactions original_masc:prompt_fem394

and original_fem:prompt_masc show that mod-395

els are more likely to revise gendered variants that396

occur with “incongruent” gendered prompts. These397

“incongruent” cases are revised to neutralizations or398

“congruent” gendered terms (red and yellow bars399

in second and third columns of Fig. 2), suggesting 400

that gendered terms are treated as an option here, 401

unlike for the neutral prompts. 402

This linguistic strategy runs counter to feminist 403

reforms, which advocate using neutral role nouns 404

across the board. However, optionally allowing 405

gendered role nouns for people who use gendered 406

pronouns could help avoid degendering (where gen- 407

dered role nouns may be neutralized despite the 408

referent wanting to highlight their gender; Ansara 409

and Hegarty, 2014). Ultimately, different linguistic 410

strategies may be desirable for different users, and 411

identifying cases where these language reforms di- 412

verge can support the development of alignment 413

approaches that address different sets of needs. 414

Hypothesis H3a: Explicit preambles 415

(prompt_gender_dec and prompt_pronoun_dec) 416

display higher rates of revision, relative to the 417

implicit (baseline) preambles (pronoun_usage). 418

As explicit preambles lead to neutralizations 419

more often than the implicit ones, this suggests 420

that the LLMs are sensitive to the explicitness 421

of information about the gender of the referent. 422

However, we also find that explicit prompts 423

increase rates of revision to gendered variants, 424

suggesting that the LLMs’ tendency towards 425

neutralization may be overruled by (more) explicit 426

information about gender, which has implications 427

for prompt based value alignment strategies. 428

Hypothesis H4a: Finally, LLMs are more 429

likely to revise feminine variants in stereotypi- 430
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cally masculine contexts (significant positive ef-431

fects for original_fem:context_masc), but not432

masculine variants in feminine contexts (no effects433

for original_masc:context_fem), providing par-434

tial support for our hypothesis. This asymmetry435

may be because masculine variants are treated436

by LLMs as more broadly applicable, perhaps437

due to training data reflecting their history as de-438

faults. We also observe higher rates of revision439

for original_gend:context_neut for 3/4 mod-440

els. Since revisions are most often neutralizations,441

this shows that a neutralization strategy is being442

applied more in non-gender-stereotypical contexts.443

This may reflect that the social gender stereotypes444

in the contexts are less predictive of the role noun445

gender (cf. Stokoe and Attenborough, 2014).446

5 Analyzing values in justifications447

LLMs’ justifications for revisions frequently con-448

tain adjectives expressing values that reflect argu-449

ments for (e.g., inclusive) and against (e.g., clunky)450

language reforms. These adjectives can be grouped451

in coherent themes, detailed below and summarized452

in Table 5. Here, we study how the frequency of453

the themes varies across our prompt modulations.454

5.1 Hypotheses455

As before, we draw on sociolinguistic insight456

about values people associate with gendered word457

choices to develop a set of hypotheses, each fo-458

cusing on a different contrast among the prompts.459

With the LLMs trained on data from humans, we460

expect they will represent similar associations.461

First (H1b in Table 1), we focus on revisions462

in which the original role noun was replaced by a463

(gender-neutral) “alternative wording.” This allows464

us to compare justifications for removing the gen-465

dered vs. gender-neutral role noun variants, while466

holding constant the category they are revised to.467

We predict that neutralization of gendered forms468

will be justified more by arguments for language469

reform; i.e., (1) the inclusive theme, as a key470

motivation for gender-neutral language (e.g., Zim-471

man, 2017); (2) the modern theme, as rationale for472

removing gendered variants that tend to be older473

than neutral terminology (O’Neill, 2021); and (3)474

the professional theme, as neutralization is en-475

couraged by workplace style guides (e.g., Martinez,476

2023). Conversely, when revising neutral variants477

to alternative wordings, we expect themes used to478

argue against the use of gender-neutral variants,479

theme: keywords (seed words and extended words)

inclusive: exclusionary inclusive, ableist, biased, exclusive,
limiting, outdated, problematic, streamlined, welcoming
modern: contemporary, modern, outdated, traditional, archaic,
conventional, dated, refined, sophisticated, streamlined
professional: professional, unprofessional, ableist, biased,
casual, experienced, polished, proactive, supportive, technical
standard: common, standard, uncommon, unusual, accept-
able, archaic, conventional, preferred, traditional, typical
natural: awkward, clunky, fluid, natural, abrupt, ambiguous,
dated, informal, problematic, refined, streamlined

Table 5: Keywords by theme; seed words in italics.

for instance, that they would not sound natural or 480

standard (Curzan, 2014). 481

For the next two hypotheses (H2b-H3b), we 482

focus on revisions from gendered to neutral role 483

nouns. For H2b, we contrast masculine vs. fem- 484

inine vs. nonbinary Gender Declaration prompts, 485

assessing what justifications LLMs present to mo- 486

tivate these neutralizations. We expect the theme 487

of inclusivity to be used more when the referent 488

belongs to a group the reforms intend to include, 489

i.e., women and nonbinary people. We also predict 490

that professionalism is used more for women, 491

since women often struggle to be taken seriously 492

in the workplace, making word choices around job 493

roles higher stakes (Formanowicz et al., 2013). 494

Next, we consider a contrast in the explicitness 495

of information about the referent gender (H3b). 496

We expect more use of the theme inclusive when 497

prompts provide explicit information about pro- 498

nouns (Pronoun Declaration) than when such infor- 499

mation is more implicit (Pronoun Usage). Drawing 500

attention to the gender/pronouns of the referent will 501

increase the salience of language reforms, resulting 502

in more mentions of values that motivate them (i.e., 503

inclusivity). 504

5.2 Evaluation Approach 505

We analyze only sentences in the justifications that 506

mention one of the role noun variants. Because 507

the LLMs behaved very consistently in the word 508

choice analysis, we pool these sentences across 509

models to ensure reliable counts of our groups of 510

targeted theme words. Theme seed words were 511

manually identified, focusing on words that were 512

common in justifications. These seed sets were au- 513

tomatically expanded to include related keywords, 514

using contextual embeddings from BERT (Devlin 515

et al., 2019; see details in Appendix D). Table 5 516

presents the theme word sets. We study variation 517

in the frequency of these themes in the justification 518

sentences, across the manipulations of the prompts. 519
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theme prediction outcome

H1b: starting role noun gender (N = 13, 609)

inclusive gend > neut 29% vs. 6% ***
modern gend > neut 11% vs. 5% ***
professional gend > neut 10% vs. 12% *
standard gend < neut 6% vs. 11% ***
natural gend < neut 4% vs. 8% ***

H2b: gender of referent (N = 2, 509)

inclusive nonbinary > woman/man 58% vs. 43% ***
modern nonbinary < woman/man 6% vs. 18% ***
professional nonbinary < woman/man 4% vs. 19% ***

H3b: explicitness of referent gender (N = 4, 455)

inclusive pron. dec. > usage 58% vs. 43% ***
modern pron. dec. < usage 15% vs. 23% ***
professional pron. dec. < usage 8% vs. 20% ***

Table 6: Stats analyses for justifications. Outcomes
show the percentage of justifications mentioning a
theme, and significance levels of χ2-tests (*=.05;
***=.001), for the conditions mentioned in the predic-
tion. Shaded outcome cells are significant, and cell
color indicates direction of effect: green=in line with
our predictions; pink=opposite of predictions.

We conduct 2×2 χ2-tests (Bonferroni-corrected520

for number of themes; α = .05) that compare,521

for a given prompt manipulation and theme, the522

proportions of justifications that mention words523

from that theme.524

5.3 Results and Discussion525

Results of stats tests relevant to each hypothesis are526

in Table 6 (full descriptive stats are in Appendix E).527

H1b is supported for 4/5 themes: when gendered528

variants are revised to (neutral) alternative word-529

ings, inclusive and modern (arguments in favour530

of language reform) are used more, whereas when531

neutral variants are revised to alternative word-532

ings, natural and standard (arguments against533

reforms) are used (the effect of professionalism534

in the opposite direction being the exception to this535

trend). This pattern indicates that the justifications536

represent contrasting views on language reform,537

leading to inconsistencies in the values they com-538

municate (cf. Watson et al., 2025).539

We also find that different themes are em-540

phasized for different referent genders (H2b):541

the inclusive theme occurs more in justifica-542

tions for nonbinary people, while the modern and543

professional themes are emphasized in justifi-544

cations for women and men. Between men and545

women, the inclusive theme is mentioned more546

for women (48% vs. 38%; p = 0.001; N =547

1, 317), but not the professional theme (20%548

vs. 17%; n.s.; N = 1, 317). The results for the 549

inclusive theme echo challenges identified by 550

feminist and trans-inclusive language reform move- 551

ments: treating inclusivity as more relevant for 552

women or trans people hampers the effectiveness of 553

reforms (Ehrlich and King, 1992; Zimman, 2017). 554

Finally, we find support for the effect of explicit- 555

ness of gender information (H3b). The inclusive 556

theme is mentioned more for the (explicit) Pro- 557

noun Declaration conditions, while the modern and 558

professional themes are mentioned more for the 559

(implicit) Pronoun Usage conditions. This indi- 560

cates that LLMs, like people, may treat inclusivity 561

as more relevant when aspects of gender are made 562

salient in the context. In sum, each factor shapes 563

the values emphasized in justifications, illustrat- 564

ing the importance of considering these contextual 565

factors when evaluating and developing value align- 566

ment strategies around gendered language reform. 567

6 Conclusions 568

Here, we studied LLMs’ revision of gendered role 569

nouns and their justifications of such revisions. 570

Drawing on insight from sociolinguistics, we as- 571

sessed if LLMs are sensitive to the same contextual 572

effects on the use of gender-neutral language as 573

people are, finding broad evidence of such effects. 574

Based on a widespread and realistic use case 575

(i.e., text revision), these results have implications 576

for value alignment in LLMs. First, by identifying 577

how aspects of contexts influence LLMs’ revisions 578

of gendered language, our findings can contribute 579

to strategies for assessing and aligning values re- 580

lated to gendered language reform. For example, 581

we might want to reduce the effect of stereotypes on 582

gendered/gender-neutral word choices, or ensure 583

more consistent application of reform language 584

across contexts. 585

Second, our results demonstrate that values re- 586

lated to language reform are explicitly mentioned 587

in LLMs’ rationales for their word choices, sug- 588

gesting that LLM justifications should also be a 589

target for value alignment. For instance, if an LLM 590

characterizes a gender-neutral word choice like out- 591

doorsperson as not sounding natural, this may dis- 592

courage the adoption of such reform variants (cf. 593

Curzan, 2014). Because adoption of gendered lan- 594

guage reforms have real-world stakes for trans peo- 595

ple and women (Bem and Bem, 1973; Jacobsen 596

et al., 2024), our findings point to a key next step 597

for value alignment in LLMs. 598
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7 Limitations599

Because we study values around gendered language600

reform in LLMs, limitations of our approach carry601

ethical risks.602

We focus on gendered language reforms for En-603

glish, but many languages have ongoing language604

reforms related to gender. This focus risks pri-605

oritizing value alignment for English over other606

languages, for which the relationship between lin-607

guistic forms and values may be different. For608

example, in languages with grammatical gender,609

feminization – using feminine terms to make fem-610

inine referents visible – is a common strategy for611

feminist language reforms (Sczesny et al., 2016).612

Considering a wider set of languages would give a613

more complete picture of the values these models614

encode.615

There are also limitations related to our dataset.616

Our sentence stimuli come from real-world “About617

Me” pages (Lucy et al., 2024), which allows us to618

study role noun usages in a variety of naturalistic619

contexts. However, as identified by the creators of620

the dataset, these “About Me” pages over-represent621

North American authors. Studying values in sen-622

tences from a specific speaker population risks pri-623

oritizing them in value alignment.624

Another limitation has to do with our prompt625

wordings. We wanted to assess how information626

about a referent’s pronouns would affect revision627

behaviour. Since we manipulated many aspects of628

context in our prompts, we focused on a small set629

of possible pronouns (they/them, she/her, he/him).630

However, this risks erasing people who use mul-631

tiple pronouns (e.g., they/she), or neopronouns632

(e.g., xe/xem; Lauscher et al., 2022). Neopronouns633

may be a particularly interesting place to study val-634

ues around word choices – because neopronouns635

are relatively low frequency, and are a continually636

evolving class, LLMs may not encode stable value637

associations for them.638

Finally, although we focused on a realistic use639

case (revising text), our prompts are artificially640

constructed. This allowed us to assess the effects of641

contextual information about gender in a controlled642

way. Future work could complement our study by643

analyzing real user prompts containing gendered644

terms.645

8 Ethics646

A key contribution of our work is elucidating eth-647

ical issues around gendered language reform in648

LLMs’ revisions, drawing on ideas from sociolin- 649

guistics. Ethical details for data, code, and models 650

are below. 651

Data. The role noun sets we study are adapted 652

from Watson et al. (2025), which were released 653

under an MIT license.4 Our sentence stimuli were 654

sampled from the AboutMe dataset (Lucy et al., 655

2024), which was released under an AI2 ImpACT 656

License - Low Risk Artifacts.5 Both datasets were 657

developed for ethical evaluations of NLP models, 658

and are used for that purpose here. In line with 659

the ethics requirements for the AboutMe dataset, 660

we paraphrased the stimulus sentences (those to be 661

revised) in Figure 1, to protect subjects’ privacy. In 662

constructing our set of sentence stimuli, we filtered 663

out sentences with names, which limits the amount 664

of personally identifying information they may con- 665

tain. Since the sentences are self-descriptions in a 666

professional context (“About Me” pages), offensive 667

content is relatively rare. 668

Code. Upon publication, we plan to release code 669

and data on github under an MIT license. We used 670

AI coding assistants for help with calls to libraries 671

and for writing simple functions. All code was 672

checked thoroughly by one of the authors. 673

Models. The models we studied include llama- 674

3.1-8B-Instruct (Grattafiori et al., 2024; Llama 3.1 675

Community License Agreement; 8B parameters), 676

gemma-2-9b-it (Gemma Team et al., 2024; Gemma 677

license; 9B parameters), Mistral-Nemo-Instruct- 678

2407 (Mistral AI Team, 2024; Apache 2.0 License; 679

12B parameters), and gpt-4o (Hurst et al., 2024; 680

parameters unknown). All models were used in a 681

way that is consistent with their terms of use. We 682

queried gpt-4o through the OpenAI API. For the 683

other models, we used implementations available 684

through huggingface’s transformers library. Our 685

experiments took a total of 164 GPU hours, and 686

were run on an Nvidia A40 GPU. 687
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A Role noun sets908

The full list of role noun sets we considered are:909

Neutral Feminine Masculine
alderperson alderwoman alderman
anchor anchorwoman anchorman
assemblyperson assemblywoman assemblyman
ball person ballgirl ballboy
bartender bargirl barman
businessperson businesswoman businessman
camera operator camerawoman cameraman
caveperson cavewoman caveman
chairperson chairwoman chairman
clergyperson clergywoman clergyman
congressperson congresswoman congressman
councilperson councilwoman councilman
cow herder cowgirl cowboy
craftsperson craftswoman craftsman
crewmember crewwoman crewman
delivery person delivery woman delivery man
draftsperson draftswoman draftsman
emergency med-
ical technician

ambulancewoman ambulanceman

fan fangirl fanboy
farm worker farmgirl farmboy
fencer swordswoman swordsman
firefighter firewoman fireman
fisher fisherwoman fisherman
foreperson forewoman foreman
frontperson frontwoman frontman
gentleperson gentlewoman gentleman
handyperson handywoman handyman
layperson laywoman layman
maniac madwoman madman
meteorologist weatherwoman weatherman
newspaper
delivery person

papergirl paperboy

ombudsperson ombudswoman ombudsman
outdoorsperson outdoorswoman outdoorsman
point-person point-woman point-man
police officer policewoman policeman
postal carrier postwoman postman
repairperson repairwoman repairman
reporter newswoman newsman
salesperson saleswoman salesman
select board
member

selectwoman selectman

server waitress waiter
sharpshooter markswoman marksman
showperson showwoman showman
sound engineer soundwoman soundman
spokesperson spokeswoman spokesman
statesperson stateswoman statesman
stunt double stuntwoman stuntman
tradesperson tradeswoman tradesman
tribesperson tribeswoman tribesman
wingperson wingwoman wingman

910

These role noun sets are adapted from Watson et al.911

(2025), which drew from several sources (Van-912

massenhove et al., 2021; Papineau et al., 2022;913

Bartl and Leavy, 2024; Lucy et al., 2024). Here,914

we only included role noun sets where we could915

obtain sentence usages in the AboutMe dataset916

(Lucy et al., 2024). Additionally, some filtering917

constraints in Watson et al. (2025) were not relevant918

Revision Justification

gemma-2-9b-it 86 82
gpt-4o 94 94

llama-3.1-8B-Instr. 96 94
Mistral-Nemo-Instr. 100 100

Overall 94 93

Table 7: Accuracy of our heuristic algorithm. (percent-
age correctly identified)

to us. In particular, they excluded role noun sets 919

where one variant was a substring of another. Here 920

we include such cases (e.g., fisher, fisherwoman, 921

fisherman). 922

B Segmenting responses into revisions 923

and justifications 924

Here we describe our heuristic algorithm for ex- 925

tracting the revised sentences and justifications 926

from model output, and present an evaluation of 927

this algorithm’s accuracy. 928

To identify the revised sentence, we first split 929

model output into sentences using NLTK’s sen- 930

tence tokenizer (3.9.1). We take the revision to be 931

the sentence that is most similar to the input sen- 932

tence stimulus, based on METEOR scores (Baner- 933

jee and Lavie, 2005). Because the input sentence 934

may be split into multiple sentences during revision, 935

we also consider sequences of up to 3 contiguous 936

sentences as possible revisions. We exclude sen- 937

tences that are identical to the input sentence, as 938

sometimes model outputs repeat the input sentence 939

before the revised version. We take the rest of the 940

response following the revised sentence to be the 941

justification. 942

In some cases, models proposed multiple possi- 943

ble revisions. We aimed to select the first proposed 944

revision, by removing any text following the phrase 945

“option 2” before running the algorithm described 946

above. This kind of response was particularly com- 947

mon for the gemma model. 948

To evaluate the accuracy of our heuristic algo- 949

rithm, we randomly sampled n = 50 responses per 950

model, which were not considered in developing 951

our heuristics. The algorithm achieves an average 952

accuracy of 94% in exactly identifying revised sen- 953

tences and 93% in exactly identifying justifications. 954

See accuracy per model in Table 7. 955
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starting variant percentage gender-neutral

neutral 95
feminine 96

masculine 96

Overall 95.7

Table 8: Rates of gender-neutral alternative wordings,
by starting variant

C Alternative wording revisions956

In Sections 4 and 5, we split model revisions into957

four types, based on what role noun variants were958

revised to: neutral, feminine, masculine, and “al-959

ternative wording.” Because alternative wordings960

make up such a large share of revisions, we need961

to understand their make-up. Here we assess:962

1. Are alternative wordings typically gender-963

neutral?964

2. What are common sub-categories of alterna-965

tive wordings?966

Additionally, in Sec 5, we compare justifications967

across different starting role noun variants (i.e.,968

whether the role noun in the input sentence was969

neutral, masculine, or feminine), when revising970

to alternative wordings (H1b). Because of this, it971

is also important to understand whether the qual-972

ities of alternative wordings vary across starting973

variants, which would inform our interpretation of974

results. So, for each of the questions above, we also975

assess whether we observe differences across start-976

ing variants (in rates of gender-neutral alternative977

wordings for 1, and in frequency of sub-categories978

of alternative wordings for 2).979

C.1 Rates of gender-neutral alternative980

wordings981

To assess rates of gender-neutral alternative word-982

ings, we randomly sampled 75 responses per model,983

split evenly across starting variants, from the subset984

of responses considered in the justifications analy-985

sis (300 responses total). We manually annotated986

these responses to assess whether the revision was987

gender-neutral (i.e., did not introduce lexically gen-988

dered words). The vast majority of revisions were989

gender-neutral (95.7%), with similar rates across990

starting variants, as shown in Table 8.991

Most of the gendered alternative wordings in-992

volved using a word that was morphologically re-993

lated to the role noun (e.g., revising craftsman to994

instead talk about craftsmanship, or revising gen- 995

tleperson to talk about someone’s gentlemanly na- 996

ture). Gender-neutral alternative wordings were 997

quite varied, for example, replacing ambulance- 998

woman with paramedic; replacing fanboy with en- 999

thusiast; replacing newswoman with freelance jour- 1000

nalist; replacing businessperson with talking about 1001

leading businesses; and replacing spokesperson 1002

with talking about advocating for something. We 1003

go into greater depth about the make-up of alterna- 1004

tive wordings in the next subsection. 1005

The high rates of gender-neutral alternative 1006

wordings motivate treating this category as gender- 1007

neutral. Additionally, similar rates of gender- 1008

neutral alternative wordings across starting variants 1009

supports comparing their associated justifications 1010

to assess H1b. 1011

C.2 Make-up of alternative wordings 1012

In addition to understanding the rate of gender- 1013

neutral alternative wordings, we also wanted to get 1014

a general sense of their make-up. We used an induc- 1015

tive coding approach to develop a categorization 1016

scheme for alternative wordings, and identified the 1017

following generalizable categories: 1018

1. Alternative Noun Phrase: The role noun is 1019

replaced by a noun phrase not present in our 1020

role noun set (e.g., outdoorsperson → outdoor 1021

enthusiast). 1022

2. Removed: The role noun is entirely omitted 1023

without replacement. 1024

3. Mentions of Profession: The role noun is 1025

substituted with a description explicitly refer- 1026

encing the field or profession (e.g., firefighter 1027

→ work in firefighting or businessperson → 1028

career in business). 1029

4. Verb Phrase: The intended meaning of the 1030

original role noun is conveyed through a verb 1031

phrase describing associated actions or respon- 1032

sibilities, rather than naming the role directly 1033

(e.g., revising to replace outdoorsperson with 1034

a phrase talking about exploring the great out- 1035

doors). 1036

5. Other: Revisions that do not clearly fit into 1037

any of the categories above. Some examples 1038

include metaphorical uses of the role noun 1039

(e.g., work like a madman → work tirelessly) 1040

and substitutions with placeholders (e.g., post- 1041

woman → [insert his profession here]). 1042
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starting variant alt. noun phrase removed mention of profession verb phrase other N/A

neutral 44 9 10 7 24 6
feminine 59 10 10 6 12 3
masculine 58 12 9 6 11 4

Overall 53.7 10.3 9.7 6.3 15.7 4.3

Table 9: Sub-categories of gender-neutral alternative wordings, by starting variant. (Cells present percentages of
alternative wordings that fall into each sub-category.)

6. N/A: Cases where the split algorithm from Ap-1043

pendix B did not correctly identify the revised1044

sentence.1045

Two authors used this scheme to annotate the same1046

sample from the previous subsection, and then dis-1047

cussed to resolve any disagreements.1048

The breakdown of alternative wording types by1049

starting variant is shown in Table 9. For all starting1050

variants, the most frequent alternative wording sub-1051

category is alternative noun phrases. One differ-1052

ence across variants is that alternative noun phrases1053

appear slightly more frequent for gendered starting1054

variants, compared to neutral ones. However, in1055

general, the frequency of the categories across start-1056

ing variants has a similar distribution, motivating1057

comparing their associated justifications in H1b.1058

D Word sets for justifications analysis1059

To study the presence of different themes in jus-1060

tifications, we required word sets corresponding1061

to each theme. We started with manually curated1062

seed sets. Half the words in each seed set were1063

synonyms of the theme label word, and half were1064

antonyms. For example, for the theme inclusive,1065

the seed set was {inculsive, exclusionary}. Seed1066

words for each theme are italicized in Table 5.1067

Then, we used contextual word embeddings1068

from BERT (Devlin et al., 2019) to build expanded1069

sets of 10 words per theme, based on these seed1070

sets. We started by identifying sentences in the1071

justifications that mention role nouns. We identi-1072

fied adjectives that occur in these sentences, using1073

spaCy’s part of speech tagger. We forced the inclu-1074

sion of some frequent hyphenated adjectives that1075

were split into multiple tokens by spaCy (gender-1076

neutral, gender-specific, and non-binary), resulting1077

in N = 1, 039 total adjectives. We then gener-1078

ated contextual embeddings using BERT (specif-1079

ically bert-base-uncased) for each adjective to-1080

ken. Since we were specifically interested in rep-1081

resenting value-relevant properties of adjectives,1082

rather than information about job roles, we replaced1083

starting role noun gender
theme neutral feminine masculine

inclusive 6 29 29
modern 5 10 12
professional 12 9 11
standard 11 6 6
natural 8 4 5

Table 10: Themes in justifications by starting variant.
Cells indicate the percentage of justifications where
a theme was mentioned. Based on 13, 609 responses,
where role nouns were revised to alternative wordings.

role noun variants with [MASK] tokens, to limit the 1084

influence of specific occupations on these represen- 1085

tations. For adjectives that corresponded to multi- 1086

ple wordpiece tokens, we averaged the wordpiece 1087

contextual embeddings. 1088

We then created word embeddings per adjec- 1089

tive by averaging the contextual embeddings of all 1090

of that adjective’s occurrences. Next, we gener- 1091

ated theme embeddings by averaging the embed- 1092

dings of the words in each seed set (e.g., averaging 1093

the embeddings of inclusive and exclusionary for 1094

the inclusive theme). Then, we combined seed 1095

sets with the 10 nearest neighbor adjectives for 1096

each theme embedding to get the full word sets per 1097

theme. 1098

E Descriptive statistics about justification 1099

themes 1100

Table 10 shows the breakdown of themes across 1101

starting role noun variants, and Table 11 shows the 1102

breakdown of themes across preambles. 1103
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gender declaration pronoun declaration pronoun usage
theme nonbinary woman man they/them she/her he/him their her his

inclusive 58 48 38 56 65 54 41 44 43
modern 6 18 17 8 22 17 21 25 22
professional 4 20 17 4 13 9 23 19 20

Table 11: Themes in justifications for revisions to neutral. Cells indicate the percentage of justifications where a
theme was mentioned. Based on 6, 964 model responses, where role nouns were revised from gendered to neutral.
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