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Abstract

Personalizing handwritten text recognition can001
significantly enhance recognition accuracy, but002
requires a substantial number of handwritten003
samples, which limits its practical relevance.004
In this work, we investigate the potential of005
style-transferred synthetic samples for ad-hoc006
personalization. We show that one-shot and007
few-shot generators are able to produce visually008
similar handwriting samples. However, our009
experiments also show that the style-transferred010
data has no measurable personalization effect.011
This finding holds in a fair comparison with the012
same amount of samples and when using larger013
quantities of synthetic data.014

1 Introduction015

Offline handwritten text recognition (HTR) is016

an important step in supporting tasks like grad-017

ing handwritten university exams (Rowtula et al.,018

2019) or giving feedback in primary education019

(Laarmann-Quante, 2017). The person writing is020

usually known (e.g., exam written by a specific stu-021

dent; sentences attempted by a specific first grader),022

which means that the quality of HTR can be consid-023

erably improved by personalization (Kienzle and024

Chellapilla, 2006; Gold et al., 2021; Scius-Bertrand025

et al., 2023). However, the amount of handwrit-026

ten samples required for this purpose is a major027

factor limiting practical usefulness. In this paper,028

we explore the idea to use the precious real hand-029

writing samples to generate more style-transferred030

samples which can then be used to personalize the031

HTR system. While recent work has shown re-032

markable progress in one-shot and few-shot hand-033

writing style transfer (Dai et al., 2024; Nikolaidou034

et al., 2025), it remains unclear if such data is use-035

ful for ad-hoc personalization. To investigate this,036

we conduct qualitative and quantitative analyses to037

compare style-transferred synthetic data with real038

handwriting samples and evaluate their impact on039

HTR system personalization. Our findings reveal040

that style-transferred synthetic data lacks sufficient 041

similarity to real handwriting for effective HTR 042

personalization, highlighting the need for further 043

research to better capture and replicate individual 044

writing styles. We make all our experiment code 045

publicly available under removed for anonymous 046

review. 047

2 Personalization of HTR Systems 048

Personalization of HTR systems, also known as 049

writer adaptation, involves transforming a generic 050

recognizer into a user-specific one to improve 051

recognition rates (Kienzle and Chellapilla, 2006). 052

2.1 Real writer data 053

Style Embeddings Kohút et al. (2023) proposed 054

a model that integrates individual handwriting 055

styles into the HTR system by learning writer em- 056

beddings during training. These embeddings condi- 057

tion an Adaptive Instance Normalization (AdaIN) 058

layer, allowing the model to adapt feature process- 059

ing to the writer’s style. For known writers, this 060

approach reduced Character Error Rate (CER) by 061

9.2%. However, for unknown writers, neither se- 062

lecting the closest existing embedding nor fine- 063

tuning a new one proved effective; instead, stan- 064

dard fine-tuning outperformed both. 065

This study highlights the challenge of general- 066

izing handwriting with learned model parameters, 067

which leads to overfitting due to its individual na- 068

ture. Explicit fine-tuning could provide a more 069

effective solution. 070

Fine-Tuning – Transcribed Samples If a suffi- 071

cient number of transcribed samples from a spe- 072

cific writer are available, personalization can be 073

achieved by fine-tuning a generic model with these 074

samples. Gold et al. (2021) demonstrate the ef- 075

fectiveness of this method by fine-tuning a HTR 076

system with 528 writer-specific samples, result- 077

ing in a mean CER reduction from 14.1% to 8.0% 078
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across 40 writers. Notably, the writer with the079

highest initial CER of 47.2% benefited the most,080

achieving a reduction to 18.9%. Similarly, Kien-081

zle and Chellapilla (2006) showed that personal-082

izing a HTR system at the character level with083

2,000 user-specific samples (20 per character) re-084

duced the mean CER from 10.2% to 4.4% across085

21 writers. Scius-Bertrand et al. (2023) were also086

able to demonstrate an improvement through per-087

sonalization for challenging historical handwriting,088

achieving a mean CER reduction from 9.6% to089

8.6% across 106 writers.090

All these approaches require rather large quan-091

tities of transcribed handwriting samples for each092

writer.093

Fine-Tuning – Untranscribed Samples In real-094

world scenarios, such as exam settings, large095

amounts of handwritten samples may be available096

without transcriptions. Kang et al. (2019) propose097

an adversarial domain adaptation approach that098

fine-tunes a model initially trained on synthetic099

data by aligning synthetic and real features using a100

Discriminator and a Gradient Reversal Layer, min-101

imizing the domain gap and enhancing its ability102

to recognize new handwriting styles. This adapta-103

tion reduces average CER from 24.3% to 18.3% on104

IAM validation data, with a mean of 135 words per105

writer.106

Beyond this work, other unsupervised adapta-107

tion methods have also demonstrated improve-108

ments, such as Deep Transfer Mapping, which109

aligns feature distributions through linear transfor-110

mations (Yang et al., 2018), a Style Extractor Net-111

work, which captures writer-specific features using112

a CNN-GRU architecture (Wang and Du, 2022),113

and the use of writer invariants to iteratively refine114

character models by analyzing allograph patterns115

(Nosary et al., 2004).116

While these approaches show improvements,117

they perform much worse in terms of CER.118

2.2 Synthetic Data119

Fine Tuning – Data Augmentation Synthetic120

data has been used to personalize HTR systems.121

Jemni et al. (2022) applied augmentation tech-122

niques, including affine transformations and mor-123

phological distortions, to generate additional data124

for personalizing Arabic HTR. However, these125

methods improved only the generic model and hin-126

dered personalization by altering the writer’s style127

and limiting adaptation to individual characteristics.128

Moreover, they rely on existing data and cannot 129

generate entirely new words or characters, reduc- 130

ing diversity (Luo et al., 2022). 131

Fine Tuning – Style Transfer Style transfer is 132

employed in modern generators (Dai et al., 2024; 133

Gan et al., 2022) to mimic a handwriting style de- 134

rived from a small set of writer-specific samples to 135

generate arbitrary new text. 136

Most previous work on style transfer aims to 137

improve generic HTR models rather than person- 138

alization, with most studies indicating its limited 139

effectiveness when used alone. For instance, Dai 140

et al. (2024) and Pippi et al. (2023a) used diffusion- 141

and transformer-based models for style transfer, 142

showing that HTR models trained solely on syn- 143

thetic data achieved CERs of 11.7% and 11.9% on 144

IAM test data, while real data training reached ap- 145

proximately 5–6%. Similarly, Muth et al. (2024) 146

found that GAN-generated handwriting performed 147

significantly worse than real samples, but pre- 148

training reduced reliance on real data by 70–80% 149

while maintaining comparable performance. Like- 150

wise, Pippi et al. (2023b) show that transformer- 151

based handwriting imitation for historical HTR 152

improved only when real samples were included. 153

Kang et al. (2022) investigate Spanish number 154

recognition with GAN-based style transfer, achiev- 155

ing slightly better results by combining 160 real 156

samples with synthetic data than using 298 real 157

samples alone. Contrary to these findings, Ding 158

et al. (2023a) reported that training exclusively 159

on diffusion-generated handwriting achieved better 160

CERs, reaching 4.1% on IAM test data compared 161

to 7.3% with real samples, while a combination of 162

both further improved the result to 3.8%. 163

The studies show that style transfer can con- 164

tribute to improving HTR systems and reducing 165

reliance on real data. If successful for individual 166

writers, it could enable unlimited user-specific data 167

with few real samples, overcoming data limitations 168

and manual transcription challenges. 169

3 Research Hypothesis 170

From previous research on HTR personalization, 171

we conclude that recent advances in style transfer 172

show the biggest potential for improved personal- 173

ization. We thus explore whether synthetic data 174

generated through style transfer can enable person- 175

alization. We outline our approach in Figure 1. 176

First, a large but generic dataset with real handwrit- 177

ing samples from many writers is used to train both 178
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Figure 1: Personalization with style-transferred data

a generic HTR model and a handwriting genera-179

tor. The HTR model learns general handwriting180

recognition, while the generator builds a contin-181

uous latent space to synthesize new handwriting182

styles. Next, we take samples from specific writers183

and apply style transfer along with predefined text184

content to create a synthetic dataset. This dataset185

is then used for personalization, and we evaluate186

whether the adaptation was successful.187

4 Style Transfer188

Style transfer allows us to generate synthetic hand-189

writing samples by transferring a writer’s style onto190

arbitrarily chosen text. This technique enables the191

generation of a virtually unlimited number of sam-192

ples, which can be used for personalization. In this193

section, we describe the style transfer methods and194

assess their quality through both qualitative and195

quantitative analysis.196

4.1 Style Transfer Methods197

One-shot (Gan et al., 2022) and few-shot (Kang198

et al., 2022) methods achieve style transfer for199

unknown styles by utilizing a learned continu-200

ous latent space, where each point corresponds201

to a known writer, enabling interpolation between202

styles.203

Earlier approaches have predominantly been us-204

ing GAN-based methods (Gan et al., 2022; Luo205

et al., 2022; Kang et al., 2020) in both one-shot and206

few-shot settings. However, recent few-shot mod-207

els leveraging encoder-decoder transformers aim208

to improve character-level style variation through209

cross-attention (Pippi et al., 2023a; Bhunia et al.,210

2021).211

Meanwhile, denoising diffusion-based models 212

are becoming increasingly popular for one-shot 213

handwriting generation (Dai et al., 2024; Niko- 214

laidou et al., 2023; Ding et al., 2023b), as recent 215

studies indicate that they yield higher image qual- 216

ity, broader distribution coverage, and more stable 217

training (Dhariwal and Nichol, 2021). When com- 218

paring both approaches, one-shot learning is more 219

user-friendly, as few-shot learning is inconvenient 220

and time-consuming due to its reliance on multi- 221

ple samples (Dai et al., 2024). However, one-shot 222

learning is likely more challenging, as it lacks ro- 223

bustness to input variations due to the absence of 224

additional reference samples. 225

4.2 Data & Evaluation 226

We use the GoBo dataset (Gold et al., 2021) to 227

evaluate style transfer quality. The dataset com- 228

prises random words from the Brown Corpus, pseu- 229

dowords from the ARC Nonword Database, bal- 230

anced CEDAR letter samples, and two domain- 231

specific word lists, totaling 37,000 words written 232

by 40 individuals, with an average of 926 words 233

per writer. 234

We use the Fréchet Inception Distance (FID), 235

to evaluate the alignment between style-transferred 236

data and ground truth data (Heusel et al., 2017): 237

FID = ∥µs − µr∥22 +Tr(Cs +Cr − 2(CsCr)
1/2)
(1) 238

Here, ms and Cs represent the mean and covari- 239

ance matrix of the synthetic data, and mr and Cr 240

correspond to those of the real data. 241

4.3 Style Transfer Experiments 242

We use the One-Shot Diffusion Mimicker (One- 243

DM) and the Visual Archetypes-based Transformer 244

3



(VATr), both trained on the IAM dataset, to gen-245

erate personalized data with style transfer. These246

systems were selected for their state-of-the-art ad-247

vancements in style transfer and their reported su-248

periority in quality and adaptability over previous249

generators.250

One-DM integrates high-frequency component251

analysis into a conditional diffusion model, using252

two parallel encoders to extract spatial and high-253

frequency style features and a style-content fusion254

module to perform style transfer from a single ref-255

erence (Dai et al., 2024).256

VATr combines a Transformer encoder-decoder257

with visual archetypes and leverages a pre-trained258

convolutional backbone on a large synthetic dataset259

for robust style extraction to perform style transfer260

from a few reference samples (Pippi et al., 2023a).261

Quantitative Analysis To evaluate the depen-262

dency on references in one-shot and few-shot sce-263

narios, we generated synthetic datasets with One-264

DM and VATr, based on the vocabulary of 40 writ-265

ers from the GoBo dataset and random samples266

for style transfer. We then evaluate this synthetic267

dataset against real handwritten data using the FID268

metric. The results (see Figure 2) show that One-269

DM’s one-shot performance varies significantly270

with the chosen reference. A broad FID range indi-271

cates high intra-writer variation, making handwrit-272

ing harder to map consistently in the latent space,273

whereas a narrow range suggests a more uniform274

handwriting with minimal deviations across refer-275

ences. Notably, the few-shot approach of VATr276

with 15 shots almost always surpasses the best one-277

shot cases, indicating that the use of multiple refer-278

ences simultaneously improves style transfer preci-279

sion by reducing input variation effects. However,280

additional references beyond this point provide no281

further improvement, likely due to VATr’s opti-282

mization for this sample size. Another observation283

is that FID values vary across handwriting styles,284

suggesting that the latent space may not fully cap-285

ture the diversity of handwriting styles, with some286

being underrepresented.287

Qualitative Analysis Tables 1 show the writers288

with the highest and lowest FID ranges, highlight-289

ing their best and worst references for style transfer.290

These examples show that for writers with a291

low FID range, style transfer yields more consis-292

tent handwriting, while a high FID range leads to293

greater inconsistencies. Notably, for writer 0, the294

FID Spread Highest Lowest

Writer ID 14 0 1 15

Best Style

FID 154 143 123 135

Worst Style

FID 235 222 149 160

Best Transfer

Worst Transfer

Real

Table 1: Writers with Highest and Lowest FID Spread

reference leudds, which yielded the lowest FID, pro- 295

duced a less accurate style transfer of the letter s 296

in discuss than the reference mirc, which had the 297

highest FID. This discrepancy likely arises because 298

the FID metric measures distributional similarity 299

between synthetic and real datasets, rather than 300

capturing stylistic differences in individual images. 301

For generations with the lowest FID spreads, style 302

transfer for well and vocased closely matches the 303

original handwriting, regardless of the reference. 304

To further evaluate handwriting generators qual- 305

itatively, we generate synthetic data using samples 306

from writers with higher and lower FID spreads 307

and compare them to the original handwritten ref- 308

erences (see Appendix, Tables 4 and 5). Notably, 309

in the one-shot examples, certain styles yield better 310

results, such as the reference you, where the y in 311

the word system is closer to that of writer 17. In the 312

few-shot examples, it is noticeable that increasing 313

shots improve similarity to the original. This is 314

particularly evident in the style transfer for will, 315

where the two final l differ with 2 shots but closely 316

match the original with 15 shots. 317

4.4 Discussion of Style Transfer Quality 318

Our quantitative analysis demonstrated that style 319

transfer can achieve a certain degree of similarity 320

with real writer samples while capturing specific 321

handwriting characteristics. However, the qualita- 322

tive analysis using FIDs revealed significant varia- 323

tions in effectiveness across writers. 324

Yet, whether this serves a reliable criterion for 325

successful personalization remains uncertain, as 326

FID measures distributional similarity but may not 327

fully capture the unique characteristics of hand- 328
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Figure 2: Style transfer quality (in terms of FID values) per writer

Unique ∅ words
Dataset Words Words Writers per writer

CVL-en 84,514 253 310 273
GoBo 37,000 437 40 926
IAM 115,320 10,841 657 176

Table 2: Dataset statistics

writing. However, the FID values offered valuable329

insights, particularly regarding the strong depen-330

dence on the chosen reference in one-shot learning.331

Overall, it remains unclear whether the observed332

similarity is sufficient for effective HTR person-333

alization. We hypothesize that style-transferred334

synthetic data may contribute to reducing CERs335

but is likely less effective than real handwriting336

due to deviations from the true handwriting style.337

Next, we will begin personalizing HTR sys-338

tems with real data to demonstrate its effectiveness.339

Then, through various experiments, we will person-340

alize with synthetic few-shot and one-shot data and341

compare the results with those obtained from real342

data.343

5 Personalized Handwriting Recognition –344

Experimental Setup345

We use the state-of-the-art AttentionHTR, an end-346

to-end system that leverages ResNet for feature347

extraction and bidirectional LSTMs for sequence348

modeling, incorporating a content-based attention349

mechanism as part of an encoder-decoder architec-350

ture (Kass and Vats, 2022).351

We use the standard evaluation metric Charac- 352

ter Error Rate and three datasets (Table 2 gives 353

an overview). In addition to the GoBo dataset (in- 354

troduced in Section 4.2), we use the IAM dataset 355

(Marti and Bunke, 2002) which is derived from 356

the Lancaster-Oslo-Bergen Corpus and consists of 357

1,539 scanned handwritten English forms, penned 358

by 657 different writers, with a total of 115,320 359

words.1 We also use the CVL-database (Kleber 360

et al., 2013) which contains seven handwritten texts 361

(one in German, six in English) from 310 writers. 362

Of these, 27 writers contributed seven texts each, 363

while 283 writers contributed five texts. 364

Baseline Results We first train AttentionHTR on 365

the IAM dataset, using a 70/15/15 split for training, 366

validation, and testing. This yields an in-domain 367

CER of 4.5%. This value is reasonably close to the 368

current state of the art. The 18 systems listed on 369

PapersWithCode2 for this setup, yield CER values 370

in the range between 2.4 and 7.6%. 371

Writer Dependence Next, we evaluate how 372

much recognition performance varies between writ- 373

ers. As Figure 3 shows: quite a lot.3 For example, 374

while the median writer in the IAM dataset ex- 375

periences a system with a CER of 4.7% and half 376

1https://fki.tic.heia-fr.ch/databases/
iam-handwriting-database

2https://paperswithcode.com/sota/
handwritten-text-recognition-on-iam

3Note however that the 70 % outlier in CVL results from
a transcription error. The author wrote entirely in uppercase,
while transcriptions is normalized.
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Figure 3: Distribution of CER for individual writers

of the writers even less, some writers are faced377

with unacceptable CERs of 20 to 46%. Therefore,378

personalization has the potential to considerably379

improve performance for single writers with high380

CER values. In the next section, we experiment381

with such personalized models.382

6 Personalization with Real Data383

As we have shown in the previous section, CER384

values vary considerably between writers. Before385

we turn to style transfer in the next section, we386

now establish how much improvement is possible387

when fine-tuning with real samples from the GoBo388

dataset. This is at the same time a replication of389

the results from Gold et al. (2021), but with the390

use of AttentionHTR instead of an HTR approach391

based on a Convolutional Recurrent Neural Net-392

work (CRNN).393

For this purpose, we fine-tune the baseline model394

for each writer by incrementally adding 10 user-395

specific samples at each step, reaching a total of396

528 instances and evaluate the performance on the397

remaining 398 test samples. At each step, we398

trained the model for five epochs using a batch399

size of 10 and a learning rate of 0.001.400

Figure 4 presents the results by Gold et al. (2021)401

(a screenshot from that paper) and ours (copying402

their diagram style for better comparison). The403

slope of the learning curves is very similar, but our404

results start and arrive at much lower CER values405

due to the overall performance advantages of At-406

tentionHTR compared to the CRNN used in (Gold407

et al., 2021). Our replication shows that personal-408

ization with a few hundred user-specific samples409

is feasible. In Table 3, we present examples of410

ID Real Generic Personalized

17 Suymort keynote

10 malnde include

1 sundons scholars

26 dissmubue disputed

Table 3: Examples of HTR with and without personal-
ization for writers with the highest CER

fully correct predictions after personalization for 411

writers with the highest CER and Figure 10 (see 412

Appendix B) shows the contribution of each word 413

group to personalization. 414

Importance of Real Writer Data There is a the- 415

oretical possibility that CER values improve not 416

because we are adding data for a specific writer, 417

but in general due to fine-tuning with more data 418

(as the vocabulary for each writer in the dataset is 419

fixed). To test this, we rerun the personalization 420

experiment using for each writer samples from a 421

different writer for ‘personalization’. The (bad) 422

results in Figure 5 clearly show that the improve- 423

ments can indeed be attributed to personalization 424

with samples from a specific writer. 425

Even if we have shown that data from a random 426

writer cannot stand in for another writer, maybe 427

there are structurally similar handwriting styles 428

where this is possible. We test this by personal- 429

izing the model for the writers with the highest 430

CERs (as we can see the biggest effects here) using 431

handwriting data from each of the other writers. In 432

general, no improvements can be observed. How- 433

ever, in Figure 6 we show one exception (writers 434

10 and 17) who can mutually improve each other’s 435

CERs. Interestingly, the writing styles of these two 436

writers are indeed highly similar.4 If similar writing 437

styles can be mutually be used for personalization, 438

maybe similar generated data can also be used. 439

7 Personalization via Style Transfer 440

We now repeat the personalization experiment from 441

the previous section, but instead of real data we are 442

using style transfer to create synthetic data as de- 443

scribed in Section 4. First, we generate few-shot 444

and one-shot synthetic datasets for each writer, us- 445

ing 15 random samples for few-shot and the best 446

4In Appendices C and D, we have provided examples for
the writers with the highest and lowest CER, where these two
writers are also included.
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(a) Personalization of a CRNN by Gold et al. (2021) (b) Personalization of AttentionHTR

Figure 4: HTR results with increasing samples used for personalization on the GoBo dataset

Figure 5: Failed ‘personalization’ when using samples
from a different writer

one-shot sample for one-shot (see Figure 2), while447

using the same words as in the previous experi-448

ments to ensure a fair comparison. Since the best449

one-shot sample is unknown in practice, this sce-450

nario remains unrealistic. However, if unsuccessful,451

it would strongly indicate insufficient style transfer452

quality. We find that neither one-shot nor few-shot453

synthetic data improve recognition, and both yield454

similar outcomes, leading us to exclude one-shot455

from further experiments.456

Figure 7 compares personalization with few-shot457

style-transferred data to the baseline and to person-458

alization with real data from random writers and459

the actual writer. Notably, the CERs with style-460

transferred data are only slightly lower than those461

with real data from a random writer, suggesting an462

inconsistent resemblance to real handwriting.463

Mixing real and synthetic In previous work,464

using both real and synthetic data was success-465

fully used, thus we next personalize using a mixed466

dataset composed of 50 % synthetic and 50 % real 467

samples. The results are also shown in Figure 7. 468

Notably, the CERs at 250 samples (≈ 47 % real 469

data) without synthetic data in Figure 4b are sig- 470

nificantly lower than those in the mixed synthetic 471

dataset in Figure 7. Hence, we examine the effect 472

of initially personalizing with 250 real samples be- 473

fore continuing with synthetic data (see Figure 8). 474

After integrating the first 50 synthetic samples, per- 475

sonalization results are back to original (bad) lev- 476

els and then stay there. This indicates differences 477

between synthetic and real data, as well as the sen- 478

sitivity of the personalization process. 479

More data Although our previous experiments 480

showed that synthetic data do not contribute sig- 481

nificantly to performance, we want to rule out the 482

possibility that data quantity is the limiting factor. 483

Therefore, we extended our experiments from 500 484

to 10,000 few-shot synthetic samples based on a 485

dictionary of frequent English words5, using 30% 486

for validation to select the best model within 1–6 487

epochs (see Figure 9). The unchanged CERs fur- 488

ther confirm that the handwriting generator’s style 489

transfer is insufficient to achieve adequate similar- 490

ity to real data. 491

8 Conclusion 492

We started with the hypothesis that personaliza- 493

tion of HTR system could be achieved through 494

the use of style transfer. However, while synthetic 495

handwriting often appears visually similar to real 496

handwriting, this similarity was not sufficient in our 497

experiments to enable successful personalization. 498

5https://wortschatz.uni-leipzig.de/en/
download/English
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(a) Writer 10 (b) Writer 17

Figure 6: Personalizing with data from other writers does not work in most cases, except for very similar handwriting
styles that can mutually stand in for each other to some extent

Figure 7: Overview of personalization results

Even when using real data from writers with simi-499

lar handwriting, personalization resulted in only a500

slight improvement in CER. This implies that syn-501

thetic handwriting must exhibit a much higher de-502

gree of similarity than what can be generated with503

currently available style transfer methods. In par-504

ticular, it remains unclear which specific features505

of handwriting are essential for ensuring successful506

personalization.507

Future Work Future research should focus more508

on investigating whether style-transferred data can509

effectively reduce CER in a writer-dependent man-510

ner, rather than just improving generic models. To511

address this, it is essential to understand when syn-512

thetic data aligns closely enough with real hand-513

writing, and which specific features of handwriting514

must be considered in the evaluation process. To515

Figure 8: Personalization using mixed ordered datasets

Figure 9: Personalization using 7000 synthetic training
and 3000 validation samples of frequent English words

better evaluate this, further research is needed to 516

identify suitable metrics for measuring handwriting 517

similarity, as it remains uncertain whether existing 518

approaches adequately capture the writer-specific 519

characteristics required for personalization. 520
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Limitations521

We only evaluate on one language (mainly due to522

the sparsity of suitable data for other languages).523

However, synthetic data generation was shown to524

also work for other languages (Dai et al., 2024),525

so the overall setup should be applicable as well526

- possibly with even more room for improvement527

starting from less well performing baselines. An-528

other limitation is that our FID-based style transfer529

evaluation is restricted to 40 writers in the GoBo530

dataset. While this dataset was designed to be di-531

verse (Gold et al., 2021), handwriting is highly532

individual, and some variations, especially outlier533

styles, may not be fully represented.534

Ethical Considerations535

Being able to synthesize handwriting from just a536

few samples may pose significant risks, as it can537

be exploited for fraudulent activities such as iden-538

tity theft, forgery of signatures on legal documents,539

manipulation of handwritten records, and social540

engineering scams that deceive individuals by mim-541

icking authentic handwriting.542

Storing writing samples is a potential security543

risk. Our research into ad-hoc personalization is544

a step towards solving this issue, as no writing545

samples have to be stored if personalization from a546

single, directly obtained and then discarded, sample547

is possible.548
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A One-Shot and Few-Shot Examples697
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FID 0 277 277 292 275

Table 4: One-shot examples for writer ID 17
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FID 0 321 283 287 290

Table 5: Few-shot examples for writer ID 19

B Word Group Impact on Personalization698

Figure 10: Personalization by word group
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C Handwriting Examples of Writers with Highest CERs699

700

Figure 11: Writers with Highest CERs (continued on next page)
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Figure 11: Writers with Highest CERs
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D Handwriting Examples of Writers with Lowest CERs701

702

Figure 12: Writers with Lowest CERs (continued on next page)
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Figure 12: Writers with Lowest CERs
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