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Abstract

Personalizing handwritten text recognition can
significantly enhance recognition accuracy, but
requires a substantial number of handwritten
samples, which limits its practical relevance.
In this work, we investigate the potential of
style-transferred synthetic samples for ad-hoc
personalization. We show that one-shot and
few-shot generators are able to produce visually
similar handwriting samples. However, our
experiments also show that the style-transferred
data has no measurable personalization effect.
This finding holds in a fair comparison with the
same amount of samples and when using larger
quantities of synthetic data.

1 Introduction

Offline handwritten text recognition (HTR) is
an important step in supporting tasks like grad-
ing handwritten university exams (Rowtula et al.,
2019) or giving feedback in primary education
(Laarmann-Quante, 2017). The person writing is
usually known (e.g., exam written by a specific stu-
dent; sentences attempted by a specific first grader),
which means that the quality of HTR can be consid-
erably improved by personalization (Kienzle and
Chellapilla, 2006; Gold et al., 2021; Scius-Bertrand
et al., 2023). However, the amount of handwrit-
ten samples required for this purpose is a major
factor limiting practical usefulness. In this paper,
we explore the idea to use the precious real hand-
writing samples to generate more style-transferred
samples which can then be used to personalize the
HTR system. While recent work has shown re-
markable progress in one-shot and few-shot hand-
writing style transfer (Dai et al., 2024; Nikolaidou
et al., 2025), it remains unclear if such data is use-
ful for ad-hoc personalization. To investigate this,
we conduct qualitative and quantitative analyses to
compare style-transferred synthetic data with real
handwriting samples and evaluate their impact on
HTR system personalization. Our findings reveal

that style-transferred synthetic data lacks sufficient
similarity to real handwriting for effective HTR
personalization, highlighting the need for further
research to better capture and replicate individual
writing styles. We make all our experiment code
publicly available under removed for anonymous
review.

2 Personalization of HTR Systems

Personalization of HTR systems, also known as
writer adaptation, involves transforming a generic
recognizer into a user-specific one to improve
recognition rates (Kienzle and Chellapilla, 2006).

2.1 Real writer data

Style Embeddings Kohuit et al. (2023) proposed
a model that integrates individual handwriting
styles into the HTR system by learning writer em-
beddings during training. These embeddings condi-
tion an Adaptive Instance Normalization (AdalN)
layer, allowing the model to adapt feature process-
ing to the writer’s style. For known writers, this
approach reduced Character Error Rate (CER) by
9.2%. However, for unknown writers, neither se-
lecting the closest existing embedding nor fine-
tuning a new one proved effective; instead, stan-
dard fine-tuning outperformed both.

This study highlights the challenge of general-
izing handwriting with learned model parameters,
which leads to overfitting due to its individual na-
ture. Explicit fine-tuning could provide a more
effective solution.

Fine-Tuning — Transcribed Samples If a suffi-
cient number of transcribed samples from a spe-
cific writer are available, personalization can be
achieved by fine-tuning a generic model with these
samples. Gold et al. (2021) demonstrate the ef-
fectiveness of this method by fine-tuning a HTR
system with 528 writer-specific samples, result-
ing in a mean CER reduction from 14.1% to 8.0%



across 40 writers. Notably, the writer with the
highest initial CER of 47.2% benefited the most,
achieving a reduction to 18.9%. Similarly, Kien-
zle and Chellapilla (2006) showed that personal-
izing a HTR system at the character level with
2,000 user-specific samples (20 per character) re-
duced the mean CER from 10.2% to 4.4% across
21 writers. Scius-Bertrand et al. (2023) were also
able to demonstrate an improvement through per-
sonalization for challenging historical handwriting,
achieving a mean CER reduction from 9.6% to
8.6% across 106 writers.

All these approaches require rather large quan-
tities of transcribed handwriting samples for each
writer.

Fine-Tuning — Untranscribed Samples In real-
world scenarios, such as exam settings, large
amounts of handwritten samples may be available
without transcriptions. Kang et al. (2019) propose
an adversarial domain adaptation approach that
fine-tunes a model initially trained on synthetic
data by aligning synthetic and real features using a
Discriminator and a Gradient Reversal Layer, min-
imizing the domain gap and enhancing its ability
to recognize new handwriting styles. This adapta-
tion reduces average CER from 24.3% to 18.3% on
IAM validation data, with a mean of 135 words per
writer.

Beyond this work, other unsupervised adapta-
tion methods have also demonstrated improve-
ments, such as Deep Transfer Mapping, which
aligns feature distributions through linear transfor-
mations (Yang et al., 2018), a Style Extractor Net-
work, which captures writer-specific features using
a CNN-GRU architecture (Wang and Du, 2022),
and the use of writer invariants to iteratively refine
character models by analyzing allograph patterns
(Nosary et al., 2004).

While these approaches show improvements,
they perform much worse in terms of CER.

2.2 Synthetic Data

Fine Tuning — Data Augmentation Synthetic
data has been used to personalize HTR systems.
Jemni et al. (2022) applied augmentation tech-
niques, including affine transformations and mor-
phological distortions, to generate additional data
for personalizing Arabic HTR. However, these
methods improved only the generic model and hin-
dered personalization by altering the writer’s style
and limiting adaptation to individual characteristics.

Moreover, they rely on existing data and cannot
generate entirely new words or characters, reduc-
ing diversity (Luo et al., 2022).

Fine Tuning — Style Transfer Style transfer is
employed in modern generators (Dai et al., 2024;
Gan et al., 2022) to mimic a handwriting style de-
rived from a small set of writer-specific samples to
generate arbitrary new text.

Most previous work on style transfer aims to
improve generic HTR models rather than person-
alization, with most studies indicating its limited
effectiveness when used alone. For instance, Dai
et al. (2024) and Pippi et al. (2023a) used diffusion-
and transformer-based models for style transfer,
showing that HTR models trained solely on syn-
thetic data achieved CERs of 11.7% and 11.9% on
IAM test data, while real data training reached ap-
proximately 5-6%. Similarly, Muth et al. (2024)
found that GAN-generated handwriting performed
significantly worse than real samples, but pre-
training reduced reliance on real data by 70-80%
while maintaining comparable performance. Like-
wise, Pippi et al. (2023b) show that transformer-
based handwriting imitation for historical HTR
improved only when real samples were included.
Kang et al. (2022) investigate Spanish number
recognition with GAN-based style transfer, achiev-
ing slightly better results by combining 160 real
samples with synthetic data than using 298 real
samples alone. Contrary to these findings, Ding
et al. (2023a) reported that training exclusively
on diffusion-generated handwriting achieved better
CERs, reaching 4.1% on IAM test data compared
to 7.3% with real samples, while a combination of
both further improved the result to 3.8%.

The studies show that style transfer can con-
tribute to improving HTR systems and reducing
reliance on real data. If successful for individual
writers, it could enable unlimited user-specific data
with few real samples, overcoming data limitations
and manual transcription challenges.

3 Research Hypothesis

From previous research on HTR personalization,
we conclude that recent advances in style transfer
show the biggest potential for improved personal-
ization. We thus explore whether synthetic data
generated through style transfer can enable person-
alization. We outline our approach in Figure 1.
First, a large but generic dataset with real handwrit-
ing samples from many writers is used to train both
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Figure 1: Personalization with style-transferred data

a generic HTR model and a handwriting genera-
tor. The HTR model learns general handwriting
recognition, while the generator builds a contin-
uous latent space to synthesize new handwriting
styles. Next, we take samples from specific writers
and apply style transfer along with predefined text
content to create a synthetic dataset. This dataset
is then used for personalization, and we evaluate
whether the adaptation was successful.

4 Style Transfer

Style transfer allows us to generate synthetic hand-
writing samples by transferring a writer’s style onto
arbitrarily chosen text. This technique enables the
generation of a virtually unlimited number of sam-
ples, which can be used for personalization. In this
section, we describe the style transfer methods and
assess their quality through both qualitative and
quantitative analysis.

4.1 Style Transfer Methods

One-shot (Gan et al., 2022) and few-shot (Kang
et al., 2022) methods achieve style transfer for
unknown styles by utilizing a learned continu-
ous latent space, where each point corresponds
to a known writer, enabling interpolation between
styles.

Earlier approaches have predominantly been us-
ing GAN-based methods (Gan et al., 2022; Luo
et al., 2022; Kang et al., 2020) in both one-shot and
few-shot settings. However, recent few-shot mod-
els leveraging encoder-decoder transformers aim
to improve character-level style variation through
cross-attention (Pippi et al., 2023a; Bhunia et al.,
2021).

Meanwhile, denoising diffusion-based models
are becoming increasingly popular for one-shot
handwriting generation (Dai et al., 2024; Niko-
laidou et al., 2023; Ding et al., 2023b), as recent
studies indicate that they yield higher image qual-
ity, broader distribution coverage, and more stable
training (Dhariwal and Nichol, 2021). When com-
paring both approaches, one-shot learning is more
user-friendly, as few-shot learning is inconvenient
and time-consuming due to its reliance on multi-
ple samples (Dai et al., 2024). However, one-shot
learning is likely more challenging, as it lacks ro-
bustness to input variations due to the absence of
additional reference samples.

4.2 Data & Evaluation

We use the GoBo dataset (Gold et al., 2021) to
evaluate style transfer quality. The dataset com-
prises random words from the Brown Corpus, pseu-
dowords from the ARC Nonword Database, bal-
anced CEDAR letter samples, and two domain-
specific word lists, totaling 37,000 words written
by 40 individuals, with an average of 926 words
per writer.

We use the Fréchet Inception Distance (FID),
to evaluate the alignment between style-transferred
data and ground truth data (Heusel et al., 2017):

FID = |5 — pir |3 + Tr(Cs + Gy — 2(0807‘)1/2)

ey
Here, ms and C represent the mean and covari-
ance matrix of the synthetic data, and m,. and C,
correspond to those of the real data.

4.3 Style Transfer Experiments

We use the One-Shot Diffusion Mimicker (One-
DM) and the Visual Archetypes-based Transformer



(VATr), both trained on the IAM dataset, to gen-
erate personalized data with style transfer. These
systems were selected for their state-of-the-art ad-
vancements in style transfer and their reported su-
periority in quality and adaptability over previous
generators.

One-DM integrates high-frequency component
analysis into a conditional diffusion model, using
two parallel encoders to extract spatial and high-
frequency style features and a style-content fusion
module to perform style transfer from a single ref-
erence (Dai et al., 2024).

VATr combines a Transformer encoder-decoder
with visual archetypes and leverages a pre-trained
convolutional backbone on a large synthetic dataset
for robust style extraction to perform style transfer
from a few reference samples (Pippi et al., 2023a).

Quantitative Analysis To evaluate the depen-
dency on references in one-shot and few-shot sce-
narios, we generated synthetic datasets with One-
DM and VATT, based on the vocabulary of 40 writ-
ers from the GoBo dataset and random samples
for style transfer. We then evaluate this synthetic
dataset against real handwritten data using the FID
metric. The results (see Figure 2) show that One-
DM’s one-shot performance varies significantly
with the chosen reference. A broad FID range indi-
cates high intra-writer variation, making handwrit-
ing harder to map consistently in the latent space,
whereas a narrow range suggests a more uniform
handwriting with minimal deviations across refer-
ences. Notably, the few-shot approach of VATr
with 15 shots almost always surpasses the best one-
shot cases, indicating that the use of multiple refer-
ences simultaneously improves style transfer preci-
sion by reducing input variation effects. However,
additional references beyond this point provide no
further improvement, likely due to VATr’s opti-
mization for this sample size. Another observation
is that FID values vary across handwriting styles,
suggesting that the latent space may not fully cap-
ture the diversity of handwriting styles, with some
being underrepresented.

Qualitative Analysis Tables 1 show the writers
with the highest and lowest FID ranges, highlight-
ing their best and worst references for style transfer.

These examples show that for writers with a
low FID range, style transfer yields more consis-
tent handwriting, while a high FID range leads to
greater inconsistencies. Notably, for writer 0, the

FID Spread Highest Lowest
Writer ID 14 0 1 15
Best Style umf Aeuddds| suamorts | shrowmds

FID 154 143 123 135
2osd nhida | ln & & AN .
Worst Style | 5% hths | | | (6 I‘W.,‘(:_‘.;‘.{,:) bnousted
FID 235 222 149 160
Best Transfer | st discu 20 |V0GC sed \A_) QL\
Worst Transfer | 27276 |di s cuss|Uoac sed \/\)e/u
Real ,n(‘eée-n‘f‘ At 5 U S5|Joal Seal W {)‘ ‘-

Table 1: Writers with Highest and Lowest FID Spread

reference leudds, which yielded the lowest FID, pro-
duced a less accurate style transfer of the letter s
in discuss than the reference mirc, which had the
highest FID. This discrepancy likely arises because
the FID metric measures distributional similarity
between synthetic and real datasets, rather than
capturing stylistic differences in individual images.
For generations with the lowest FID spreads, style
transfer for well and wvocased closely matches the
original handwriting, regardless of the reference.

To further evaluate handwriting generators qual-
itatively, we generate synthetic data using samples
from writers with higher and lower FID spreads
and compare them to the original handwritten ref-
erences (see Appendix, Tables 4 and 5). Notably,
in the one-shot examples, certain styles yield better
results, such as the reference you, where the 4 in
the word gys%cm is closer to that of writer 17. In the
few-shot examples, it is noticeable that increasing
shots improve similarity to the original. This is
particularly evident in the style transfer for will,
where the two final | differ with 2 shots but closely
match the original with 15 shots.

4.4 Discussion of Style Transfer Quality

Our quantitative analysis demonstrated that style
transfer can achieve a certain degree of similarity
with real writer samples while capturing specific
handwriting characteristics. However, the qualita-
tive analysis using FIDs revealed significant varia-
tions in effectiveness across writers.

Yet, whether this serves a reliable criterion for
successful personalization remains uncertain, as
FID measures distributional similarity but may not
fully capture the unique characteristics of hand-
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Dataset Words Words Writers per writer
CVL-en 84,514 253 310 273
GoBo 37,000 437 40 926
1AM 115,320 10,841 657 176

Table 2: Dataset statistics

writing. However, the FID values offered valuable
insights, particularly regarding the strong depen-
dence on the chosen reference in one-shot learning.
Overall, it remains unclear whether the observed
similarity is sufficient for effective HTR person-
alization. We hypothesize that style-transferred
synthetic data may contribute to reducing CERs
but is likely less effective than real handwriting
due to deviations from the true handwriting style.

Next, we will begin personalizing HTR sys-
tems with real data to demonstrate its effectiveness.
Then, through various experiments, we will person-
alize with synthetic few-shot and one-shot data and
compare the results with those obtained from real
data.

5 Personalized Handwriting Recognition —
Experimental Setup

We use the state-of-the-art AttentionHTR, an end-
to-end system that leverages ResNet for feature
extraction and bidirectional LSTMs for sequence
modeling, incorporating a content-based attention
mechanism as part of an encoder-decoder architec-
ture (Kass and Vats, 2022).

We use the standard evaluation metric Charac-
ter Error Rate and three datasets (Table 2 gives
an overview). In addition to the GoBo dataset (in-
troduced in Section 4.2), we use the IAM dataset
(Marti and Bunke, 2002) which is derived from
the Lancaster-Oslo-Bergen Corpus and consists of
1,539 scanned handwritten English forms, penned
by 657 different writers, with a total of 115,320
words.! We also use the CVL-database (Kleber
et al., 2013) which contains seven handwritten texts
(one in German, six in English) from 310 writers.
Of these, 27 writers contributed seven texts each,
while 283 writers contributed five texts.

Baseline Results We first train AttentionHTR on
the IAM dataset, using a 70/15/15 split for training,
validation, and testing. This yields an in-domain
CER of 4.5%. This value is reasonably close to the
current state of the art. The 18 systems listed on
PapersWithCode? for this setup, yield CER values
in the range between 2.4 and 7.6%.

Writer Dependence Next, we evaluate how
much recognition performance varies between writ-
ers. As Figure 3 shows: quite a lot.> For example,
while the median writer in the IAM dataset ex-
periences a system with a CER of 4.7% and half

"https://fki.tic.heia—-fr.ch/databases/
iam-handwriting-database

https://paperswithcode.com/sota/
handwritten-text-recognition-on-iam

3Note however that the 70 % outlier in CVL results from
a transcription error. The author wrote entirely in uppercase,
while transcriptions is normalized.
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Figure 3: Distribution of CER for individual writers

of the writers even less, some writers are faced
with unacceptable CERs of 20 to 46%. Therefore,
personalization has the potential to considerably
improve performance for single writers with high
CER values. In the next section, we experiment
with such personalized models.

6 Personalization with Real Data

As we have shown in the previous section, CER
values vary considerably between writers. Before
we turn to style transfer in the next section, we
now establish how much improvement is possible
when fine-tuning with real samples from the GoBo
dataset. This is at the same time a replication of
the results from Gold et al. (2021), but with the
use of AttentionHTR instead of an HTR approach
based on a Convolutional Recurrent Neural Net-
work (CRNN).

For this purpose, we fine-tune the baseline model
for each writer by incrementally adding 10 user-
specific samples at each step, reaching a total of
528 instances and evaluate the performance on the
remaining 398 test samples. At each step, we
trained the model for five epochs using a batch
size of 10 and a learning rate of 0.001.

Figure 4 presents the results by Gold et al. (2021)
(a screenshot from that paper) and ours (copying
their diagram style for better comparison). The
slope of the learning curves is very similar, but our
results start and arrive at much lower CER values
due to the overall performance advantages of At-
tentionHTR compared to the CRNN used in (Gold
et al., 2021). Our replication shows that personal-
ization with a few hundred user-specific samples
is feasible. In Table 3, we present examples of

ID Real Generic Personalized
et '] l.—a

17 \\ Suymort keynote

10 d ¢ (oAt malnde include

1 Sl li’f‘ib"\_{. sundons scholars

26 cj/,bm&'/ ) dissmubue disputed

Table 3: Examples of HTR with and without personal-
ization for writers with the highest CER

fully correct predictions after personalization for
writers with the highest CER and Figure 10 (see
Appendix B) shows the contribution of each word
group to personalization.

Importance of Real Writer Data There is a the-
oretical possibility that CER values improve not
because we are adding data for a specific writer,
but in general due to fine-tuning with more data
(as the vocabulary for each writer in the dataset is
fixed). To test this, we rerun the personalization
experiment using for each writer samples from a
different writer for ‘personalization’. The (bad)
results in Figure 5 clearly show that the improve-
ments can indeed be attributed to personalization
with samples from a specific writer.

Even if we have shown that data from a random
writer cannot stand in for another writer, maybe
there are structurally similar handwriting styles
where this is possible. We test this by personal-
izing the model for the writers with the highest
CERs (as we can see the biggest effects here) using
handwriting data from each of the other writers. In
general, no improvements can be observed. How-
ever, in Figure 6 we show one exception (writers
10 and 17) who can mutually improve each other’s
CERs. Interestingly, the writing styles of these two
writers are indeed highly similar.* If similar writing
styles can be mutually be used for personalization,
maybe similar generated data can also be used.

7 Personalization via Style Transfer

We now repeat the personalization experiment from
the previous section, but instead of real data we are
using style transfer to create synthetic data as de-
scribed in Section 4. First, we generate few-shot
and one-shot synthetic datasets for each writer, us-
ing 15 random samples for few-shot and the best

*In Appendices C and D, we have provided examples for
the writers with the highest and lowest CER, where these two
writers are also included.
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Figure 5: Failed ‘personalization’ when using samples
from a different writer

one-shot sample for one-shot (see Figure 2), while
using the same words as in the previous experi-
ments to ensure a fair comparison. Since the best
one-shot sample is unknown in practice, this sce-
nario remains unrealistic. However, if unsuccessful,
it would strongly indicate insufficient style transfer
quality. We find that neither one-shot nor few-shot
synthetic data improve recognition, and both yield
similar outcomes, leading us to exclude one-shot
from further experiments.

Figure 7 compares personalization with few-shot
style-transferred data to the baseline and to person-
alization with real data from random writers and
the actual writer. Notably, the CERs with style-
transferred data are only slightly lower than those
with real data from a random writer, suggesting an
inconsistent resemblance to real handwriting.

Mixing real and synthetic In previous work,
using both real and synthetic data was success-
fully used, thus we next personalize using a mixed

dataset composed of 50 % synthetic and 50 % real
samples. The results are also shown in Figure 7.
Notably, the CERs at 250 samples (= 47 % real
data) without synthetic data in Figure 4b are sig-
nificantly lower than those in the mixed synthetic
dataset in Figure 7. Hence, we examine the effect
of initially personalizing with 250 real samples be-
fore continuing with synthetic data (see Figure 8).
After integrating the first 50 synthetic samples, per-
sonalization results are back to original (bad) lev-
els and then stay there. This indicates differences
between synthetic and real data, as well as the sen-
sitivity of the personalization process.

More data Although our previous experiments
showed that synthetic data do not contribute sig-
nificantly to performance, we want to rule out the
possibility that data quantity is the limiting factor.
Therefore, we extended our experiments from 500
to 10,000 few-shot synthetic samples based on a
dictionary of frequent English words’, using 30%
for validation to select the best model within 1-6
epochs (see Figure 9). The unchanged CERs fur-
ther confirm that the handwriting generator’s style
transfer is insufficient to achieve adequate similar-
ity to real data.

8 Conclusion

We started with the hypothesis that personaliza-
tion of HTR system could be achieved through
the use of style transfer. However, while synthetic
handwriting often appears visually similar to real
handwriting, this similarity was not sufficient in our
experiments to enable successful personalization.

Shttps://wortschatz.uni-leipzig.de/en/
download/English
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Even when using real data from writers with simi-
lar handwriting, personalization resulted in only a
slight improvement in CER. This implies that syn-
thetic handwriting must exhibit a much higher de-
gree of similarity than what can be generated with
currently available style transfer methods. In par-
ticular, it remains unclear which specific features
of handwriting are essential for ensuring successful
personalization.

Future Work Future research should focus more
on investigating whether style-transferred data can
effectively reduce CER in a writer-dependent man-
ner, rather than just improving generic models. To
address this, it is essential to understand when syn-
thetic data aligns closely enough with real hand-
writing, and which specific features of handwriting
must be considered in the evaluation process. To

—— Synthetic data added
40 --- min

0 100 200 300 400 500
number of personalization instances

Figure 8: Personalization using mixed ordered datasets
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Figure 9: Personalization using 7000 synthetic training
and 3000 validation samples of frequent English words

better evaluate this, further research is needed to
identify suitable metrics for measuring handwriting
similarity, as it remains uncertain whether existing
approaches adequately capture the writer-specific
characteristics required for personalization.



Limitations

We only evaluate on one language (mainly due to
the sparsity of suitable data for other languages).
However, synthetic data generation was shown to
also work for other languages (Dai et al., 2024),
so the overall setup should be applicable as well
- possibly with even more room for improvement
starting from less well performing baselines.  An-
other limitation is that our FID-based style transfer
evaluation is restricted to 40 writers in the GoBo
dataset. While this dataset was designed to be di-
verse (Gold et al., 2021), handwriting is highly
individual, and some variations, especially outlier
styles, may not be fully represented.

Ethical Considerations

Being able to synthesize handwriting from just a
few samples may pose significant risks, as it can
be exploited for fraudulent activities such as iden-
tity theft, forgery of signatures on legal documents,
manipulation of handwritten records, and social
engineering scams that deceive individuals by mim-
icking authentic handwriting.

Storing writing samples is a potential security
risk. Our research into ad-hoc personalization is
a step towards solving this issue, as no writing
samples have to be stored if personalization from a
single, directly obtained and then discarded, sample
is possible.
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A One-Shot and Few-Shot Examples
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Table 4: One-shot examples for writer ID 17
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Table 5: Few-shot examples for writer ID 19

B Word Group Impact on Personalization
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C Handwriting Examples of Writers with Highest CERs
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igure 11: Writers with Highest CERs (continued on next page)



Deep 22ep ey g,
Bignaven b Db ~ (o
vetesiead Dedyoled Dedeked foseptsr
Dilewma, Do Vile . /ZM
eovionma . L0 L Lok ¢ Cocorymrena,
Qprink q;}-.'.ml— Equ.,...( Ea S
Euaduehion €oo( ako Evderfm Creliathy
fisHwal feedvad Foslivad Teskind
Funchion Rl frme bm Greecc i
GemehC Gothe Stk « Goubh
Cortsoty Gready §4Y ey



D Handwriting Examples of Writers with Lowest CERs
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Figure 12: Writers with Lowest CERs (continued on next page)



Deep Dezl') w DCEP

Definition Dq[}w.ﬁm Definition ﬂ(}‘&l‘w
Dehailed Dotailed Teraded Jedacded
Dilemmg Dilewmaq Didermm a, {Dt\a\m
Enitonments Enviconments €wircaments £ ioonmads
Sprint Eprint Gomat Epti“ll'
Evaluation Fualuation Evaluation Cyluskon
redival Testival Testival Tyskinl
Function Function Funefion Toychon
Genetic. Genetic Genetic ée,&ﬁ,,
Grc'fc&j greeda\ G\fud.b Camdd



