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Abstract

Empathetic dialogue assembles emotion un-001
derstanding, feeling projection, and appropri-002
ate response generation. Existing work for em-003
pathetic dialogue generation concentrates on004
the two-party conversation scenario. Multi-005
party dialogues, however, are pervasive in re-006
ality. Furthermore, emotion and sensibility are007
typically confused; a refined empathy analysis008
is needed for comprehending fragile and nu-009
anced human feelings. We address these issues010
by proposing a novel task called Multi-Party011
Empathetic Dialogue Generation in this study.012
A new dataset MPED with 130k multi-party di-013
alogues is correspondingly presented for this014
task, which makes up for the absence of a015
large-scale benchmark in this field. Addition-016
ally, a Static-Dynamic model for Multi-Party017
Empathetic Dialogue Generation, SDMPED,018
is introduced as a baseline by exploring the019
static sensibility and dynamic emotion for the020
multi-party empathetic dialogue learning, the021
aspects that help SDMPED achieve the state-022
of-the-art performance on MPED.023

1 Introduction024

Empathetic conversation studies have been coming025

to the forefront in recent years owing to the in-026

creasing interest in dialogue systems. Empathetic027

dialogues not only provide dialogue partners with028

highly relevant contents but also project their feel-029

ings and convey a special emotion, that is, empathy.030

As revealed by previous studies (Fraser et al., 2018;031

Zhou et al., 2020), empathy can enhance conver-032

sation quality and transmit appropriate emotional033

responses to partners. Accordingly, most, if not034

all, existing work focuses on taking an emotional035

perspective in dialogue studies (Levinson et al.,036

2000; Kim et al., 2004; Bertero et al., 2016; Fraser037

et al., 2018; Rashkin et al., 2019).038

Although the empathetic conversation has re-039

ceived extensive attention, its exploration is still040

limited to the scenario with only two parties. In041

﹏﹏

I have been fighting for so long. And I don’t want 
to be a burden to my family or friends. I’m scared 
and lonely.                                           [Depressed]

Oh, I am so sorry. It’s too bad for you.                              
                                      [Worried]                     

Don’t worry!                   [Calm] 

Your words make me feel better. Thank you so 
much. Means so much.                        [Relxed] 

Weak Sensibility
Moderate

Sensibility
Strong

Sensibility ﹏﹏﹏﹏

I went through this, too, so I truly understand how bad it 
is. You are not alone.  Throughout the thorns before a 
road, loneliness makes us stronger.                [Supportive] 

﹏﹏﹏﹏﹏

Gee, Believe you can achieve it!             [Optimistic]                     

High                        Low
Sensibility:Emotion:

Negative              Positive

Happy to hear that. Working together, we can make 
the future better!                  [Happy]                     

Speaker 1

Speaker 1

Speaker 2

Speaker 3

Speaker 3

Speaker 4

Speaker 4

Figure 1: An empathetic dialogue example of multi-
party. When people with different sensibilities respond
to the same requests for help, their emotions and empa-
thy differ. Different shades of red and blue denote the
degree of positive and negative emotions, and different
shades of green denote the degree of sensibilities. The
texts use three kinds of underlines: straight, wavy, and
dotted, which depict appropriate Emotional Reactions,
Interpretations, and Explorations (three criteria to as-
sess empathy), respectively.

fact, multi-party chatting scenes are common in 042

seminar discussions, conferences, and group chats. 043

Multi-party conversations also rely on aid from 044

empathy analysis. For instance, people with a sim- 045

ilar experience can smoothly communicate with 046

each other and easily feel understood, encouraged, 047

and supported at a mental health support platform. 048

These observations encourage us to present a novel 049

natural language processing task called Multi-Party 050

Empathetic Dialogue Generation. 051

Generating multi-party empathetic dialogues 052

faces two challenges. One challenge is the way 053

to model multi-party dialogues. First, existing 054

two-party dialogue models follow a seq2seq struc- 055

ture, whereas most multi-party dialogues are non- 056

sequential. As shown in Figure 1, in response to 057

Speaker 1, the third and fourth utterances both ex- 058

press empathy for her stress and struggle. Second, 059
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in addition to the target participant, other partici-060

pants also have implicit influence and interaction,061

and should be considered of generating utterances062

at each step. For instance, as an example of how063

to successfully resolve the situation, Speaker 4 in-064

spires Speaker 1 as well as relieves Speaker 3 of065

her worry.066

Another challenge is the way to model the fragile067

and nuanced feelings of dialogue participants. We068

first clarify the relations of sensibility, emotion, and069

empathy in this study. Previous empathy studies070

recognized the emotion of one party and generated071

dialogues coupled with the same emotion (Rashkin072

et al., 2019; Shin et al., 2020). However, empa-073

thy is also determined by sensibility, which is a074

perspective-taking ability to experience other part-075

ners’ emotions and make an appropriate response076

with his/her own view. According to the response077

“I went through this, too” in Figure 1, we can find078

that Speaker 4 has a similar experience to Speaker079

1, while Speaker 2 can only provide superficial080

comfort to Speaker 1 due to his weak sensibility.081

We observe that sensibility arises from personal-082

ity and experience, and remains static throughout083

a conversation. On the other hand, emotion may084

dynamically change. For example, Speakers 2, 3,085

and 4 possess different sensibilities to Speaker 1,086

and these personal background-related attributes087

are persistent in the conversation. By contrast, the088

emotion of Speaker 1 gets reversed after receiving089

positive replies, as well as the main tone of this090

dialogue.091

We comprehensively cope with the aforemen-092

tioned challenges in this study. First, we introduce093

a new Multi-Party Empathetic Dialogue (MPED)094

dataset, which contains 130k multi-label multi-095

party empathetic dialogues. To the best of our096

knowledge, MPED is the largest empathetic dia-097

logue dataset created to date (Rashkin et al., 2019;098

Poria et al., 2019; Firdaus et al., 2020). Moreover,099

MPED covers a large number of different emotions100

in a balanced manner.101

Furthermore, we present a Static-Dynamic102

model for Multi-Party Empathetic Dialogue Gen-103

eration called SDMPED. SDMPED models multi-104

party dialogues by constructing a dynamic graph105

network with temporal information and explores106

participants’ dynamic emotions and static sensibili-107

ties by fusing speaker information.108

The contributions of our work are as follows:109

• We propose a new task called Multi-party Em-110

pathetic Dialogue Generation, which attempts 111

to resolve the emotional changes and empathy 112

generation of multiple participants in a conver- 113

sation. We also introduce a novel large-scale 114

multi-party empathetic dialogue dataset which 115

paves the way for future emotion-centered di- 116

alogue examinations. 117

• We propose an effective baseline model 118

SDMPED for this new task, which combines 119

dynamic emotions and static sensibilities from 120

multiple parties. 121

• We demonstrate that our approach leads to per- 122

formance exceeding the state of the art when 123

trained and evaluated on MPED. 124

2 Related Work 125

2.1 Empathy Analysis 126

Considering empathy in modeled conversations has 127

been proposed as early as 20 years ago (Levin- 128

son et al., 2000). However, this idea has not been 129

widely studied in NLP field due to the limitations 130

of the available data. Recently, Rashkin et al. 131

(2019) re-introduced the concept of empathetic dia- 132

logue and constructed the first empathetic dialogue 133

dataset, EMPATHETICDIALOGUES (ED), which 134

contains 32 emotions in 25K dialogues. Another 135

dataset, PEC (Zhong et al., 2020), provides assur- 136

ance that most of the data are in line with the char- 137

acteristics of empathy, yet it lacks emotion-related 138

annotations. Another limitation is that data in PEC 139

come from only two forums on Reddit (i.e., happy5 140

and offmychest). The data in BlendedSkillTalk 141

dataset (Smith et al., 2020) are collected from the 142

ED, ConvAI2 (Dinan et al., 2020), and Persona- 143

Chat (Zhang et al., 2018) datasets. However, only 144

a small portion of these data are characterized by 145

empathy. Notably, none of the aforementioned 146

datasets have multiple (>2) persons participating in 147

the same conversation, neither they include empa- 148

thy degree labels. 149

Shin et al. (2020) formulated a reinforcement 150

learning problem to maximize the user’s emotional 151

perception of the generated responses. Li et al. 152

(2020b) utilized the coarse-grained dialogue-level 153

and the fine-grained token-level emotions, which 154

helped better capture the nuances of user emotions. 155

In Caire (Lin et al., 2020), the empathy generation 156

tasks are reinforced with an auxiliary objective for 157

emotion classification by using a transfer learning 158

model. Nevertheless, current empathetic dialogue 159
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Figure 2: Distribution of emotions and empathy de-
grees on MPED.

models are conducted in the context of two partici-160

pants; they do not explore the implicit interactions161

among multiple speaking persons and do not con-162

sider the differences in their sensibilities.163

2.2 Multi-Party Dialogue164

Over the last years, researchers have gradually165

shifted from studying simple emotions in two-166

party dialogues (Busso et al., 2008; Li et al., 2017)167

to conducting more complex emotion analysis of168

multiple participants. STAC (Asher et al., 2016)169

and ARS (Ouchi and Tsuboi, 2016) are the multi-170

party dialogue datasets without emotion labels.171

MELD (Poria et al., 2019) and MESID (Firdaus172

et al., 2020) create the multi-modal multi-party173

emotional dialogue datasets from the TV series174

Friends. However, these two datasets contain the175

emotion-related data derived from short and collo-176

quial chats from TV series, and consequently, their177

dialogue quality cannot be guaranteed. Addition-178

ally, these datasets can only be utilized for simple179

upstream tasks, such as emotion recognition. Most180

of the dialogues in current datasets are daily con-181

versations on trivial topics, while those modeling182

empathy dialogues are lacking.183

Majumder et al. (2019) proposed a conversa-184

tional emotion recognition model based on RNN to185

dynamically model the states of multiple speakers.186

Later, Ghosal et al. (2019) and Li et al. (2020a)187

also studied context and speaker sensitivity based188

on the approach of Majumder et al. (2019). A189

common problem of these models is that they only190

focus on the accuracy of emotion recognition while191

ignoring the dynamic changes of emotions.192

3 MPED: Multi-Party Empathetic193

Dialogue Dataset194

In this section, we introduce the creation process of195

MPED and its statistics. We regard an empathetic196

post and its meaningful replies as a dialogue and197

ensure that each dialogue has more than 3 partic-198

ipating speakers. Our dataset includes posts that199

contain replies from multiple people, along with 200

associated emotion and empathy degree labels. The 201

empathy degree label of each utterance will be used 202

in conjunction with the emotional content in our 203

future model to learn the sensibility of each person. 204

We propose a concept called dialogue emotional 205

turn, which is different from the traditional dia- 206

logue turn. We assume that a dialogue can have 207

multiple sentences in one emotional turn, but with 208

the same emotional tone. When a person utters a 209

second sentence, the emotion may already differ 210

from the previous one. Other people’s subsequent 211

utterances and emotions will be centered around 212

this sentence. Therefore, we divide the dialogues to 213

study the emotion variations over time, according 214

to the principle that the same speaker can make at 215

most one utterance during each emotional turn. 216

Data Collection and Pre-Processing TalkLife1 217

(talklife.co), which is the largest online peer-to- 218

peer mental health support platform, provides the 219

data. Users on TalkLife can express their anxiety, 220

depression, and other psychological issues (e.g., 221

eating disorders) by chatting with experts and oth- 222

ers who have similar experiences. 223

Generally, we permit the words of each utter- 224

ance to range between 3 and 100, excluding emojis, 225

which are stored separately2. We discard artifi- 226

cially repeated characters, correct spelling errors, 227

and standardize network language. Developing 228

a dialogue model in high-risk environments such 229

as mental health requires more ethical considera- 230

tions (Sharma et al., 2021). Therefore, we focus 231

our analysis on help-seeking or emotional comfort- 232

seeking conversations. As a result, the conversa- 233

tions with sensitive contents (e.g., serious diseases 234

and suicide) are filtered out. In the end, we further 235

ensure that no private information is contained in 236

our dataset. 237

It is quite beneficial that emotional category la- 238

bels are available in TalkLife, which saves a lot of 239

manual work. We have confirmed their accuracy 240

and constructed the MPED dataset with 60 kinds 241

of emotions. We further classify these emotions 242

for simplicity into 10 types, as shown in Figure 2. 243

MPED includes single-turn and multi-turn dialogue 244

data, called MPED-S and MPED-M. We randomly 245

split them into 80% training set, 10% validation 246

set, and 10% testing set, respectively. 247

1https://www.talklife.com.
2Emotional utterances have been incorporated in MPED

yet not in our proposed baseline since we focus on unimodal
text in this study.
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Datasets MPED-S MPED-M
Statistics train val test train val test
Number of dialogues 110,000 10,267 10,267 1,800 212 200
Number of utterances 451,465 42,622 42,142 10,227 1,265 1,154
Size of vocabulary via spaCy 71,809 18,436 18,577 8,960 3,135 2,708
Number of speakers (Avg. (Max.)) 4.02 (41) 4.01 (42) 4.06 (29) 4.33 (33) 4.42 (30) 4.34 (26)
Length of dialogues (Avg. (Max.)) 4.19 (45) 4.15 (44) 4.10 (30) 5.68 (40) 5.97 (37) 5.77 (28)
Length of utterances (Avg. (Max.)) 20.79 (100) 21.00 (96) 21.01 (94) 21.89 (99) 23.41 (97) 21.65 (100)
Number of turns (Avg. (Max.)) - - - 2.09 (13) 2.19 (7) 2.12 (4)

Table 1: Statistics for MPED-S and MPED-M. Avg.and Max. are abbreviations of Average and Maximum.

Empathetic Pre-Processing Given that empathy248

is a complex feeling, gathering empathetic data is249

challenging. We first remove the conversations that250

do not contain empathetic posts, such as games251

and poetry. Then, we design a three-point scale252

(0 to 2) and evaluate empathy on the basis of the253

standard proposed by Sharma et al. (2020), where254

three criteria are used: Emotional Reactions (ex-255

pressing warmth and compassion), Interpretation256

(articulating understanding of feelings and expe-257

riences), and Exploration (exploring feelings and258

experiences not stated in the post). Considering259

the large data size, manually screening dialogues260

is infeasible; thus, we utilize the model proposed261

by Sharma et al. (2021) to filter out simple replies262

and label single-turn dialogues.263

Data Analysis and Comparison The summary264

of MPED is presented in Table 1. More than265

four speakers are usually available per dialogue266

on MPED to ensure sufficient participants in con-267

versations. In terms of dialogue quality, the average268

utterance length of MPED is nearly 21, which is269

comparable to ED (Rashkin et al., 2019) but is270

much larger than MELD (Poria et al., 2019) whose271

average length is 8. MPED can be regarded as272

a large-scale and high-quality dataset containing273

multi-party dialogues. For example, only 1,000274

dialogues (including a significant portion of single-275

turn conversations) are provided in MELD, which276

is generally insufficient for training deep learning277

models.278

As shown in Figure 2, MPED incorporates ten279

types of emotions and three degrees of empathy.280

The emotion types on MPED are more fine-grained281

than that in MELD where nearly 47% emotions are282

Natural. People are unlikely to receive empathetic283

remarks from others who have Natural emotions.284

Meanwhile, ten types are of a moderate scale. Com-285

pared with ED (Rashkin et al., 2019) whose emo-286

tions are classified into 64 types, this scale is more287

conducive to emotion analysis. For example, the288

most often used words corresponding to Afraid and289

Terrified are slightly different in ED. In multi-party290

empathetic dialogue generation, the sensibilities 291

of different people are comprehensively analyzed 292

on the basis of emotion and empathy labels. This 293

could not be achieved in prior work. Moreover, 294

the relatively small proportion of Strong degree of 295

Empathy in Figure 2 (b) illustrates that empathetic 296

dialogues that can be felt and truly empathized are 297

relatively rare, as it is in reality. 298

4 Model 299

In this section, we introduce a static-dynamic 300

model called SDMPED as shown in Figure 3. We 301

begin by describing the construction of the Tempo- 302

ral Dynamic Graph Network (TDGCN), including 303

speaker sensibility nodes, emotion-related utter- 304

ance nodes, and various types of edges between 305

them. Thereafter, we use TDGCN to obtain dy- 306

namic emotions and static speaker sensibilities 307

by integrating nodes and edges. Finally, we use 308

prompt tuning to generate final dialogue responses 309

based on emotion and sensibility information. 310

4.1 Problem Definition 311

First, we introduce key symbols and concepts used 312

in our study. A T emotional turns dialogue with N 313

utterances between M (M > 2) speakers can be 314

expressed as U = {uik|1 ≤ i ≤ N and 1 ≤ k ≤ 315

M}, where uik represents the ith sentence from 316

jth speaker. To better study emotion variations, 317

we specify that a speaker can at most utter one 318

sentence in each emotional turn. Thus, U can be 319

divided into U = {Ut|1 ≤ t ≤ T}, where each 320

part Ut has nt nodes. Further, the sensibilities of 321

speakers can be expressed as S = {s1, s2, ..., sM}. 322

Our model aims to generate an empathy response 323

of length L. 324

4.2 Graph Construction 325

SDMPED captures the sensibility information and 326

emotional variations of multiple parties owing to a 327

novel graph network. 328

First, we train the multi-scale TextCNN (Zhang 329

and Wallace, 2015) according to the empathy 330

4



Utterance ui

sjSpeaker

Token

Speaker

Position

Context                  Response

● ● ● 

+
Content

tT+1

E
m

ot
io

n

Speaker 3: Gee, ··· achieve it!
                              [Optimistic]

×L

Feed Forward Neural Network

Masked Self-Attention

u1 u2 u5
● ● ● 

u3 u4 u6

Time

t = 1 t = 2

s2

s3

s1

s4

Speaker1: I have
 ··· and lonely.

● ● ● 

TDGCNSensibility

● ● ● 

GRU

RGCONV
GCONV

t1
G

C
O

N
V

R
G

C
O

N
V

Emotion
Tracker

Emotion
Tracker

GRU

RGCONV
GCONV

t2

Emotion
Tracker

Sensibility

n1×n1 n2×n2
nT×nT

u7

GRU

RGCONV
GCONV

tT

Figure 3: The overall architecture of SDMPED. Feature extraction provides the utterance and speaker sensibility
nodes uj and si, which will be input into TDGCN. By considering the utterance nodes and a segmented edge matrix
Et at time step t, we are able to compute the emotion-related content features. We combine static sensibilities with
the current content information to get dynamic emotional information and input into the next moment. Finally, we
use prompt tuning to generate final dialogue responses based on the dynamic emotions at t+ 1.

degrees of our dataset, and we extract the d-331

dimensional utterance-level features containing332

sensibility information. In each turn, we use the333

emotion of the first speaker as the main emotional334

tone, and extract the emotional content features335

based on those emotion labels in the same way.336

Using these sensibility-related features as nodes337

and speaker-utterance relationships as an adjacency338

matrix, we construct a two-step static graph net-339

work to determine the static sensibility information340

HS = {(Hx)S |1 ≤ x ≤ M} of speakers. There-341

after, we represent the dialogue as a directed graph342

G = (V,E,R) to obtain additional emotional in-343

formation. The graph is constructed as follows:344

Nodes V: The node set V = {vik|1 ≤ i ≤ N and345

1 ≤ k ≤ M} incorporates emotion-related utter-346

ances. Among them, each node vik (abbreviated347

as vi) is initialized with the extracted feature ui348

spoken by the speaker sk.349

Adjacency Matrix E: eij ∈ E represents the edge350

from the utterance node vi to vj . Before feeding351

it into TDGCN, we need to divide E into T steps:352

E = {Et|1 ≤ t ≤ T}. At time step t, the divided353

matrix Et includes only edges corresponding to the354

utterance in the emotional turn t.355

Edge Relations R: The relationship rij of edge eij356

is set mainly depending upon two things (Ghosal357

et al., 2019; Yang et al., 2021): the relative occur-358

rence positions of ui and uj in the conversation359

(with three types of relations, namely, Before, Cur-360

rent, and After) and both speakers of the constitut-361

ing utterance nodes, as shown in Figure 4.362

As shown in Figure 1, four speakers participate363

in the dialogue with 7 utterances. This dialogue 364

has two emotional turns: u1 to u4 and u5 to u7. 365

The nodes and edges are constructed in Figure 4. 366

We take node u3 as an example. The edge e13 367

represents that u1 spoken by s1 appears before u3 368

spoken by s3 and the influence between them; the 369

self-loop e33 represents the influence of current 370

node u3 on itself. 371

Two-Step Graph Update: Utilizing the Two- 372

Step Graph Update mechanism, we can effectively 373

normalize the local neighborhood through neigh- 374

borhood connections and enable self-dependent 375

feature transformation through self-connections, 376

thereby extracting further information (Ghosal 377

et al., 2019): 378

h
(1)
i = σ(

∑
r∈R

∑
j∈Nr

i

αij

ci,r
W

(1)
r uj + αiiW

(1)
0 ui),

h
(2)
i = σ(

∑
j∈Nr

i

W (2)h
(1)
j +W

(2)
0 h

(1)
i ), (1)

379

where αij and αii are the edge weights and N r
i 380

denotes the neighboring indices of node vi under 381

relation r ∈ R and ci,r = |N r
i |. σ is the activa- 382

tion function ReLU, while W (1)
r , W (1)

0 , W (2), and 383

W
(2)
0 are learnable parameters. We can call these 384

two steps RGCONV and GCONV respectively. 385

4.3 TDGCN 386

Previous dynamic graphs were mostly used in 387

spatio-temporal traffic networks with separated spa- 388

tial and time features (Guo et al., 2019; Zhao et al., 389

2020). However, given that the utterance node 390

is time-related and changes frequently, we imple- 391

ment the dynamic graph by updating a weight ma- 392
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Figure 4: Transformation of dynamic emotions from t1
to t2, as well as various types of edges between differ-
ent nodes (e.g., Node u3).

trix through GRU and updating the hidden layer393

through the two-step graph:394

M
(l)
t = GRU(H

(l)
t−1,M

(l)
t−1),

H
(l)
t = GCONV(RGCONV(Et, H

(l)
t−1,M

(l)
t )), (2)

395

where t ∈ [1, T ] and l ∈ [1, L] (L generally equals396

2) denote the time and layer index, respectively.397

M
(l)
t−1 represents the weight matrix updated by398

GRU. H(0)
t is equal to the node features V. The399

hidden state H(l)
t of the lth layer at time step t can400

be divided into nt parts: H(l)
t = {(hx)(l)t }, where401

x represents the speaker index. By concatenating402

person’s sensibility with corresponding emotion-403

related content (hx)
(l)
t , we obtain dynamic emotion404

embedding:405

(ex)
(l)
t =

[
(Hx)S ; (hx)

(l)
t

]
. (3)406

Then, the emotion embedding set et = {(ex)(l)t }407

is sent to a fully connected layer and regarded as408

Ht at t+ 1 time step. We can also obtain a cross-409

entropy loss function at t+ 1:410

Pe = softmax(Wlet+1), Lemo = − log (Pe[e]) .(4)411

4.4 Decoder and Loss412

We adopt prompt tuning (Lester et al., 2021) to gen-413

erate responses, which is a lightweight alternative414

to fine-tuning the generation task and keeps lan-415

guage model parameters unchanged while optimiz-416

ing the prompt. The prompt adjustment achieves417

comparable performance in the full data setting by418

learning only parameters with a small proportion.419

The representation et+1 is first transformed by420

a linear transformation into prompt. We can421

obtain the input of the empathy decoder Z =422

[X; prompt;Y ], where X and Y represent the con- 423

text and target response, respectively. We use the 424

standard maximum likelihood estimate to optimize 425

the response prediction, and we obtain another loss 426

function through the decoder: 427

Lres = −log
(
p(Y |Rgenerate)

)
. (5) 428

Finally, all the parameters are jointly trained 429

end-to-end to optimize the listener selection and 430

response generation by minimizing the sum of two 431

losses: 432
L = Lemo + Lres. (6) 433

5 Experiments 434

5.1 Experimental Setting 435

The hyper-parameters in our approach are set as fol- 436

lows. The input embeddings are 300-dimensional 437

pre-trained 840B GloVe vectors. The speaking co- 438

efficient c is 5. The learning rate is 0.003 and batch 439

size is 16. The dropout rate is 0.6, while the loss 440

weight is 5e−4 . 441

5.2 Evaluation Criteria 442

Automatic Evaluation Criteria We calculate the 443

AVG BLEU (average of BLEU-1,-2,-3,-4) (Pa- 444

pineni et al., 2002) and ROUGE-L (Lin, 2004) 445

scores as evaluations of model response genera- 446

tion, which have been often used to compare the 447

system-generated response against the human-gold 448

response in generation tasks. 449

Human Evaluation Criteria We randomly collect 450

100 dialogue samples and their corresponding gen- 451

erations from each model. Then, we assign human 452

annotators to rate each response between 1 and 5 on 453

three distinct attributes: Empathy assesses whether 454

the speaker of the response understands the feel- 455

ings of others and fully manifests it; Relevance 456

evaluates whether the response is relevant with the 457

dialogue context and topic; and Fluency measures 458

whether the response is smooth and grammatically 459

correct. 460

5.3 Baselines and Models 461

MReCoSa: A context-sensitive model with multi- 462

head self-attention (Zhang et al., 2019). Multi- 463

Trans: This multi-task model learns emotion clas- 464

sification and dialogue generation at the same 465

time (Rashkin et al., 2018). MoEL: This model 466

(Lin et al., 2019) combines the response represen- 467

tations from multiple emotion-specific decoders. 468

EmpGD: This method (Li et al., 2020b) exploits 469

coarse-grained and fine-grained emotions by an ad- 470

versarial learning framework. Caire: This method 471
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Model MPED-M MPED-S
Metrics ROUGE-L AVG BLEU Emp. Rel. Flu. ROUGE-L AVG BLEU Emp. Rel. Flu.
MReCoSa 10.31 2.58 2.20 3.09 3.91 10.74 3.90 2.22 3.34 4.00
Multi-Trans 6.59 3.86 2.81 3.13 3.92 8.10 4.22 2.76 3.41 4.20
MoEL 6.83 2.99 3.11 3.07 3.89 8.44 3.13 3.00 3.28 4.13
EmpDG 10.86 4.26 3.19 3.39 4.30 11.53 4.52 3.32 3.55 4.30
Caire 11.58 4.85 3.17 3.62 4.37 12.48 5.49 3.30 3.89 4.46
Random prompt 11.36 4.68 3.10 3.65 4.10 12.04 5.41 3.44 3.81 4.40
SDMPED w/o S 12.06 5.57 3.29 3.66 4.30 13.47 5.88 3.51 3.81 4.53
SDMPED 12.87 6.35 3.40 3.74 4.39 14.16 7.37 3.71 3.86 4.59

Table 2: Experimental results on MPED. The automatic evaluations include AVG BLEU and ROUGE-L, and Emp.;
Rel. and Flu. stand for the human evaluations Empathy, Relevance and Fluency.

Model MPED-M MPED-S

Metrics ROUGE-L AVG
BLEU ROUGE-L AVG

BLEU
SDMPED 12.87 6.35 14.16 7.37
SDMPED w/o S 12.06 5.57 13.17 5.88
Two-Step Graph 11.54 4.87 12.39 5.69
Graph-Based 11.23 4.67 11.68 4.84

Table 3: Ablation study on MPED-M and MPED-S.
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Figure 5: The effect of different numbers of speak-
ers. The orange and blue lines represent BLEU-1 and
ROUGE-L, and histograms in dark blue show the aver-
age number of words spoken by each person in multi-
turn dialogues.

(Lin et al., 2020) fine-tunes a large-scale pre-trained472

language model with multiple objectives: response473

language modeling, response prediction, and dia-474

logue emotion detection. Random Prompt: We475

built a network with random values for prompt ac-476

cording to Lester et al. (2021).477

We describe the variants of our model below:478

Graph-Based: This simple model uses a graph-479

based model to build the empathetic dialogue graph480

of multi-party. Two-Step Graph: This model481

adopts a graph network with two-step graph update.482

SDMPED without Sensibility (SDMPED w/o S):483

This model ignores the sensibilities of speakers but484

maintains a TDGCN structure. SDMPED: Our fi-485

nal model combines dynamic emotions with static486

sensibilities to produce empathy responses.487

5.4 Experimental Results488

Automatic Evaluation Results According to the489

experimental results shown in Table 2, our model490

SDMPED achieves the highest scores under most491

metrics compared with other baselines. The no-492

ticeable improvement indicates the effectiveness of493
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Figure 6: The effect of different numbers of tokens.
The first three lines of this legend compare the effects
when the emotion categories are 6, 10, and 60. Before
Utterance and Before Response compare the effects
of using different prompt embedding positions when
dividing emotions into 10 categories.

SDMPED on empathetic expressions of multi-party. 494

Since multi-party dialogues are not time-sequential 495

and multi-turn dialogues need to consider the im- 496

pact of each turn, SDMPED performs better than 497

the models MoEL, EmpDG, and Caire that are de- 498

signed solely for two-party dialogue. Compared 499

with the Random prompt model, our model has 500

been greatly improved, which demonstrates that 501

our emotional prompt design plays an important 502

role. Given that persons have different sensibilities, 503

adding the characteristics of different people to 504

explore their conversations helps improve the per- 505

formance. Thus, SDMPED obtains a performance 506

improvement on the basis of SDMPED without 507

Sensibility. 508

Human Evaluation Results Table 2 shows that 509

SDMPED has achieved good performance in Em- 510

pathy, Relevance, and Fluency. Our model is ef- 511

fective in capturing different emotional changes 512

between multiple speakers and generating appro- 513

priate responses. MoEL and EmpDG are more 514

inclined towards the characteristics of two-party 515

dialogues, and thus cannot fully adapt to the new 516

situation of multi-party. Random prompt and Caire 517

are basically as good as our model in Fluency, 518

however their Empathy and Relevance are inferior. 519

These two models are pre-trained transfer learning 520

models, and the generated responses are fluent and 521

grammatical while being simple and general. 522
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Speaker Sensibility Utterance

Context Lily -

Today I broke up with my boyfriend . We had a very toxic relationship and

I decided to end it. Now I am alone and I don’t have any friends . Who can

give me a single hug? (Depressed)

Response

Numb Weak A virtual, because it could be possible. (Calm)
Eldar Moderate

:::::::::::::::
Lots of hugs to you. You can

::::::::::::::::
see me as your friend if you need to talk. (Worried)

Jain Strong :
I
:::
am

::::
truly

::::
sorry that today sucks. Enjoy yourself and focus on what you love to

do, I believe you will get through it. (Optimistic)

Calista Strong
Making the right decision rather than staying miserable! You will end up finding
one that treats you amazingly.

::::::::::::::::::::::::::::::::
Sending you sunshine to brighten your day.

(Supportive)

Table 4: An example of different responses by different speakers. Shades of blue represent the attention weights
of Calista. Below the text are three kinds of lines: straight, wavy, and dotted, which depict appropriate Emotional
Reactions, Interpretations, and Explorations (three criteria to assess empathy).

5.5 Ablation Study523

We perform an ablation study to better understand524

the contributions of the main parts of our model. As525

shown in Table 3, the performance becomes notice-526

ably worse, especially in the multi-turn dialogue527

data, after we remove the sensibility component.528

The degree of empathy for empathetic dialogues529

depends on the emotional tone at that time and the530

speakers’ own abilities of perspective-taking, so531

studying sensibilities can help better investigate the532

responses generated by different people. According533

to the comparison of SDMPED without Sensibility534

and Two-Step Graph, emotions of people change at535

every moment, and updating the graph structure at536

each emotional turn is particularly necessary. After537

removing the two-step graph update mechanism,538

we find that the results of Graph-Based have further539

declined, which indicates that the two-step graph540

convolution process can better extract empathetic541

and dialogue features.542

5.6 Analysis of Speakers and Tokens543

We investigate the effects of different numbers544

of speakers and tokens. When 3–7 speakers are545

available, as shown in Figure 5, the model main-546

tains fairly stable results, indicating that it can han-547

dle multiple-party empathetic dialogues effectively.548

However, the results decline as the speaker number549

continues to increase. The reason for the drop is550

that our conversations are typically concentrated551

between 3 to 5 people, and those with more than 7552

people contain little content per speaker.553

In Figure 6, we compare our model with two554

prompt embedding methods and different numbers555

of emotion classification categories. The compari-556

son between the orange and blue curves shows that557

dividing emotions into 10 categories gives better558

results than the 6 and 60 categories (6 and 60 cate- 559

gories similar to the number of categories in MELD 560

and ED datasets). Clearly, dividing emotions into 561

10 categories and placing a prompt matrix with 562

2 tokens before the response can yield promising 563

performance. 564

5.7 Case Study 565

We apply different speakers’ sensibilities to the em- 566

pathy decoder in the same multi-turn conversation 567

context and obtain results based on MPED in Ta- 568

ble 4. When presented with Lily’s loneliness and 569

depression, the following four speakers are willing 570

to provide support, but they come up with different 571

responses due to their different sensibilities. Numb 572

is relatively unable to appreciate the emotions of 573

Lily and jokes that she can find a virtual friend to 574

hug; Eldar expresses warmth and suggests Lily can 575

consider herself as a friend. Jain and Calista com- 576

fort Lily and express their understanding of how she 577

feels after breaking up with her boyfriend. They 578

also look forward to the future by suggesting that 579

Lily can do something she likes to distract herself 580

and believe that she can find the right person. 581

6 Conclusions and Future Work 582

We have introduced a novel task called Multi-Party 583

Empathetic Dialogue Generation and a large-scale 584

dataset, i.e., MPED. We have proposed a model 585

called SDMPED suitable for the characteristics 586

of the task. Our experiments have demonstrated 587

that SDMPED is superior to other approaches on 588

MPED. Future work can explore related issues such 589

as integrating empathy into the dialogues, combin- 590

ing emojis and responses, guiding the active devel- 591

opment of conversation. 592
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