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Abstract

Large language models often necessitate001
grounding on external knowledge to generate002
faithful and reliable answers. Yet even with003
the correct groundings in the reference, they004
can ignore them and rely on wrong groundings005
or their inherent biases to hallucinate when006
users, being largely unaware of the specifics007
of the stored information, pose questions that008
might not directly correlate with the retrieved009
groundings. In this work, we formulate this010
knowledge alignment problem and introduce011
MixAlign, a framework that interacts with both012
the human user and the knowledge base to ob-013
tain and integrate clarifications on how the user014
question relates to the stored information. Mix-015
Align employs a language model to achieve016
automatic knowledge alignment and, if neces-017
sary, further enhances this alignment through018
human user clarifications. Experimental results019
highlight the crucial role of knowledge align-020
ment in boosting model performance and miti-021
gating hallucination, with improvements noted022
up to 22.2% and 27.1% respectively. We also023
demonstrate the effectiveness of MixAlign in024
improving knowledge alignment by producing025
high-quality, user-centered clarifications.026

1 Introduction027

Despite the recent advances of large language mod-028

els (LLMs), they still struggle in unfamiliar scenar-029

ios not covered during pre-training (Bubeck et al.,030

2023). A common approach to mitigate this issue031

involves retrieving and incorporating supporting032

evidence from an external knowledge base (Guu033

et al., 2020; Shuster et al., 2021). While the method034

indeed often improves the end-task performance, it035

still suffers from issues such as generating text that036

includes extraneous information not present in the037

retrieved knowledge (Dziri et al., 2022), ignoring038

the knowledge entirely (Krishna et al., 2021), or039

even contradicting the knowledge (Longpre et al.,040

2021; Wu et al., 2023). These erroneous behav-041
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Figure 1: Knowledge Misalignment. Even if the user
knows about the city constraint, he/she may not put it in
the question being unaware that “city” is needed to filter
noisy candidates. For the same reason, the user may
not give a precise event name. Due to the misalignment
between the user question and the grounding knowledge,
the LLM fails to correlate the question with the correct
grounding (underlined) and relies on its own biased
knowledge (presuming New York as the intended city
reference) to generate an incorrect answer.

iors are interpreted as a passive defense mechanism 042

against poor retrievals (Gao et al., 2022). 043

In this work, we argue that the primary cause 044

of the error cases stems from the misalignment 045

between human and grounding knowledge. This 046

misalignment is quite common, as users are often 047

unfamiliar with the information contained in the 048

external database. When framing their questions, 049

they might unintentionally phrase them in ways 050

that either inconsistently state or even overlook the 051

conditions and constraints of the retrieved ground- 052

ings (refer to Fig. 1). Facing this, the language 053

model may follow spurious correlations and incor- 054

porate biased model knowledge to generate biased, 055

misleading, or unsupported content. 056

To address this issue, we study the Knowl- 057

edge Alignment problem considering various align- 058

ment types as depicted in Table 1. Unlike recent 059

works on value alignment which aim to ensure 060

LLM generation follows human values, ethics, and 061

goals (Ouyang et al., 2022; Pyatkin et al., 2022), 062

knowledge alignment seeks to bridge human and 063
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grounding knowledge for LLM, thereby enhanc-064

ing its ability to utilize grounding knowledge for065

faithful decision-making and issue resolution.066

Towards solving the knowledge alignment prob-067

lem, we propose MixAlign, a framework that inter-068

acts with both the user and the knowledge base to069

acquire clarifications on how the user’s question re-070

lates to the stored grounding knowledge. MixAlign071

initiates the process with model-based knowledge072

alignment, where the LLM is employed to map the073

conditions and constraints of the user question to074

corresponding ones within the knowledge base. In075

cases the mapping process yields uncertainties or076

the evidence remains unclear, MixAlign generates077

a question seeking further clarification from the078

user, a step we refer to as human-assisted knowl-079

edge alignment. The clarifications from these steps080

are incorporated to generate the final answer.081

In summary, our major contributions are:082

• We study the Knowledge Alignment problem,083

a prevalent yet critical issue that influences084

the efficacy of LLMs when interacting with085

external databases.086

• We introduce MixAlign, a mixed-initiative087

clarifying framework designed to improve088

knowledge alignment.089

• Comprehensive evaluations highlight the im-090

portance of knowledge alignment and demon-091

strate the effectiveness of MixAlign in gener-092

ating high-quality clarifications.093

2 Related Work094

Alignment in Large Language Models. Recent095

efforts have been made to ensure that AI systems096

pursue goals that match human values or interests097

rather than unintended and undesirable goals (Ngo,098

2022; Wolf et al., 2023). This issue, known as099

the alignment problem in LLMs, has been ad-100

dressed in several ways. Reinforcement Learning101

from Human Feedback (RLHF) is one such ap-102

proach, which fine-tunes the LLM according to103

the reward signals adhering to human evaluators’104

preferences (Ouyang et al., 2022; Bai et al., 2022).105

Another strategy involves in-context learning us-106

ing textual prompts that are helpful, honest, and107

harmless (Askell et al., 2021; Rae et al., 2021).108

The development of interpretability techniques to109

scrutinize the concepts learned by networks is yet110

another crucial approach, with the long-term aim111

of detecting and rectifying misaligned goals prior 112

to deployment (Meng et al., 2022; Burns et al., 113

2022). This work can be seen as a special case 114

of interpretability methods. Unlike existing works 115

that emphasize aligning human values with LLM 116

behavior, we aim to align human knowledge with 117

external domain knowledge. This knowledge align- 118

ment enhances semantic and logical consistency 119

between human expression and the stored evidence, 120

thereby enabling LLMs to engage in more effective 121

reasoning and problem-solving. 122

Clarification Question Generation. The study 123

of asking clarifying questions spans a wide range 124

of tasks, including information retrieval and open- 125

domain question answering (Rao and Daumé III, 126

2018; Majumder et al., 2021; Kuhn et al., 2022; Py- 127

atkin et al., 2022). The effectiveness of these ques- 128

tions is often determined by information-theoretic 129

measures such as relevance, informativeness, or 130

utility (Rao and Daumé III, 2018, 2019; White 131

et al., 2021). Rule-based methods have been pro- 132

posed for generating clarification questions by fill- 133

ing manually defined templates (Wang and Li, 134

2021) or applying a set of syntactic transforma- 135

tions on ambiguous questions (Dhole, 2020). In 136

addition to rule-based methods, neural network- 137

based approaches have been proposed to generate 138

more coherent questions by training text genera- 139

tion models (Rao and Daumé III, 2018, 2019) or 140

utilizing state-of-the-art pre-trained large language 141

models (Krasheninnikov et al., 2022; Kuhn et al., 142

2022). Most of the existing works focus on re- 143

solving ambiguities within user queries, whereas 144

we seek clarifications on how the user question is 145

related to the stored knowledge. Instead of request- 146

ing the user to provide more context aimlessly, we 147

direct them on how to offer such information by 148

concentrating on a particular constraint. 149

3 The Knowledge Alignment Problem 150

We study how aligning human knowledge with 151

grounding knowledge, represented by conditions 152

and constraints found in the user question (Q) and 153

retrieved evidence (K), impacts the LLM’s ability 154

to utilize evidence for answering questions. Specif- 155

ically, we address knowledge misalignments by 156

acquiring clarifications (C), refining our prompt to: 157

LLM(A|Q,K) → LLM(A|Q,K,C). 158

We commence our study with a straightforward 159

setting and consider questions that inquire about 160

a single, specific subject, allowing us to express 161
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Table 1: Knowledge misalignment types. We evaluate 1,173 valid examples from our FuzzyQA dataset with an
evaluation protocol based on GPT-4. The overall proportion of samples with knowledge misalignment is 79.54%.
“Percentage” denotes the ratio of examples with a certain type to those with any misalignment.

Type Explanation Example Percentage%

Semantic The user might use an ambiguous term that,
while ideally should map to a single item
in the database, in reality can correspond
to multiple attributes or values.

For “What is the best burger?”, when you say
“best burger”, are you referring to taste, nutri-
tional value, price, or a combination of these
attributes?

41.48

Contextual The user may have implicitly established
some conditions without explicitly express-
ing them.

For “What is the 15th most populous city in
the United States?”, the statistics may vary with
time, which year are you considering?

32.04

Structural The user might have stated some condi-
tions that are not addressed in the database.

For “Find me an American writer.”, the question
can not be answered when the database does not
include the nationality of the writers.

56.70

Logical The user can ask complex questions where
certain conditions need to be determined
before other conditions can be clarified,
while the database only supports basic log-
its such as “and”, “or” and “not”.

For “Fine me for a movie directed by the singer
who has won a Grammy’, the question answer-
ing requires first identifying singer who have
won a Grammy, and then finding the films di-
rected by the identified singers.

5.57

Figure 2: Oracle clarification results regarding different
knowledge alignment types.

conditions and constraints in the form of attribute-162

value pairs related to that subject. For the represen-163

tation of evidence, we opt for tabular databases due164

to their inherent clarity and structured nature. Each165

row in these databases encapsulates well-defined166

constraints. While other knowledge formats, such167

as triplets in knowledge graphs or textual para-168

graphs, can also be organized in this manner, we169

leave them for future research.170

As shown in Table 1, we consider four misalign-171

ment types that correspond to conditions with dif-172

ferent expressions (semantic), conditions absent 173

in either the user question (contextual) or domain 174

knowledge base (structural), and complex condi- 175

tions composed of multiple simple conditions (log- 176

ical), respectively. 177

To evaluate the importance of knowledge align- 178

ment in enhancing language model performance, 179

we conducted experiments using oracle clarifica- 180

tions on different alignment types (refer to Sec- 181

tion 4 for detailed settings). As depicted in Fig. 2, 182

we observe a notable difference in performance 183

across different knowledge alignment types, with 184

a marginal gap ranging from 15% to 32% in gold 185

answer coverage and 16% to 37% in hallucination. 186

Among the alignment types, we find that seman- 187

tic and logical alignment exhibit a larger perfor- 188

mance gap compared to the other two types. The 189

semantic and logical alignment share a common 190

characteristic: they prioritize the analysis of exist- 191

ing conditions and constraints rather than request- 192

ing the integration of additional, unmentioned infor- 193

mation. This distinction is primarily driven by the 194

nature of our dataset, where questions are typically 195

answerable within the question itself. In practical 196

scenarios, however, it is common that individuals 197

who are unfamiliar with the domain may require 198

additional contextual information, while those who 199

are familiar with the domain may not. 200

4 Methodology 201

In this section, we introduce MixAlign, a method 202

designed to enhance knowledge alignment in 203

grounded generation. MixAlign utilizes the LLM 204
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Grounding Knowledge

 Year:None 
 City:None

Which sport has an event called the America Open?

YesIs the event you are referring to U.S. Open?

Explicit Constraint Matching

Not confident what America Open refers to
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 Event:
  America Open Assets

City Event Sport Year
New York U.S. Open Tennis 2023

Paris French Open Tennis 2023
Los Angeles U.S. Open Golf 2023

... ... ...
Alignment Feedback

French Open, 
U.S. Open ...

Clarifying Question Generation

City, Event
Sport, Year

Assets
City Event Sport Year

New York U.S. Open Tennis 2023
Los Angeles U.S. Open Golf 2023

Which city hosted America Open? L.A. Candidates differs in city, which can be New York or L.A.

Answer Generation

Distinguishable Attribute SelectionClarifications

Alignment Feedback

Candidate
Filtering

Question
Generation

ImplicitKnowledge Alignment:  Explicit

Figure 3: Diagram of MixAlign. MixAlign aims to identify knowledge misalignments and obtain clarifications
regarding them automatically. It first handles explicit constraints in the user’s question for semantic and logical
alignment (Explicit Knowledge Alignment), then tackles implicit or missing constraints for contextual and structural
alignment (Implicit Knowledge Alignment). Given the user question, MixAlign utilizes LLM to extract and correlate
the constraints within the question referring to the grounding knowledge. If the model cannot confidently establish
alignment, a clarifying question is generated to seek assistance from the user. The alignment information is then
incorporated to filter candidate knowledge groundings. If confusion persists, the LLM is employed to select an
attribute that can distinguish the remaining groundings and seek further clarification from the user.

to align user expressions with the grounding knowl-205

edge and, if necessary, further enhances this align-206

ment through human clarification. Fig. 3 depicts207

how MixAlign addresses the knowledge format of208

tabular databases (as detailed in Section 3). For a209

discussion on its adaptability to other knowledge210

forms, please refer to Appendix C.211

4.1 Explicit Knowledge Alignment212

In this stage, we align constraints that are explic-213

itly stated in the user question with those from214

grounding knowledge and obtain clarifications. As215

detailed in Section 3, constraints are represented as216

attribute-value pairs. Considering the potentially217

vast number of grounding knowledge constraints,218

we employ a two-step approach that first extracts219

values from user questions based on attributes from220

the grounding knowledge, and then matches values221

for those valid attributes. In cases where the model222

is uncertain about the correlation of a particular223

constraint, we engage the user by posing a question224

to confirm the alignment. This interactive step en-225

sures the accuracy and reliability of the alignment226

process. Specifically, we have:227

Step 1: Constraint Extraction. Given attributes228

from the grounding knowledge, extract the229

corresponding values from the question.230

Step 2: Explicit Constraint Matching. Find values231

in the grounding knowledge that are cor- 232

related or coreference with the extracted 233

constraints with valid values. 234

Step 3: Clarification Question Generation. Gener- 235

ate a question to clarify any misunderstand- 236

ing the model couldn’t resolve. 237

Note that the extracted constraint for an attribute 238

can be a phrase, e.g., hometown: the 15th most 239

populous city in the United States. In this case, 240

the constraint extraction module can be seen as a 241

question decomposer, and constraint alignment as 242

a subquestion solver. 243

All steps are implemented by prompting the 244

LLM. For step 1, we prompt the LLM with the 245

following instruction: 246

Extract any phrases that act as conditions or constraints
relating to each attribute. If you are not confident that
there’s an applicable phrase, signify this with ‘None’.
Attributes: City, Event, Sport, Year
Question: Which sport has event called America Open?

To address the issue of attributes with less semantic 247

names, such as “Name-1”, we employ the LLM to 248

describe the attribute using its possible values be- 249

fore utilizing it. The prompt is shown in Appendix 250

D.2. This approach helps provide more context and 251

understanding to both the model and the user. 252

We proceed by verifying the value references in 253
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the grounding knowledge (Step 2). For each ex-254

plicit constraint, we prompt the LLM as follows:255

Question: Which sport has event called America Open?
For “America Open” in the question, identify the cor-
responding option it refers to. If there is ambiguity or
uncertainty, where multiple options seem equally proba-
ble, or no options clearly match, respond with “None”.
Options: French Open, U.S. Open.

We collect the results as alignment feedback. For256

matches deemed successful, we categorize them257

as explicit clarifications, e.g., “For ‘event’, Amer-258

ica Open refers to U.S. Open.”. In other cases the259

model returns “None”, indicating ambiguity or un-260

certainty, we engage the user by posing a question261

to seek alignment (Step 3):262

Question: Which sport has event called America Open?
The constraint “America Open” in the user question
is unclear. Ask a clarifying question to make the user
confirm the corresponding value of the constraint. The
constraint can refer to values in this list: French Open,
U.S. Open

The clarifying question and the user response263

obtained from this interaction serve as explicit clar-264

ification, e.g., “Question: Is the event you are refer-265

ring to U.S. Open? Answer: Yes.”266

4.2 Implicit Knowledge Alignment267

At this stage, we assess the need to address implicit268

constraints not stated in the user’s question. If269

needed, we identify an attribute that optimally dis-270

tinguishes candidates and pose a question to assist271

the user in resolving any potential ambiguities or272

inconsistencies. This stage comprises three steps:273

Step 1 Irrelevant Candidate Filtering. Filter can-274

didate groundings with previously obtained275

clarifications.276

Step 2 Distinguishable Attribute Selection. Iden-277

tify the optimal attribute to differentiate278

knowledge groundings.279

Step 3 Clarifying Question Generation. If a valid280

attribute is found, generate a clarifying281

question regarding it.282

We begin by determining the necessity to address283

implicit constraints. As elaborated in Section 3,284

we focus on questions that pertain to a singular,285

distinct subject. Given that the accurate grounding286

knowledge should be unique, we filter candidates287

and seek further clarification if multiple candidates288

remain. We set aside more complex scenarios for289

future exploration. Specifically, we prompt the290

LLM to filter the candidates (Step 1):291

In the context of the given question and its clarifying
information, filter the list of candidates. The aim is to
select only those candidates that adhere to the condi-
tions or constraints provided.
Candidates:
1. City: New York; Event: U.S. Open; Year: 2023;
2. City: Paris; Event: French Open; Year: 2023;
3. City: Los Angeles; Event: U.S. Open; Year: 2023;
4. . . .
Clarifying information:
Question: Is the event you are referring to U.S. Open?
Answer: Yes.

In Step 2, we select the attribute by taking into 292

account two aspects: (1) Distinguishability: We 293

aim to eliminate noisy candidates as much as possi- 294

ble after clarification. (2) Answerability: We avoid 295

asking the user about unfamiliar attributes such as 296

names and ID numbers. For simplicity, we merge 297

Step 2 and 3 and prompt LLM with: 298

Given the following candidates, your task is to formulate
a clarifying question to filter out irrelevant candidates.
This clarifying question should aim to ascertain the
value of an attribute to best differentiate among can-
didates. Ensure that the attribute relates to general
knowledge rather than specialized knowledge.
Candidates:
1. City: New Yrok; Event: U.S. Open; Year: 2023;
2. City: Los Angeles; Event: U.S. Open; Year: 2023;

The clarifying question and user response act as 299

implicit clarifications, e.g., “Question: Which city 300

hosted America Open? Answer: L.A.” 301

4.3 Answer Generation 302

The final answer is generated by including ex- 303

plicit and implicit (if any) clarifications (C) in the 304

prompt, i.e., LLM(A|Q,K,C). 305

4.4 A Casual Look at MixAlign 306

D

Q AG

D

Q A/G

R

D

Q A

(a) (b) (c)

Figure 4: Knowledge grounding effectively boosts LLM
performance (through front-door adjustment) only when
the knowledge is causally retrieved and can causally in-
duce the answer. That is, the retrieval method itself
should be trustworthy enough to not introduce statisti-
cal co-occurrence information (i.e., a nurse must be a
woman), and the retrieved knowledge must be aligned
with the question in order to be utilized for further de-
ducing the answer.

To uncover the cause-effect relationships in 307

retrieval-augmented generation, we have developed 308
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a Structural Causal Model (SCM) (Peters et al.,309

2017). SCM is a directed acyclic graph that repre-310

sents causal connections within a system.311

As shown in Fig. 4(a), the pre-trained knowl-312

edge (D) in LLM introduces confounding factors313

into the system. For example, the model may as-314

sume that a nurse must be a woman, resulting in315

biased correlations and ultimately harm model per-316

formance. As illustrated in Fig. 4(b), the Retrieval-317

augmented Language Model mitigates biased cor-318

relations through the front-door adjustment (Pearl,319

2009), which employs a mediator (G, retrieved320

knowledge groundings) to block all directed paths321

from the cause (Q) to the effect (A). However,322

as depicted in Fig. 4(c), the front-door adjustment323

can easily fail when the groundings are statisti-324

cally retrieved using the nearest neighbors search325

based on co-occurrence information. To address326

the aforementioned issue, MixAlign offers clear ex-327

planations on why the question and knowledge are328

related, thereby promoting front-door adjustments329

and boost model performance.330

5 Experiments331

Evaluation Task: We focus on knowledge-332

augmented generation instead of evidence retrieval333

to explore the benefits of knowledge alignment.334

Specifically, we consider a controlled number of335

irrelevant knowledge groundings (database rows)336

with the primary grounding in the model’s input337

context. This count of irrelevant groundings is de-338

noted as ‘Irrelevant Groundings (#)’.339

Dataset: FuzzyQA is an evolution of the OTT-340

QA dataset (Chen et al., 2020). OTT-QA is an341

English dataset that contains open questions that342

require grounding on tables and text for answers.343

In FuzzyQA, we made two changes:344

1. We shifted the focus solely to tables as the345

primary knowledge source (detailed in Section 3).346

This results in a filtered dataset comprising 1,173347

(question, answer, table) triples, reserved solely for348

validation (our method does not require training).349

2. We simplify each question with GPT-4 by350

dropping constraints but ensuring the answers re-351

main unchanged, as detailed in Appendix D.3. This352

adjustment was made because OTT-QA questions353

were crafted by annotators who had prior access to354

the tables, a scenario that contrasts with real-world355

situations where users often frame their queries356

without detailed table knowledge. By simplifying357

the questions, we aim to simulate this real-world358

Table 2: Oracle clarifying information for each knowl-
edge alignment type. A and B denote human and do-
main knowledge, respectively.

Type Clarifying Information

Semantic The term ‘A’ in the question refers to ‘B’ in
our database.

Contextual The value for the missing contextual condi-
tion in the question is ‘A’.

Structural The value for the condition ‘B’ in the database
is ‘A’.

Logical The complex condition ‘A’ in your question
refers to the condition ‘B’ in the database.

ambiguity. Note that this simplification makes the 359

questions more challenging for LLMs, as the re- 360

duced detail introduces extra complexity. 361

Language Model and Baselines. MixAlign is 362

designed to be compatible with any LLM, in this 363

section, we employ the OpenAI Text-DaVinci-003 364

(176B) (Ouyang et al., 2022) for all the methods. 365

For results with Llama2 (Touvron et al., 2023), 366

please refer to Appendix A.3. We examine the im- 367

pact of incorporating clarifications into the prompt: 368

• None. No clarification included. 369

• Oracle. We reverse-generate the oracle clarifica- 370

tions from the ground-truth answer and knowledge 371

considering the templates in Table 2 with GPT-4. 372

The prompt is shown in Appendix D.1. 373

• Direct-Ask (Kuhn et al., 2022). Clarifying ques- 374

tions are asked based solely on the original ques- 375

tion. Direct-Ask prepends the question with a 376

prompt: “In order to answer this question, I have 377

to ask the following clarifying question:”. 378

• Knowledge-Ask. Building upon Direct-Ask, we 379

incorporate candidate knowledge to generate clari- 380

fying questions and modify the instruction as “In 381

order to answer this question with the context, can- 382

didate 1, candidate 2, . . . , I have to ask the follow- 383

ing clarifying question:”. 384

• MixAlign (proposed). In addition to the previ- 385

ous settings, we introduce alignment feedback to 386

enhance the process of posing clarifying questions. 387

Metrics. We adopt G-EVAL (Liu et al., 2023), a 388

state-of-the-art ChatGPT-based evaluation frame- 389

work, and consider the three metrics below. Please 390

refer to Appendix B for details. 391

• Gold Answer Coverage. This binary metric eval- 392

uates whether the model’s answer covers the gold 393

answer, indicating how accurately the model cap- 394

tures the relevant information. 395

6



Figure 5: Overall evaluation results. We fused irrelevant knowledge groundings with ground-truth evidence for
LLM generation. “w/o Implicit” and “w/o Human” represent two ablation variants of MixAlign (detailed in Sec.
5.2.) "w/o Irrelevant Groundings" denotes that the LLM is solely reliant on the ground-truth evidence, absent of
noise. We report the mean from one run over the FuzzyQA dataset. OTT-QA results are in Appendix A.1.

• Hallucination. This binary indicator detects fac-396

tual inconsistencies between the model’s answer397

and the input context, highlighting instances where398

the model generates unsupported information.399

• Accepted. This binary indicator checks whether400

the clarifying question posed by the model (par-401

tially) repeats the original question back to the user.402

User Simulator. Following Kuhn et al. (2022),403

we implement the user simulator as an “oracle”404

language model that has access to attributions about405

the gold answer subject (detailed in Appendix D.4).406

5.1 Overall Results407

Negative impact of irrelevant groundings. Com-408

paring “None” to “w/o irrelevant groundings”409

in Fig. 5 highlights the negative effect of includ-410

ing irrelevant groundings. Specifically, coverage411

decreases by 25.7% to 39.4%, and hallucination412

by 28.1% to 39.8%. Moreover, as more irrelevant413

groundings are introduced, performance worsens414

because they become increasingly difficult for the415

LLM to differentiate and associate.416

Knowledge alignment significantly boosts the417

LLM performance. With oracle clarification, we418

observe a noticeable gap of 9.6% to 22.2% in cov-419

erage and 16.2% to 27.1% in hallucination. While420

the results are promising, a significant gap remains421

when compared to “w/o irrelevant groundings”.422

One key reason for this is the complexity of the423

prompt given to the LLM. In the absence of irrele-424

vant groundings, the LLM’s prompt contains only425

a single ground-truth grounding. However, with426

clarification, the prompt is populated with multiple427

Table 3: Average acceptance rate (%) for clarifying
questions across varied irrelevant groundings (#).

Direct-Ask Knowledge-Ask MixAlign

36.09± 0.95 27.67± 0.52 100

clarifying details and all available groundings. This 428

increased complexity poses an inherent challenge 429

for the LLM to process effectively. 430

MixAlign outperforms baseline clarifying 431

methods. When benchmarking MixAlign against 432

Direct-Ask, we note a difference of 8.1% to 11.7% 433

in coverage and 9% to 11.8% in hallucination. In 434

comparison with Knowledge-Ask, the disparity is 435

4.6% to 8.9% in coverage and 6.3% to 9.2% in hal- 436

lucination. The key driver behind this enhancement 437

is MixAlign’s feedback-driven clarifying question 438

generation. This approach ensures MixAlign clar- 439

ifies unaligned content instead of seeking generic 440

clarifications and echoing (in part or whole) the 441

initial question back to the user, which is typically 442

unhelpful and unanswerable. This is further illus- 443

trated in Table 3, where the acceptance rate for 444

baseline methods lags significantly behind Mix- 445

Align. Specifically, Direct-Ask tends to mirror 446

the original question, while Knowledge-Ask tends 447

to focus on the compositional gap of the original 448

query and pose the subquestion back to the user. 449

Please refer to Table 4 for more error cases. 450

Remarkably, the performance of MixAlign is 451

nearly on par with that of oracle clarification when 452

the number of irrelevant groundings is minimal, as 453

a limited number of candidates makes it easier for 454
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Table 4: Case clarifying questions. Baseline methods may: 1. inquire about irrelevant factors that do not aid
problem-solving, 2. reflect the question back to the user, and 3. incorporate noisy knowledge into the question.

User question What are the campaign notes of the 2012 Demo-
cratic candidate born on May 23, 1958?

Where did the Magic: The Gathering player
known as “The Great One” win?

Direct-Ask What specific information are you looking for
regarding the 2012 Democratic candidate?

What format of Magic: The Gathering was “The
Great One” playing?

Knowledge-Ask Which candidate was born on May 23, 1958? Which season did Jon Finkel win?

MixAlign (ours) Is the candidate you are referring to Keith Judd? Which season did “The Great One” win?

Figure 6: Efficiency analysis results of MixAlign. We
target: 1. Needed (%): How often do we need to request
user clarification after the initial LLM-based constraint
matching? 2. Avg.Count (#): When needed, how many
clarifying questions, on average, are posed?

the LLM to achieve precise constraint matching.455

But with more candidates, distinguishing between456

them becomes more challenging, causing the per-457

formance gap to widen to as much as 7.7% in cov-458

erage and 9.8% in hallucination. We will further459

investigate this in the following ablation study.460

5.2 Ablation Study on MixAlign461

We consider two ablation variants of MixAlign: 1.462

w/o Implicit: This version excludes implicit knowl-463

edge alignment and only addresses constraints that464

are explicitly stated in the user’s question. 2. w/o465

Human: This version relies solely on LLM-based466

constraint matching and does not incorporate addi-467

tional human-assisted clarification. The results are468

merged into Fig. 5. Our key findings are:469

Human assistance is exceptionally vital. For470

the w/o Human version, we note a significant re-471

duction in performance when solely depending on472

LLM-based constraint matching. As the number473

of irrelevant groundings increases, this reduction474

becomes more noticeable. This suggests that the475

LLM struggles to extract and match constraints476

with high confidence. Further evidence of this is477

seen in the increasing difference between the w/o478

Human and w/o Implicit versions, emphasizing479

that more constraints are not confidently matched,480

leading to the need for human clarification. 481

Implicit knowledge alignment is necessary. 482

We see that removing implicit knowledge align- 483

ment consistently leads to reduced performance. 484

Comparing w/o Implicit to MixAlign, we also ob- 485

serve that the performance gap remains largely 486

constant, irrespective of the increase in irrelevant 487

groundings. This is attributed to error propagation 488

from the explicit knowledge alignment, as implicit 489

alignment targets only the groundings remaining af- 490

ter explicit alignment. Future work could consider 491

an end-to-end approach to mitigate this limitation. 492

5.3 Efficiency Analysis of MixAlign 493

In this section, we assess the user effort required by 494

MixAlign for clarifying misalignments. As shown 495

in Fig. 6, as the number of irrelevant groundings 496

increases, there’s a rise in both the percentage of 497

examples requiring user input and the average num- 498

ber of questions asked. However, MixAlign suc- 499

cessfully reduces the need for user clarifications by 500

14.2 to 22.5%. Furthermore, with an average ques- 501

tion count spanning from 1.08 to 1.19, showing 502

that usually just one single clarifying question is 503

needed, which verifies the efficiency. Please refer 504

to Appendix A.2 for full results. 505

6 Conclusion and Future Work 506

In this work, we introduce the Knowledge Align- 507

ment problem, which addresses mismatches be- 508

tween constraints present in user questions and the 509

knowledge groundings referred to by LLMs, and 510

we propose the MixAlign framework to bridge this 511

gap by generating clarifications for any identified 512

misalignments. Experimental results highlight the 513

crucial role of knowledge alignment in improving 514

model performance and faithfulness and demon- 515

strate the efficacy of MixAlign in generating high- 516

quality clarifications. Future studies could explore 517

adapting MixAlign to various knowledge forms and 518

modalities, thereby broadening its applicability. 519
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7 Limitations520

MixAlign reduces, but does not eliminate, the oc-521

currence of hallucinations. By introducing explicit522

clarifications, we build a causal link between the523

question and the evidence that aids the LLM in524

more accurately deducing answers as it creates a525

clearer pathway for reasoning. However, since our526

method does not establish a definitive causal path527

for deriving answers from the question and evi-528

dence, hallucinations can still occur, emphasizing529

the need for future research.530

External knowledge extends beyond simple tab-531

ular databases or textual formats, often manifesting532

with more complex modularity which combines dif-533

ferent elements together. Addressing these intricate534

configurations poses a formidable challenge, and535

we outline this as an area for future exploration.536

A further limitation to consider is the increased537

computational load and time consumption associ-538

ated with the additional clarification steps. We mit-539

igate this in our study by involving model-based540

alignment and avoiding multi-turn dialogues for541

human-assisted alignment. Nevertheless, more ef-542

ficient strategies for addressing this concern could543

be further investigated.544
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A Additional Experimental Results 715

A.1 Results on the OTT-QA dataset 716

To study the impact of question simplification on 717

performance, we further conduct experiments on 718

the original OTT-QA questions. As depicted in 719

Figure 8, the findings in Section 5.1 still hold, in- 720

dicating that question simplification isn’t the pri- 721

mary contributor to the observed performance dis- 722

crepancy. We noticed an improvement of 5% in 723

terms of coverage and hallucination relative to the 724

FuzzyQA results shown in Figure 5. This sup- 725

ports the aforementioned explaination that ques- 726

tion simplifications indeed pose a greater challenge 727

for LLMs. Specifically, this question simplifica- 728

tion particularly influences contextual knowledge 729

misalignment where users may omit constraints. 730

Surprisingly, MixAlign outperforms the oracle 731

in terms of coverage when the number of irrelevant 732

groundings is minimal. This phenomenon might be 733

attributed to our decision to reuse oracle clarifica- 734

tions from FuzzyQA in this evaluation. While we 735

assumed that the clarifications in OTT-QA would 736
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Figure 7: Distribution of clarifying questions based on the count of irrelevant groundings, denoted as IG(#).

Figure 8: Overall results on OTT-QA. We report
the mean over the 1,173 instances corresponding to
FuzzyQA examples.

fall within those from FuzzyQA, the results hint at737

possible inconsistencies in the oracle data.738

A.2 Distribution of Clarifying Questions in739

MixAlign740

In this section, we illustrate the comprehensive741

distribution of clarifying questions necessitated by742

MixAlign, as depicted in Fig. 7. We see that the743

maximum number of clarifying questions posed is744

4. With an increase in irrelevant groundings, there745

is a corresponding increment in the number of clar-746

ifying questions. Nevertheless, the distribution pre-747

dominantly hovers around a single question. It is748

noteworthy that the surge is primarily in instances749

requiring two questions; however, occurrences ne-750

cessitating three or four questions do not exhibit a751

Figure 9: Overall results with Llama2 (7B) on the
FuzzyQA dataset.

substantial increase. 752

A.3 Results with the Llama2 (7B) Model 753

To investigate knowledge alignment under different 754

LLMs, we conduct experiments with Llama-2-7b- 755

chat-hf on the proposed FuzzyQA dataset. Llama- 756

2-7b-chat-hf, while being the most advanced in the 757

Llama2 (7B) series, is far less powerful than Ope- 758

nAI’s Text-DaVinci-003 (176B), especially in suc- 759

cessfully conveying whether it is confident about 760

matching explicit constraints (Sec. 4.1.). Therefore, 761

we replace the LLM matching part with vanilla 762

rule-based string matching and seek user clarifica- 763

tion once the string matching fails. Moreover, we 764

follow the chat nature of the model and insert the 765

instruction prompt into the following chat template 766
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as model input:767

«SYS»You are a helpful Assistant.«/SYS»
[INST] User: Prompt [/INST].
Assistant:

As shown in Fig. 9, the findings in Section 5.1768

still hold, demonstrating the effectiveness of knowl-769

edge alignment. We observe that Direct-Ask can770

even downgrade the base results. This degradation771

occurs because Direct-Ask does not focus on distin-772

guishing or clarifying retrieved evidence, leading to773

an inadvertent inheritance of parametric knowledge774

biases from Llama-7b, which can in turn mislead775

the answering process.776

Compared to the results from OpenAI’s Text-777

DaVinci-003 in Fig. 5, we see an overall 5% perfor-778

mance drop in terms of coverage and hallucination.779

Furthermore, we observe a widening performance780

gap compared to OpenAI’s model as the number of781

irrelevant groundings increases, since Llama-7b is782

less powerful at addressing noisy contexts. How-783

ever, MixAlign effectively mitigates this issue by784

enhancing the model’s ability to utilize the context785

for more accurate reasoning and inference.786

B Details on Evaluation787

Please note that when we refer to GPT-4, we788

are specifically talking about version gpt-4-0613,789

which is a snapshot taken on June 13th, 2023. This790

version features enhanced function calling support791

and has a token limit of 8,192. It includes data up792

until September 2021.793

B.1 Coverage and Hallucination794

We follow the G-EVAL framework and employ795

OpenAI GPT-4 for evaluation. To enhance effi-796

ciency, we also implement rule-based matching797

to determine whether the gold standard answer is798

contained within the generated response prior to799

the LLM-based evaluation. For hallucination, we800

follow the prompt in G-EVAL:801

Human Evaluation of Question Answering Systems:
Factual Consistency: Does the system answer untruth-
ful or misleading facts that are not supported by the
question, context, and gold answer?
Question:Which sport has an event called America
Open?
Context:City: New York; Event: U.S. Open; Year: 2023;
Sport: Tennis
City: Los Angeles; Event: U.S. Open; Year: 2023;
Sport: Golf.
Gold Answer: Golf
Model answer: The sport you are asking for is golf.
Does the model answer contain factual inconsistency?

For gold answer coverage, we modify the tem- 802

plate above into the following prompt: 803

Human Evaluation of Question Answering Systems:
Coverage: Is the model answer consistent with the gold
answer?
Gold Answer:Golf
Model answer: The sport you are asking for is golf.
Does the model answer cover the gold answer?

B.2 Accepted 804

A clarifying question is considered unacceptable if 805

it either 1. echoes the original user question or a 806

subquestion back to the user, or 2. elicits negative 807

user responses such as “I don’t know.” 808

We identify these unsatisfactory outcomes by 809

examining the user response. Specifically, we have 810

compiled a list of potential answers to user ques- 811

tions and subquestions, along with expressions of 812

uncertainty or lack of knowledge, such as “I don’t 813

know” or “sorry.” Through rule-based matching, 814

we assess whether a user’s answer contains these 815

phrases; if so, we categorize the corresponding 816

clarifying question as unacceptable. 817

C Forward View on Adapting MixAlign 818

to Various Knowledge Modalities 819

MixAlign leverages the LLM to match constraints 820

in the question and constraints in pieces of evi- 821

dence, identifying mismatches for further clarifica- 822

tion. To adapt MixAlign for different knowledge 823

formats, a straightforward approach would be using 824

specialized information extraction (IE) models to 825

transform evidence constraints into textual forms 826

for LLM comparison. However, standard IE tools 827

could result in errors that affect the LLM’s perfor- 828

mance in our MixAlign framework. A more effec- 829

tive approach might involve employing a stronger 830

LLM, such as GPT-4, for the IE process, thereby 831

providing higher quality input to MixAlign, i.e., 832

strong-to-weak generalization. 833

This leads us to an intriguing research question: 834

Is it feasible to preprocess inputs using a weaker 835

LLM for a stronger LLM? This concept entails 836

equipping a “strong brain” with a “less accurate 837

eye,” a notion not extensively explored in current 838

literature. While there is existing research on train- 839

ing models from a weak-to-strong generalization 840

perspective (Collin et al., 2023), the specific appli- 841

cation of this approach at the input level remains un- 842

charted territory. Future work might include modi- 843

fying the format of IE outputs, transitioning from 844

basic labels to more descriptive formats such as tex- 845
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tual explanations or probability logits. Such modi-846

fications could optimize the utilization of weaker847

models within the overarching process, leveraging848

their strengths more effectively.849

D Supplementary Details on Prompts850

GPT-3 denotes Text-DaVinci-003. GPT-4 denotes851

the OpenAI GPT-4-0314.852

D.1 Oracle Clarification Generation (GPT-4)853

Given the question and its gold database knowledge
detect if there exist misalignments regarding each type
below.

Semantic Misalignment: The user might use an
ambiguous term in the question that, while ideally
should map to a single item in the database, in reality
can correspond to multiple columns or values, leading
to uncertainty about the specific item the term refers to.
For instance, if a user asks “What is the best burger?”,
the term “best burger” could refer to different columns
such as taste and price. In another case, if a user
mentions “Paris”, it’s ambiguous whether it refers to

“Paris, France” or “Paris, Texas”.

Contextual Misalignment: The user may omit
certain conditions in the question, making it hard
to relate with the knowledge. For example, for the
question “What is the 15th most populous city in the
United States?”, the statistics might change over time,
so without specifying the year in the question, there’s a
misalignment with the context.

Structural Misalignment: The user could state
conditions that are not covered in the database
structure. For example, if a user asks “Find me an
American writer”, this question cannot be answered if
the database does not include nationality information
for writers.

Logical Misalignment: The user’s question might
contain intricate conditions where certain aspects need
to be resolved before others can be clarified. This
often occurs when a single condition in the question
encapsulates other sub-conditions or questions that
need to be addressed first. For example, in the query

“Find me a movie directed by the singer who has won a
Grammy”, the identification of the Grammy-winning
singer is a prerequisite before the movies directed by
this person can be determined.
Question: Which sport has an event called America
Open?
Knowledge: City: Los Angeles; Event: U.S. Open;
Year: 2023;",

D.2 Attribute Description (GPT-3)854

Column names along with potential values:
Note: 2021, 2022, 2023
City: New York, Los Angeles, Paris
Generate a concise phrase that accurately describes
each column name. If the column names lack sufficient
semantic clarity or descriptiveness, furnish them with
additional context or explanations.

D.3 Question Simplification (GPT-4) 855

Question: Which 2010 Regional League Division 2
Southern Region team plays at the stadium with the
largest capacity?
Simplify this question by dropping attributes and condi-
tions such as time and place, make sure that the answer
to the simplified question is the same as the original
question.

D.4 User Simulator (GPT-4) 856

You are a user of a QA system. You know: City: Los
Angeles; Event: U.S. Open; Year: 2023;.
You just asked ’Which sport has an event called America
Open?’ and the system throws back a clarifying question
’Is the America Open referring to U.S. Open?’.
Please answer the clarifying question precisely. Do not
respond with anything else besides the primary subject
asked by the clarifying question.

E Licensing and Terms for Datasets 857

In this study, we developed the FuzzyQA dataset, 858

based on OTT-QA. Like OTT-QA, FuzzyQA ad- 859

heres to the MIT License, reflecting our commit- 860

ment to legal compliance and respecting OTT-QA’s 861

original terms. This licensing approach ensures 862

transparency and aligns with legal and ethical us- 863

age standards. Our enhancements to OTT-QA for 864

FuzzyQA align with the original dataset’s intended 865

research and academic applications 866
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