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Abstract

As recent advances in mobile camera technology have
enabled the capability to capture high-resolution images,
such as 4K images, the demand for an efficient deblurring
model handling large motion has increased. In this paper,
we discover that the image residual errors, i.e., blur-sharp
pixel differences, can be grouped into some categories ac-
cording to their motion blur type and how complex their
neighboring pixels are. Inspired by this, we decompose the
deblurring (regression) task into blur pixel discretization
(pixel-level blur classification) and discrete-to-continuous
conversion (regression with blur class map) tasks. Specifi-
cally, we generate the discretized image residual errors by
identifying the blur pixels and then transform them to a con-
tinuous form, which is computationally more efficient than
naively solving the original regression problem with con-
tinuous values. Here, we found that the discretization re-
sult, i.e., blur segmentation map, remarkably exhibits visual
similarity with the image residual errors. As a result, our
efficient model shows comparable performance to state-of-
the-art methods in realistic benchmarks, while our method
is up to 10 times computationally more efficient.

1. Introduction

Motion blur is caused by the camera motion and object
movement within the exposure time. As the long exposure
time is required to ensure the amount of light in low-light
environments, it leads to significant blur degradation, which
is a challenge to overcome. Given blur images, the blind im-
age deblurring procedure aims to reconstruct sharp images.

In earlier years, many researchers have investigated ac-
curate blur kernel estimations [3, 4, 13, 30, 33, 41]. Those
kernel-based methods focus on estimating blur kernels and
then exploiting them in the deconvolution process [12, 16],
resulting in the final sharp images. They mainly train with
synthesized motion blur images that may not hold in prac-
tice. In recent years, kernel-free methods have been more
widely studied in motion deblurring tasks [6, 8, 11, 15, 17—
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Figure 1. Blind motion deblurring via blur pixel discretization.
The image residual error, i.e., blur-sharp pixel differences is esti-
mated by our blur pixel discretization and discrete-to-continuous
conversion, whose result is used to produce final deblurred images.

19, 21, 24-26, 32, 34, 35, 38—40]. They achieve state-of-
art performance despite their simplicity where they do not
consider such blur kernels. However, their performance
highly relies on network capacities [8, 21, 35, 38], which
may restrict from practical usage. Some literature intro-
duces self-generated prior information to further improve
deblurring performance, but generating the prior informa-
tion consumes additional huge computational costs [11, 19].

As recent advances in camera technology have enabled
the capability to capture high-resolution images, such as
4K images, dealing with large motion has become in-
creasingly important. To deploy a deblurring model on
resource-constrained devices (e.g., mobile devices), an ef-
ficient model capable of handling large motion is required.
Nevertheless, these models have not been thoroughly ex-
plored. In our earlier experiments, we found that the small-
scale model suffers from significant performance drops in
the case of large motion scenarios as shown in Table 1. In
fact, the small-scale deblurring model without any prior in-
formation may be susceptible to distortions.

In this paper, we rethink the deblurring task by de-
composing the original regression problem into blur pixel
discretization and discrete-to-continuous (D2C) conversion
problems to explore an efficient deblurring model for prac-
tical usage, as shown in Fig. 1. Our intuition is that we build
a discrete version of the ground truth (GT), namely, a dis-
cretized image residual error (e.g., discrete blur-sharp pixel
differences) by identifying the blur pixels and then trans-
form it into a continuous form, which is computationally

25879



() (®) (© ()]

Figure 2. Visual comparison in the object motion blur (above) and
uniform blur (below): (a) Sharp image, (b) Blur image, (c) Image
residual error, and (d) Blur segmentation map. We utilize three
classes and the colors in blur segmentation map indicate classes.

more efficient than naively solving the deblurring regres-
sion problem. As shown in the upper side of Fig. 2 (c),
the object movement regions (e.g., legs) highlight image
residual errors, i.e., blur-sharp pixel differences, when com-
pared to non-moving regions. In contrast, as shown in the
lower side of Fig. 2 (c), despite the same blur for all pixels
(i.e., uniform blur), the high-frequency region (e.g., edges)
shows noticeable image residual errors rather than those of
the low-frequency region (e.g., wall). Namely, the image
residual error is characterized by its motion type (e.g., mo-
tion amount and direction) and spatial frequency (e.g., com-
plexity of neighboring pixels). Using this motion-frequency
property, the image residual error may be grouped into some
categories, e.g., low or high levels.

Inspired by those observations, we propose a new de-
blurring scheme that decomposes the deblurring model into
blur pixel discretizer and D2C converter as shown in Fig. 4.
In the first stage, our blur pixel discretizer is trained to yield
the discretized image residual error at a low computational
cost, which is referred to as blur segmentation map. In the
second stage, the D2C converter efficiently transforms the
discrete version of image residual error into a continuous
form, leading to better deblurring results. In particular, the
blur pixels are identified by the following steps: (1) To re-
flect the nature of the image residual error, e.g., motion-
frequency property, we first predict a motion-related several
basis kernels and they are used for a deconvolution pro-
cedure with the frequency-related neighboring pixels, re-
sulting in a set of deconvolved images, i.e., deconvolved
class images. (2) We introduce a blur segmentation map
that contains a per-pixel class index. Based on this informa-
tion, we perform pixel-wise sampling from the deconvolved
class images to predict the optimal deconvolved image. (3)
As a result, all blur pixels are optimally categorized into
classes through our blur segmentation map, which visually
aligns with the image residual error as shown in Fig. 2 (c)
and (d). Furthermore, we pay attention to the logarithmic
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Figure 3. Visual comparison results on the efficient models: (a)
Blur image, (b) NAFNet [6], and (c) Proposed method. The com-
putational cost of both models is around 16 GMACs. NAFNet
is vulnerable to distortions since it has no blur class information,
whereas our method produces more natural deblurring results.

fourier space to simplify the relationship between blur and

sharp images so that the basis kernels are easily trained in

our kernel estimator as shown in Fig. 4. Our contributions
are summarized as follows:

* We propose a new deblurring scheme that decomposes a
deblurring regression task into simpler tasks: blur pixel
discretization and D2C conversion tasks, which is com-
putationally more efficient than naively solving the de-
blurring regression problem.

* Our blur pixel discretizer produces the blur segmentation
map, which reflects the nature of the image residual er-
ror. Hence, the proposed method can be interpreted as
deblurring with GT-like information, leading to better de-
blurring results at a low computational cost.

* Our efficient deblurring model demonstrates its competi-
tiveness not only even with a reduction of up to 10 in the
computational cost compared to larger deblurring meth-
ods in realistic benchmarks but also in commercial appli-
cations such as Samsung EnhanceX and Google Unblur.

2. Related Works

Kernel-based methods. In blind motion deblurring tasks,
kernel-based methods [4, 30, 31] directly learn a per-pixel
kernel and then produce sharp images using the existing
non-blind deblurring methods [10, 12, 16]. To estimate the
blur kernels easier, a motion flow estimation [13] is stud-
ied to produce a motion flow map. Similarly, the exposure
trajectory estimation framework [41] is investigated to es-
timate a set of motion offsets. The adaptive basis decom-
position scheme [3] introduces a set of pixel-shared basis
kernels and a set of pixel-wise mixing coefficients to effi-
ciently estimate a per-pixel kernel. Overall, those kernel-
based methods aim to generate sharp images by utilizing
motion flows, trajectories, and basis kernels at a large cost,
whereas ours focuses on providing per-pixel blur class in-
formation (distinct from the motion flows, trajectories and
basis kernels) at a small cost.
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Figure 4. Our network architectures. The proposed method consists of two stages and each stage is shaded in different colors. In the first
stage, we train our blur pixel discretizer and kernel estimator. In the second stage, we proceed to train our D2C converter with the frozen
blur pixel discretizer. LogFT indicates the logarithmic fourier transform and IFTExp means the inverse logarithmic fourier transform.

Kernel-free methods. The kernel-free methods [0, 8, 14,
25] treat the image deblurring tasks as image-to-image
translation tasks that map from blur to sharp in realistic
blur datasets [25, 27]. Some pioneering works [25, 32]
introduce the coarse-to-fine strategy that gradually recov-
ers the sharp image from low-resolution to high-resolution
images. Some frameworks that use multi-input and multi-
output U-Net [29] are proposed to handle the coarse-to-fine
strategy in an efficient way [8, 24, 39]. Transformer-based
image deblurring methods [15, 21, 34, 38, 40] are studied
to recover more image details by presenting their own ways
to overcome the quadratic complexity of the self-attention
modules. Some literature investigates the network architec-
ture design to capture local and global information effec-
tively [6, 35, 39, 40]. Recently, some methods introduce
additional self-generated priors to improve deblurring per-
formance [11, 19]. However, their priors are not directly
related to the image residual error (e.g., GT) which may
limit the performance improvement. On the other hand, our
method generates a discretized image residual error (e.g.
discrete GT), which results in better performance.

3. Real-World Efficient Motion Deblurring

In this section, we describe a new deblurring scheme that
consists of blur pixel discretizer and discrete-to-continuous
(D2C) converter. First, we explore a new perspective of
motion deblurring tasks in Section 3.1. Then, we introduce
a blur pixel discretizer that yields blur segmentation map
in Section 3.2. In Section 3.3, a D2C converter with blur
segmentation map is explained. Finally, we present the im-
plementation details of our method in Section 3.4.

3.1. A new perspective of motion deblurring

As discussed in Section 1, the image residual error is de-
termined by the motion (e.g., motion amount and direction)
and frequency properties (e.g., complexity of neighboring
pixels). To produce meaningful discrete image residual er-
rors, we revisit a kernel-based method that is able to esti-
mate motion kernels and consider neighboring pixels via a
deconvolution procedure, resulting in sharp images.

Consider a dataset D = {(«x,y)}, which contains a pair
of blur image y and sharp image z in the continuous do-
main X. Given a uniform blur kernel k, the sharp image x
is reconstructed by x = y ® k where ® is a deconvolution
operation. To extend it to non-uniform deblurring, the sharp
pixel value x; can be obtained by a per-pixel deconvolution,
ie., z; = Py © kD) where i = 1,2,..., N is the pixel in-
dex, P; is an operator to extract the patch (i.e., neighboring
pixels) at a pixel 7 and k(") is a per-pixel kernel at a pixel
1. Since we aim to categorize the blur pixels into classes,
we instead consider a set of uniform motion basis kernels,
k = {k("}E_| where r is the basis kernel index. Given
the basis kernels k, a set of deconvolved images, i.e., de-
convolved class images v = {vV), v .. v} where
V() = {Vi(r)}i:l are computed by v = y ® k, and a decon-
volved class pixel value I/i(T) is defined by

v = Py o k7). (1)

To determine which class r is more relevant to a given
pixel i, we introduce blur segmentation map p = {p; }}¥,
that contains a per-pixel class index p; € {1,2,..., R}
in the discrete domain Z. Then, the deconvolved image
T = {z/i(p i)}fil is recovered by combining the relevant
deconvolved class pixel values using individual per-pixel
class indices. Since the deconvolved class pixel values are
determined by the motion-related basis kernels k(") and
frequency-related neighboring pixels P;y in (1), our blur
segmentation map implicitly reflects the characteristics of
the image residual errors, as shown in Fig. 2 (c¢) and (d).

3.2. Logarithmic fourier discretization model

To successfully train our classification model as shown in
Fig. 4, we present two key strategies to reduce the nature of
ill-posedness: (i) we utilize the logarithmic fourier space [7]
to simplify the relationship between blur and sharp images
so that the basis kernels are easily estimated, and (ii) we
introduce a latent sharp image in order to restrict the num-
ber of feasible kernel solutions, thereby making it simpler
to train our classification model. Those key techniques fa-
cilitate implementing our classification model at a low com-

25881



Blur FFTFormer-16

NAFNet-32 SegDeblur-S Sharp

Figure 5. Visual comparison results on RSBlur [28]. We compare our SegDeblur-S (14.44 GMACSs) with FFTFormer-16 [15] (16.41
GMACs) and NAFNet-32 [6] (16.25 GMACs). Note that all methods are trained with RSBlur.

putational cost. Hence, we first consider a fourier operator
JF. It has an inherent property that converts from deconvo-
lution to division, i.e., y © k = F(y)/F(k) [2]. To further
simplify the relationship between two fourier samples, we
apply the logarithmic operation to the fourier space (i.e.,
logarithmic fourier transform F, of sample images), and
then we obtain the relationship y©k = F(y) —Fc (k) [7].

Let X = F(x) and Y = F.(y) be sharp and blur sam-
ples by the logarithmic fourier operator F,. We are inter-
ested in estimating a set of logarithmic fourier basis kernels,
K = {K}R | where r is a basis kernel index, and blur
segmentation map p modeled by classification model g, i.e.,

g:y— (K,p). )

Our classification model g, ¢ consists of two sub-modules
for a blur pixel discretizer hy and kernel estimator £y, as
shown in Fig. 4. To restrict the number of feasible kernel
solutions, i.e., reduce the nature of ill-posedness, the blur
pixel discretizer additionally produces the latent sharp im-
age Ty thatis hy : y — (p,Z¢). Then, the kernel estima-
tor ky, takes two inputs, e.g., blur and latent sharp samples
(Y, Fz(Z¢)) in the logarithmic fourier space and predicts a
set of logarithmic fourier basis kernels K. Given the basis
kernels K , a set of deconvolved images, i.e., deconvolved
class images v = {v() v pF)} is generated by
using simple subtraction (e.g., deconvolution) and inverse
logarithmic fourier transform F, 571, ie.,

v=F (Y -K). (3)
Finally, we can extract the deconvolved pixels 2, =
{v*)1N | by choosing individual pixels within the decon-
volved class images v based on a per-pixel class index p;.
Namely, the deconvolved ith pixel of x4 is determined by
ith pixel of the chosen deconvolved class image v/(”¢). Then,
the model parameters 1/ and ¢ are jointly optimized by min-

imizing the following loss:

class (1/’ ¢7

Z d ZI:d,

(z,y)GD

) + Ad(Zg, ), (4)

where d is some distance or divergence in the image do-
main, e.g., the PSNR loss [6] and A is a hyperparameter
to control the contribution of a latent sharp image. In our
method, the deblurring regression problem is tackled by re-
framing it as a blur classification task, which allows us to
build our model g, ¢ at a low computational cost.

3.3. Discrete-to-continuous conversion model

As discussed in Section. 3.2, we demonstrate that our clas-
sification model produces a discretized image residual error
(i.e., discrete version of GT) under a small computational
cost (4 GMACs). Therefore, it may allow for less compu-
tational cost of the subsequent task, i.e., D2C converter, to
transform such discretized image residual error p in the dis-
crete domain into the image residual error e in the continu-
ous domain, i.e., fg : Z — X, rather than directly regress-
ing the image residual error without such GT-like informa-
tion. As a result, we can achieve an efficient deblurring
model (14 GMACs) whose performance is still comparable
to that of state-of-the-art methods as shown in Table 3.
Given the discretized image residual error (i.e., blur seg-
mentation map p) and blur image y, the final deblurred im-
age & is estimated via our D2C converter fy as follows:

T=y+ folp,y), (5)

where fy(p,y) is the estimated image residual error é and &
denotes the final deblurred image. Then, we derive our de-
blur loss that minimizes the distance between the real sharp
and deblurred images by

Laavnur (0;D) = - > d(y+ fo(p,y),2),  (6)

(a:,y)G’D
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Figure 6. Visual comparison results on real-world blur images. NAFNet-32+ and SegDeblur-S+ are the accelerated (faster) models for the
deployment and they are evaluated for fair comparison with the commercial applications. This will be more discussed in Section 4.4.

where d is some distance or divergence in the image do-
main, e.g., the PSNR loss [6]. Note that the classification
model g, 4 is not updated by (6). Since our classification
model produces a blur segmentation map based on a de-
convolution procedure, it may be more grounded in phys-
ical blur modeling than the simple blur-to-sharp mapping
that the kernel-free methods do. Hence, Under an efficient
model, the proposed method equipped with our blur seg-
mentation map reconstructs more natural deblurred results
as shown in Fig. 3 (c) than the kernel-free method without
any physical blur information as shown in Fig. 3 (b).

3.4. Implementation details

In this section, we present the implementation details of our
method. We use NAFNet [6] as our blur pixel discretizer
and D2C converter while U-Net [29] is chosen as our ker-
nel estimator. We adopt a two-stage training strategy for
our method. In the first stage, we jointly train our blur pixel
discretizer hg and kernel estimator £, with blur images y
by minimizing (4), as shown in Fig. 4. The element of the
blur segmentation map, i.e., p;, is structured as a one-hot
vector. We use argmax operation to obtain the per-pixel
class index. Then, with this class information, we conduct
pixel-wise sampling from the deconvolved class images to
recover the deconvolved image Z4. In the second stage, we
optimize our D2C converter fy with the blur segmentation
map p and blur images y by using (6), as shown in Fig. 4.
Note that the blur segmentation map estimated by the blur
pixel discretizer is represented as probabilities, for exam-
ple, [0.5,0.2,0.2,0.1] for each pixel. In the second and test
stages, it is reconstructed by setting the maximum value to
1 and all other values to 0 to provide clearer blur class in-

formation to the following D2C converter. Furthermore, our
blur pixel discretizer hy is frozen, and our kernel estimator
ky and the following operations such as logarithmic fourier
transform, deconvolution, and sampling are discarded in the
second and test stages.

4. Experiments
4.1. Experimental setup

Dataset and evaluation metrics. We use RealBlur [27],
RSBIlur [28], ReLoBlur [20] and GoPro [25] datasets for
training and evaluation. RealBlur, RSBlur and ReLoBlur
are realistic motion blur datasets that capture blur and
sharp images in the same scene by using the beam split-
ter, whereas GoPro is a synthetic dataset where the blur im-
age is generated by averaging sharp video frames captured
by a high-speed camera. RealBlur consists of RealBlur-J
(sRGB domain) and RealBlur-R (RAW domain). Each Re-
alBlur type comprises 3,758 and 980 image pairs for train-
ing and test sets, respectively. RSBlur contains 8,878 and
3,360 blur-sharp image pairs for training and test sets, re-
spectively. ReLoBlur consists of 2,010 and 395 image pairs
for training and test sets, respectively. GoPro contains 2,103
and 1,111 blur-sharp image pairs for training and test sets,
respectively. To verify the performance of the proposed
method, we measure Peak Signal to Noise Ratio (PSNR)
and Structural SIMilarity (SSIM) [37]. To measure model
efficiency, we compute the number of network parameters
and Multiply—ACcumulate operations (MACs) based on the
image size of 256 x 256. Also, we compute on-chip exe-
cution time based on the image size of 2000 x 2000 when
compared with commercial applications.
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GMACs RealBlur-J RealBlur-J RealBlur-R
Methods Params Prior Deblur Total | Total Large Methods GMACs PSNRT SSIMT | PSNRT SSIMT
NAFNet-32 [6] 16.00 - 16.25 16.25 | 31.99 28.27 MPRNet [39] 777.01 31.76 0.922 39.31 0.972
NAFNet-64 [6] 63.50 - 63.64 63.64 | 32.50 29.06 MIMO-UNet+ [3] 154.41 31.92 0.919 - -
SegDeblur-S (ours) | 12.30 | 4.37 10.07 14.44 | 32.53 29.12 FMIMO-UNet [24] 80.21 32.65 0.931 40.01 0.972
SegDeblur-L (ours) | 55.40 | 4.37 58.31 62.68 | 32.95 29.77 Stripformer [34] 169.89 32.48 0.929 39.84 0.974

Table 1. The effect of blur segmentation map compared against
NAFNet [6]. We present prior (blur pixel discretizer), deblur (D2C
converter or NAFNet itself), and total model GMACs, respec-
tively. We evaluate the methods on the whole and large motion
test set of RealBlur-J [27], which denotes as “Total” and “Large”.

Prior | GMACs | PSNR 1 SSIM 1
HiNet [5] 170.71 32.12  0.921
MSDI-Net [19] v 336.43 32.35  0.923
NAFNet* [6] 63.64 33.12 0.930
UFPNet* [11] v 243.33 33.35  0.934
SegDeblur-L* (ours) v 62.68 33.51 0.938

Table 2. Comparison with prior-based methods [11, 19]. “*” de-
notes that the methods use the test-time local converter (TLC) [9].
Although our prior knowledge (blur segmentation map) is gener-
ated from a small-scale model, it significantly improves perfor-
mance compared to the others.

Network architecture variants. NAFNet [6] consists of
encoder blocks {1,1,1,28}, middle block {1} and de-
coder blocks {1,1,1,28}. NAFNet with 32 and 64 widths
are denoted as NAFNet-32 and NAFNet-64. Similarly,
we build SegDeblur-S (14.44 GMACs) and SegDeblur-L
(62.68 GMAC:S) for realistic datasets such as RealBlur [27],
RSBIlur [28] and ReLoBlur [20]. Since FFTFormer [15]
is the best performance on GoPro [25], we build SegFFT-
Former (135.81 GMACs) for GoPro. Our network variants
are described in detail in Section A.1 of Appendix.

Implementation details. We train with RealBlur [27], RS-
Blur [28], ReLoBlur [20] and GoPro [25] randomly cropped
by 256 x 256. We train our SegDeblur-S and L up to 1, 000
and 2,000 epochs while our SegFFTFormer is trained up
to 60,000 iterations as in [15]. The batch size is 16 with
1 GPU for SegDeblur-S, 32 with 4 GPUs for SegDeblur-L,
and 16 with 8 GPUs for SegFFTFormer. Our blur pixel
discretizer, kernel estimator and D2C converter are opti-
mized by the AdamW [23] algorithm (8; = 0.9, 82 = 0.9
and weight decay 1e~3) with the cosine annealing schedule
(le=3 to 1e~7) [22] gradually reduced for total iterations of
each dataset. We employ the hyperparameter as A = 1.0.
We use the number of classes as R = 16 for RealBlur and
R = 8 for the other datasets. We use RealBlur-J for all
ablation studies.

4.2. Blind motion deblurring for practical usage

Model efficiency and large motion scenarios. As shown
in Table 1, simply scaling down model size significantly
drops the performance on large motion scenarios. We inves-
tigate that our efficient model is robust to large motion sce-

MAXIM-3S [35] 169.50 32.84 0.935 39.45 0.962
FFTFormer [21] 131.45 32.62 0.932 40.20 0.973
GRL-B [21] 1285.28 32.82 0.932 40.20 0.974
NAFNet-64 [6] 63.64 32.50 0.928 39.89 0.973
SegDeblur-S (ours) 14.44 32.53 0.927 39.75 0.973
SegDeblur-L (ours) 62.68 32.95 0.934 40.21 0.975
SegDeblur-L* (ours) 62.68 33.51 0.938 40.79 0.976

Table 3. Comparison results on RealBlur-J [27] and RealBlur-
R [27] datasets. “*” denotes that the method uses the test-time
local converter (TLC) [9]. The best results are indicated in bold.

narios compared to the kernel-free method at the same cost.
We manually extract the largest motion 104 image pairs
from RealBlur-J [27] to construct the large motion blur test
set. We measure PSNR and SSIM for model performance
while MACs is measured for model efficiency. As shown
in Table 1, our efficient model, i.e., SegDeblur-S, improves
PSNR in the large motion set (28.27 — 29.12 dB) and total
set of RealBlur-J (31.99 — 32.53 dB), whose performance
is also comparable to that of the larger model, NAFNet-64.
This explains the necessity of our blur segmentation map
particularly when training an efficient model.

Comparison to other prior-based methods. Since our
method is viewed as a prior-based deblurring method, we
compare it with other prior-based deblurring methods such
as UFPNet [11] and MSDI-Net [19]. UFPNet is based on
NAFNet [6] and produces the non-uniform blur kernel as
prior information. MSDI-Net is built upon HiNet [5] and
provides the degradation representation as prior informa-
tion. Although such prior information is beneficial, the
computational costs to estimate them and fuse them are
highly expensive as shown in Table 2, which is insufficient
for practical usage. In contrast, our method only requires
4 GMACs to generate a blur segmentation map for prior
information. As a result, our SegDeblur-L (62 GMACsS)
achieves 33.51 dB which is even better than 33.35 dB in
UFPNet (243 GMACs). Despite the most cost-effective
method for generating prior information, our blur segmen-
tation map has the greatest impact on improving deblurring
performance compared to the other methods.

4.3. Comparison to kernel-free methods

Results on RealBlur. As discussed in Section 4.2, our
blur segmentation map aids in improving deblurring per-
formance under an efficient model. In this section, we con-
firm whether our blur segmentation map is still beneficial in
larger networks. To this end, we train and evaluate with
RealBlur-J and -R dataset [27]. We measure PSNR and
SSIM for model performance while MACs is measured for
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RSBlur
PSNR 1 | SSIM 1
1434.82 32.53 0.840

154.41 33.37 0.856
MPRNet [39] 777.01 33.61 0.861
Restormer [40] 141.00 33.69 0.863
Uformer-B [38] 89.50 33.98 0.866
NAFNet-64 [6] 63.64 33.97 0.866
SegDeblur-S (ours) 14.44 33.96 0.865
SegDeblur-L (ours) 62.68 34.21 0.870
SegDeblur-L* (ours) 62.68 34.63 0.876

Table 4. Comparison results on RSBlur [28] dataset. “*” denotes
that the method uses the test-time local converter (TLC) [9]. The
best results are indicated in bold.

Methods GMACs

SRN-Deblur [32]
MIMO-UNet+ [8]

ReLoBlur
PSNR 1 | SSIM 1
1434.82 34.30 0.923
411.34 33.85 0.902
170.71 34.36 0.915

MIMO-UNet [8] 154.41 34.52 0.925
LBAG+ [20] 154.44 34.85 0.925
NAFNet-64 [6] 63.64 34.55 0.926
SegDeblur-S (ours) 14.44 34.86 0.923
SegDeblur-L (ours) 62.68 35.34 0.927

Table 5. Comparison results on ReLoBlur [20] dataset. The best
results are indicated in bold.

Methods GMACs

SRN-Deblur [32]
DeblurGAN-v2 [18]
HiNet [5]

model efficiency. The experimental results of RealBlur-J
and -R are summarized in Table 3. The results show that our
SegDeblur-L improves performance from 32.50 to 32.95 dB
(RealBlur-J) and 39.89 to 40.21 (RealBlur-R).

Results on RSBlur. RSBlur [28] enables us to conduct
a comprehensive evaluation of deblurring models since it
contains realistic high-resolution images around 1920 x
1200, large motion scenarios, and various blur types such as
object and camera motions. To this end, we train and eval-
uate with RSBlur. As shown in Table 4, our SegDeblur-L
achieves the best performance against other methods. Fur-
thermore, it is noticeable that the performance of our effi-
cient model, i.e., SegDeblur-S (14 GMAC:sS), is comparable
to that of the best-performing methods such as NAFNet-64
(64 GMACSs) and Uformer-B (89 GMACs). As illustrated
in Fig. 5, our efficient model shows better qualitative results
compared to the other efficient deblurring models [6, 15].
Results on ReLoBlur. We experiment with ReLoBlur [20],
which consists of various object motion blur images. To
verify that our blur segmentation map is also helpful for
object motion blur dataset, we train and evaluate with
ReLoBlur. As shown in Table 5, our SegDeblur-S (14
GMACS) achieves the performance comparable to that of
the best-performing method, LBAG+ (154.44 GMACsS)
while requiring only 10% of the computational cost.
Results on GoPro. We do experiments on GoPro [25]
which is a synthetic dataset. To confirm that our method
still works well on the transformer-based model, we instead

GoPro
PSNR 1 | SSIM 1
1434.82 30.26 0.932
411.34 29.55 0.934
777.01 32.66 0.959
154.41 32.45 0.957

HINet [5] 170.71 32.77 0.959
Restormer [40] 141.00 32.92 0.961
Uformer-B [38] 89.50 32.97 0.967
Stripformer [34] 169.89 33.08 0.962

MAXIM-3S [35] 169.50 32.86 0.961
NAFNet-64 [6] 63.64 33.69 0.966
FNAFNet-64 [24] 72.40 33.85 0.967
MSDI-Net[19] 336.43 33.28 0.964

Methods GMACs

SRN-DeblurNet [32]
DeblurGAN-v2 [18]
MPRNet [39]
MIMO-UNet+ [8]

UFPNet[11] 243.33 34.06 0.968
GRL-B[21] 1285.28 33.93 0.968
FFTformer[15] 131.45 34.14 0.968
SegFFTformer (ours) | 135.81 34.38 0.970

Table 6. Comparison results on GoPro [25] dataset. We train FFT-
former [15] with our blur segmentation map which is referred to
as SegFFTformer. The best results are indicated in bold.

choose the baseline, FFTFormer [15] which also gives the
best performance on this dataset. We train FFTformer with
our blur segmentation map and demonstrate that our method
improves performance from 34.14 to 34.38 dB only with
additional 4 GMAC:Ss, as denoted in Table 6. Note that the
performance of FFTFormer in our experiment is 34.14 dB,
slightly below the reported performance of 34.21 dB.

4.4. Comparison to commercial applications

The goal of this experiment is to confirm whether our
method achieves model performance and efficiency com-
parable to those of commercial applications such as En-
hanceX in Samsung Galaxy S23 and Unblur in Google Pixel
8. To accelerate our SegDeblur-S, we modify some net-
work architectures of our method (called SegDeblur-S+) be-
cause some operations are not supported by Al acceleration,
which will be more discussed in Section C of Appendix.
We train SegDeblur-S+ with a combination of RealBlur [27]
and RSBlur [28]. We deploy our SegDeblur-S+ using 32-bit
floating point precision on GPU without additional quanti-
zation. As shown in Fig. 6, our method visually produces
compelling results on real-world blur images compared to
those of commercial applications and the other accelerated
model (NAFNet-32+). Furthermore, the on-chip execution
times of ours is 2.35s while the execution times of Samsung
EnhanceX (1.64s) and Google Unblur (2.03s) are measured.
Note that there is greater potential for further accelerating
ours if deployed on Neural Processing Unit (NPU).

4.5. Ablation study

Contribution by each module. In this section, we explore
which module of our method has more impact on perfor-
mance improvement. As described in Table 7, with no mod-
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(i) Blur Segmentation Map v v v

(i) Latent Sharp Loss v v

(iii) Logarithmic Fourier Transform v
PSNR (dB) 31.99 | 31.96 | 32.17 | 32.53

Table 7. Ablation study on our components. Experimental results
show that all components are necessary and positively combined
to provide the best performance as indicated in bold.

ule, it indicates the original NAFNet-32 [6]. When adding
(1), it uses blur segmentation map but not considers latent
sharp image and logarithmic fourier space. The method in-
cluding (i) and (ii) mean SegDeblur-S but uses fourier space
instead of logarithmic fourier space. The final method con-
taining all modules denotes our SegDeblur-S. As shown in
Table 7, we observe that adding the module such as (ii) or
(iii) provides a meaningful performance improvement from
31.96 to 32.17 dB and from 32.17 to 32.53 dB, respectively.
This explains the necessity of utilizing a latent sharp image
and logarithmic fourier space. Furthermore, simply estimat-
ing blur segmentation map is not helpful since it may suffer
from the ill-posed problem as discussed in Section 3.2 (see
the results of the first and second columns).

Other prior information. Our classification model not
only generates a blur segmentation map but also provides
a latent sharp image and deconvolved image. As they are
estimated by the sum of their image residual error and blur
image, the latent quantization map (e.g., quantizing the im-
age residual error in the latent sharp image) and our blur
segmentation map can be seen as their discrete counterparts,
i.e., latent sharp image - latent quantization map and de-
convolved image - blur segmentation map. In essence, the
motion-frequency property is used for generating the decon-
volved image while the latent sharp image does not consider
it as shown in Fig. 4. As a result, the deconvolved image
yields a better subsequent deblurring performance (32.44
dB) than the latent sharp image (32.18 dB) as shown in
Fig. 7. Similarly, the case of latent quantization map (32.27
dB) lags behind the performance compared with that of our
blur segmentation map (32.53 dB). This accounts for the ne-
cessity of the motion-frequency properties when generating
GT-like priors. Furthermore, the discretized representations
such as latent quantization map and blur segmentation map
lead to a slight performance improvement compared with
the continuous counterparts such as latent sharp and decon-
volved images, e.g., 32.18 — 32.27 dB and 32.44 — 32.53
dB as shown in Fig. 7.

The number of classes. We examine the effect of the
number of classes R. We conduct experiments with R =
{1,2,4,8,16,32}. As shown in Fig. 8 (a), we observe that
the performance of R = 1 (31.91 dB) closely approximates
that of deblurring without prior information (NAFNet-32),
measured at 31.99 dB. As the number of classes increases, it
positively impacts the performance of the deblurring model.
On the other hand, a sufficient number of classes, e.g., more

3253
32.44

32.27

32.18
31.99 I
—

No Prior Latent Sharp Latent Deconvolved  Blur Segmentation

Image Quantization Map Image Map
Figure 7. Ablation study on several prior information. Our blur
segmentation map gives the most contribution to improving de-
blurring performance.

32.53

32.53

32.50
3237 32.36

32.14

1 2 4 8 16 3 01 05 10 20
(@ (b)

Figure 8. Ablation study on (a) # of classes R and (b) hyperpa-
rameter A. The best results reside on R = 16 and A = 1.0.

than 8, produces a meaningful deblurring performance.
Effects on \. We investigate which hyperparameter A gen-
erates the most optimal blur segmentation map. We experi-
ment with A = {0.1,0.5,1.0,2.0}. Given the blur segmen-
tation map varying A from 0.1 to 2.0, the final deblurring
results are shown in Fig. 8 (b). The result shows that the
constraint of the latent sharp image is significant for reduc-
ing ill-posedness as discussed in Section 3.2 and A = 1.0
gives the best performance. Therefore, we choose the hy-
perparameter A as 1.0 in our experiments. For more insights
on the proposed method, we conduct more ablation studies
in Section B of Appendix.

5. Conclusions

In this paper, we propose a new deblurring scheme that de-
composes a deblurring regression problem into discretiza-
tion and discrete-to-continuous conversion problems. We
present a blur segmentation map that reflects the character-
istics of the image residual error, which supports building an
efficient model. We demonstrate the competitiveness of our
efficient model when compared with the larger deblurring
model and commercial applications. The proposed method
can be extended to other deblurring tasks such as video de-
blurring [36] and defocus deblurring [1].
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