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Abstract
Large Language Models (LLMs) have demon-001
strated impressive capabilities in understanding002
and generating codes. Due to these capabilities,003
many recent methods are proposed to automat-004
ically refine the codes with LLMs. However,005
we should rethink that the refined codes (from006
LLMs and even humans) are not always more007
efficient than their original versions. On the008
other hand, running two different versions of009
codes and comparing them every time is not010
ideal and time-consuming. Therefore, in this011
work, we propose a novel method based on the012
code language model that is trained to judge013
the efficiency between two different codes (gen-014
erated across humans and machines) by either015
classifying the superior one or predicting the016
relative improvement. We validate our method017
on multiple programming languages with mul-018
tiple refinement steps, demonstrating that the019
proposed method can effectively distinguish be-020
tween more and less efficient versions of code.021

1 Introduction022

Large Language Models (LLMs) have shown sig-023

nificant success across a wide range of tasks, ex-024

tending from natural language understanding to025

programming-related activities (Brown et al., 2020;026

Chen et al., 2021; Achiam et al., 2023; Touvron027

et al., 2023; Rozière et al., 2023; Abdin et al.,028

2024). Specifically, thanks to their capabilities029

in understanding and generating codes, LLMs are030

able to allow developers to save time, reduce errors,031

and boost their productivity (Shen et al., 2022).032

For example, several recent studies have utilized033

LLMs to optimize and refine the existing code034

bases (Madaan et al., 2023; Chen et al., 2023b).035

Also, more recent work has been proposed to iter-036

atively refine the generated codes from LLMs by037

judging them with LLMs (Zelikman et al., 2023).038

Another noteworthy approach involves using LLMs039

to check the functional correctness of the generated040

codes from LLMs (Dong et al., 2023a).041

However, despite huge advancements made in 042

the field of LLMs for code generation, the afore- 043

mentioned studies assume that the codes generated 044

and refined from LLMs are more efficient than their 045

originals. However, as shown in Figure 1, our ob- 046

servations contradict this assumption, showing that 047

LLM-generated and -refined codes do not always 048

perform better. To handle this issue, while one may 049

calculate the efficiencies of codes both before af- 050

ter modifications by actually executing them, this 051

process introduces unnecessary inefficiencies, and 052

may be very costly and time-consuming. 053

In this work, to overcome those challenges, we 054

introduce a new task of judging the efficiency of the 055

refined code over its original version. In addition, 056

not only LLMs but also human coders may degrade 057

the efficiency of codes during refinement; thus, our 058

task of judging the efficiency between two codes 059

involves all the possible pairs of code modification 060

sources, including human-human, human-machine, 061

and machine-machine. Then, to address this new 062

task, we propose a new model (based on the code 063

LM) that is trained to compare efficiencies between 064

two codes. Specifically, given a code pair (one is 065

original and the other is refined from it), the code 066

LM is trained to classify which one is more efficient 067

or predict how much the refined code is efficient. 068

We experimentally validate the effectiveness of 069

our efficiency judgement model on multiple code 070

refinement scenarios with multiple programming 071

languages. The results show that our judgement 072

model can identify the more efficient code among 073

two different versions, substantially outperforming 074

baselines. Our contributions are as follows: 075

• We point out that the refined codes from LLMs or 076

humans do not always improve their efficiency. 077

• We introduce a novel approach that judges the 078

efficiency of two different versions of codes. 079

• We validate our model on multiple code refine- 080

ment scenarios, demonstrating its effectiveness. 081
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(A) Existing Work (B) Our approach (C) Improvement Statistic
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Figure 1: (A) Existing code refinement approaches sometimes generate the code which has inferior efficiency to the original code.
(B) Our proposed approach identifies the efficient code among two different versions of codes (before and after modifications),
and further predicts its relative improvement. (C) We categorize the refined code according to its efficiency gain (%) compared
to the original into three classes: Degradation (less than 0.9), Non-Improvement (0.9 to 1.1), and Improvement (greater than 1.1).

2 Related Work082

Large Language Models for Code Large Lan-083

guage Models (LLMs), trained on extensive cor-084

pora with multi-billion parameters, exhibit remark-085

able performance across a broad spectrum of tasks086

involving both text and code (Brown et al., 2020;087

Li et al., 2022; Rozière et al., 2023; Li et al., 2023;088

Achiam et al., 2023; Abdin et al., 2024; Guo et al.,089

2024). These models, particularly those trained on090

code-specific datasets, have opened up a new era091

in software development by not only assisting with092

basic programming tasks but also enabling more093

complex activities such as code generation (Chen094

et al., 2023a; Nijkamp et al., 2023), translation (Yin095

and Neubig, 2018; Rozière et al., 2020; Cassano096

et al., 2023), and refinement (Yu et al., 2023; Shira-097

fuji et al., 2023). As such, these models are increas-098

ingly integrated into development environments,099

optimizing workflows, and reducing the time for de-100

velopment (Shen et al., 2022; Dong et al., 2023b).101

LLMs for Code Refinement Beyond basic code102

generation, LLMs are widely used to refine the ex-103

isting code bases. One of the early work in code104

refinement aims to detect and fix bugs in the codes105

by pre-training a transformer-based model on En-106

glish and source code, and then fine-tuning it on107

commits (relevant to the part fixing bugs and im-108

proving performance) (Garg et al., 2022). In a109

similar vein, another work proposes to refine the110

code with a sequence-to-sequence model that is111

trained to transform the original code to its opti-112

mized version of the code (Chen et al., 2023b).113

Additionally, recent work showcases that LLMs114

are able to recursively improve their own generated115

codes, progressively enhancing their outputs (Ze-116

likman et al., 2023). Further, Madaan et al. (2023)117

demonstrate that LLMs with sophisticated prompt-118

ing strategies (to adapt LLM for code optimization)119

can surpass human-level performance in code opti-120

mization tasks. However, despite these substantial121

achievements, prior studies have primarily focused 122

on code enhancement with limited attention to the 123

actual efficiency of the refined code. Meanwhile, 124

we focus on a different angle, proposing to judge 125

the efficiency of the refined codes in advance (with- 126

out executing them) based on our observation that 127

not all the refined codes have better efficiency. 128

LLM-Powered Code Evaluation The objective 129

of our work which aims to evaluate the efficiency 130

between two codes based on LLMs has a similar- 131

ity to work on LLMs for code evaluation. Early 132

work on it uses either a term-matching-based ap- 133

proach (similar to BLEU) or an embedding-based 134

approach (whose representations are obtained from 135

language models), to compare two codes (Ren et al., 136

2020; Zhou et al., 2023). However, as collecting 137

ground-truth answers for every evaluation is diffi- 138

cult, recent work has shifted towards using LLMs 139

to judge the quality of the generated code, such 140

as its utility or functional correctness, without the 141

need for comparisons to the reference code (Dong 142

et al., 2023a; Zhuo, 2024). Yet, unlike these ap- 143

proaches evaluating the single instance of the code 144

other than the efficiency, we aim to compare effi- 145

ciency in the setting where the code pair is given. 146

3 Method 147

We first provide a general description of code re- 148

finement, and then introduce our approach. 149

3.1 Code Refinement 150

Let us assume that the existing code base is de- 151

fined as c, which consists of a sequence of tokens 152

as follows: c = {c1, ..., cn}. Then, the objective 153

of code refinement (in this work) is to transform 154

the existing code base c into its improved version 155

c′ = {c′1, ..., c′m}, where the execution time for 156

c′ should be faster than c, formalized as follows: 157

Exec(c) > Exec(c′). Here, Exec is the code exe- 158

cution function that returns its runtime. 159
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Table 1: Main results on the task of judging the code efficiency,
where easy denotes the dataset containing only the code pairs
whose efficiency difference is more than 10%.

All Easy
Python C++ All Python C++ All

Zero-shot 50.87 45.30 46.55 47.04 51.21 49.70
Few-shot 51.21 51.17 51.18 49.16 48.22 48.56
Zero-shot CoT 50.35 51.69 51.39 48.94 52.10 50.95
Few-shot CoT 50.52 50.87 50.79 49.50 48.09 48.60
Ours 72.49 62.08 64.42 77.65 70.14 72.86

It is worth noting that, in this work, we consider160

three different scenarios of code refinement. The161

first scenario involves a human-human interaction,162

where one developer revises the code originally163

authored by another. The second scenario, termed164

the human-machine scenario, consists of collabo-165

rative efforts between humans and machines. This166

practice has become increasingly prevalent in real-167

world software development environments, thanks168

to CodeLLMs (Chen et al., 2021; Rozière et al.,169

2023). Lastly, the machine-machine scenario, in-170

volves autonomous code refinement by machines,171

a process that has shown promise in various stud-172

ies (Zelikman et al., 2023; Madaan et al., 2023).173

Note that, despite the huge advancements made174

in the field of code refinement, we find that modi-175

fied codes from machines can occasionally reduce176

the efficiency of the original codes. Similarly, hu-177

man developers may diminish the efficiency of the178

codes during refinement. On the other hand, execut-179

ing the pair of original and modified codes at every180

refinement step is inefficient and time-consuming.181

3.2 Judging Code Efficiency182

To overcome the aforementioned limitation, we aim183

to predict the efficiency of the modified code over184

its original code, without actually executing them.185

This can be formulated by either the classification186

problem (where we classify the superior code) or187

the regression problem (where we predict the rel-188

ative improvement of the modified code over the189

original code), given a pair of original and modified190

codes. Also, note that we operationalize classifica-191

tion and regression problems with CodeLLMs, due192

to their capabilities in understanding codes.193

Specifically, given the code pair (e.g., c and c′),194

we concatenate it and provide it with the CodeLLM,195

formalized as follows: o = CodeLLM([c, c′]) where196

[·] is the concatenation operation, and o is the pre-197

diction output. Then, for the classification prob-198

lem, we formulate it as the next token prediction199

task, as follows: LC = −
∑T

t=1 log p(o|[c, c′], o ∈200

{A,B}), where A represents the improvement201

over the original code and vice versa for B. Simi-202
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Figure 2: Results with bucketing the code pairs according to
their absolute relative improvement in efficiency, on Python.

larly, for the regression problem, we train the model 203

to predict the relative improvement of the refined 204

code over its original by minimizing this prediction 205

value with the actual relative improvement. 206

4 Experiment 207

We now describe experimental setups and results. 208

4.1 Experimental Setups 209

Dataset To validate the efficacy of our approach 210

to judge code efficiency, we should collect pairs 211

of two different versions of codes before and af- 212

ter modifications. Here, we consider three differ- 213

ent scenarios of code editing, and, for the cases 214

where humans refine the code, we use a dataset 215

of code edits made by humans from Madaan et al. 216

(2023). For the other scenarios where the machine 217

improves the human- or machine-generated codes, 218

we prompt the Code LLM (namely DeepSeek- 219

Coder-Instruct-7B) (Guo et al., 2024) to refine the 220

given codes for better efficiency. Specifically, start- 221

ing with the codes generated by humans from the 222

existing dataset, we generate the machine-refined 223

codes with the Code LLM. In addition, from those 224

machine-generated codes, we similarly prompt 225

the Code LLM to improve them. Through these 226

steps, we can obtain pairs of human-human, human- 227

machine, and machine-machine code versions. 228

Baselines and Our Model In this work, as we 229

tackle a novel problem of judging code efficiency, 230

there are no direct baselines available to compare. 231

Therefore, we turn to compare our approach against 232

the basic models powered by LLMs. Specifically, 233

given a code pair, we perform zero-shot and few- 234

shot prompting with LLMs, to decide which one is 235

more efficient. In addition, we also enhance those 236

strategies with Chain-of-Thought prompting (Wei 237

et al., 2022), to elicit the reasoning ability of LLMs 238

with the instruction: "Let’s think step by step". For 239

our model, we use the classifier (predicting the 240

class of the efficient code) for main experiments, 241

and provide the performance of the other (predict- 242

ing the relative improvement) during analysis. We 243

use DeepSeek-Coder-Instruct-1.3B for all models. 244
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Table 2: Breakdown results for varying the code refinement
scenarios. ’H’ indicates Human and ’M’ indicates Machine.

Statistics Breakdown Acc

Scenarios Avg. Improve Degrade % Improve % Python C++ All

H-H 1.08 37.19 21.85 80.43 64.43 67.88
M-M 1.32 30.69 32.25 60.77 55.84 57.03
H-M 1.29 31.26 30.76 67.27 61.55 62.87

Table 3: Results with predicting the relative difference of the
modified code over its original code in efficiency. Corr denotes
the Spearman’s rank correlation coefficient, and Acc denotes
the accuracy where we convert prediction values into classes.

All Easy
Corr Acc Corr Acc

Python 0.66 76.38 0.64 82.88
C++ 0.50 66.69 0.63 80.16
Python & C++ 0.56 68.87 0.66 81.17

4.2 Experimental Results245

Main Results We report the main results in Ta-246

ble 1, and, from this, we observe that our method247

consistently outperforms all baseline models across248

all settings. In addition, our model is particularly ef-249

fective in scenarios where there is a clear difference250

in code efficiency — specifically, a difference ex-251

ceeding 10% (the easy setting). To examine the per-252

formance of our model more granularly based on253

varying degrees of efficiency differences between254

code pairs, we bucketize the code pairs based on255

their efficiency differences. As shown in Figure 2,256

the performance of our model increases when the257

difference between two codes becomes larger.258

Results with Varying Refinement Scenarios It259

is worth noting that our code refinement scenario260

is categorized as human-human, human-machine,261

and machine-machine, and we report their break-262

down results in Table 2. From this, we first observe263

that the percentage of efficiency improvement in264

code refinement scenarios is low, which is around265

20% to 30%, and it is similar to the percentage of266

efficiency degradation. In addition, the average im-267

provement made by machines is 30%, meanwhile,268

the improvement by humans is around 10%. On the269

other hand, as shown in the Breakdown Acc col-270

umn, our model can more effectively identify the271

code improved by humans (rather than machines).272

Relative Improvement Prediction Results In273

addition to classifying the efficient code given the274

code pair, we can further predict how much it is275

improved. For this task, we measure the perfor-276

mance of our model, by ranking all the code pairs277

based on their relative improvements and compar-278

ing them with predicted improvements. Also, if the279

prediction score exceeds 1.00, we classify this case280

that there is an improvement during refinement. As281

Table 4: Generalization results by varying the training data.

Training Datasets Python C++ All

Python 72.75 58.26 61.52
C++ 57.53 60.32 57.90

Python & C++ 72.49 62.08 64.42

Table 5: With different Code LLMs, we report their average
relative improvement (Avg), as well as the percentage of their
degradation and improvement in efficiency. Acc (H) and (M)
denote the accuracy on human- and machine-generated codes.

LLM Avg Degrade % Improve % Acc (H) Acc (M)

DSC 1.3 31.22 31.51 80.43 65.49
CodeQwen 1.33 28.01 29.12 80.60 58.86
Granite 1.13 21.46 24.55 76.69 48.97
gpt-3.5 1.00 25.34 21.45 78.29 53.72

shown in Table 3, we observe both the high rank 282

correlation coefficient and high accuracy, demon- 283

strating the effectiveness of our approach even in 284

this actual improvement prediction setting. 285

Generalization on Different Languages To see 286

the generalization ability of our approach to dif- 287

ferent programming languages, we train the model 288

with Python, C++ or both, and measure the perfor- 289

mance on Python and C++. As shown in Table 4, 290

we observe that the model trained on one language 291

can be generalizable to the other language, perhaps 292

due to the algorithmic similarities in their codes. 293

Results with Different Code LLMs To see the 294

performance of different Code LLMs in refining 295

the given codes (in terms of efficiency), and to see 296

the performance of our efficiency judgement model 297

trained with the code pairs constructed by different 298

LLMs, we change the code refinement model from 299

DeepSeekCoder (DSC) to recent CodeQwen (Bai 300

et al., 2023), Granite (Mishra et al., 2024), and GPT- 301

3.5. As shown in Table 5, we find that DSC and 302

CodeQwen are superior in improving the efficiency 303

of codes when refining them. Yet, the percentage of 304

improvement made by each model is comparable 305

to the percentage of degradation, which supports 306

again our motivation that we should rethink code 307

refinement. Lastly, our model is able to identify the 308

more efficient code among two different versions 309

of models made across different LLMs. 310

5 Conclusion 311

In this work, we pointed out that the codes refined 312

by humans or machines are sometimes inferior than 313

originals, and to tackle this, we introduced a novel 314

approach to identify the more efficient code given 315

a pair of codes before and after modifications. We 316

validated our method on multiple code editing sce- 317

narios involving both humans and machines, show- 318

casing its substantial efficacy despite its simplicity. 319
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Limitation320

In this work, we aim to judge the efficiency of two321

different versions of codes, demonstrating that our322

approach can distinguish the more efficient code.323

However, there are some areas that future work may324

improve upon. First, we perform experiments with325

two widely used programming languages, such as326

Python and C++, and it may be promising to con-327

sider other languages, particularly those used less328

frequently. In addition, in terms of measuring the329

code efficiency, we consider its execution time,330

meanwhile, there may be additional factors to con-331

sider, such as memory usage, I/O operations, and332

the underlying OS environment. Future work may333

incorporate these factors to perform a more holistic334

assessment of program efficiency. Lastly, beyond335

predicting the efficient code, future work may ex-336

plore its interpretability, providing the reasons why337

certain codes are more efficient than others at a338

more fine-grained level (e.g., lines of codes).339

Ethic Statement340

We believe this work does not have particular con-341

cerns about ethics. This is because, it strictly fo-342

cuses on the technological aspect of comparing343

code efficiency, which does not engage in the uneth-344

ical use of LLMs for manipulating software codes,345

user data, or any other sensitive information.346
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Table 6: Dataset statistics. The first two rows represent the
code statistics made by humans and the other rows are the ones
made by machines. PL denotes the programming language.

PL Training Validation Test

Human Python 14936 761 562
Human C++ 27005 1316 2038

DSC Python 17079 1046 594
DSC C++ 35666 1290 1949
gpt-3.5 Python 10674 1306 724
CodeQwen Python 14854 227 207
Granite Python 20783 650 315

Table 7: Results on the DeepSeek-Coder-Instruct-7B model.

All Easy
Python C++ All Python C++ All

Zero-shot 52.50 47.91 48.88 51.62 49.05 49.98
Few-shot 54.50 49.86 50.90 55.87 49.81 52.00
Zero-shot CoT 54.50 49.86 50.90 55.53 52.73 53.75
Few-shot CoT 53.11 49.99 50.69 47.04 52.16 50.3
Ours 73.44 62.90 65.27 78.88 72.68 74.93

A Additional Experimental Setups707

Dataset Details We report the dataset statistics708

in Table 6. Note that, in order to obtain the stable709

code execution result to decide which code is more710

efficient than the other, we run every refined code711

with its original code three times and then select the712

one whose results are consistent across those three713

runs. In addition, the code execution is performed714

following the existing setup (Madaan et al., 2023).715

Fine-tuning Details We provide details on fine-716

tuning the efficiency judgment model: we fine-tune717

the Code LLM (namely, DeepSeek-Coder-Instruct-718

1.3B) over 10 epochs with a batch size of 16 and a719

learning rate of 2e-5, and we select the best epoch720

based on performance on the validation set.721

Prompts In Table 9, we provide the prompts used722

to elicit the Code LLM to refine the code and to723

predict the code efficiency (in classification and724

regression settings). For the efficiency prediction725

problem, we randomly shuffle the sequence of the726

original and its refined codes.727

B Additional Experimental Results728

Here, we provide additional experimental results.729

Results with Larger Models We conduct an730

auxiliary analysis to see how the performance of731

different methods changes if a model larger than732

DeepSeek-Coder-Instruct-1.3B (that we use for733

main experiments) is used. Specifically, we use734

its 7B model as the base code LLM and then clas-735

sify the efficient code given code pairs. As shown736

Table 8: Average accuracy results for code improvement clas-
sification with order perturbation across multiple different
runs, where we report the variance in parentheses.

All Easy

Python C++ All Python C++ All

Zero-shot 50.26 (0.7) 47.02 (5.9) 47.75 (2.9) 48.49 (4.2) 49.94 (3.2) 49.42 (0.2)
Few-shot 50.43 (1.2) 50.00 (2.7) 50.10 (2.3) 49.61 (0.4) 48.32 (0.0) 48.79 (0.1)

Zero-shot CoT 49.70 (0.9) 50.53 (2.7) 50.34 (2.2) 48.94 (0.0) 50.29 (6.6) 49.80 (2.7)
Few-shot CoT 49.27 (3.2) 49.79 (2.3) 49.67 (2.5) 50.62 (2.5) 48.03 (0.0) 48.97 (0.3)

Ours 71.67 (1.3) 62.09 (0.0) 64.25 (0.1) 77.60 (0.0) 70.52 (0.3) 73.09 (0.1)
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Figure 3: Visualization of the Spearman’s rank correlation
between the ranks of the actual relative improvements and the
predicted relative improvements of code pairs, for our model.

in Table 7, we observe results similar to those ob- 737

tained from the smaller 1.3B model, where our 738

model is consistently superior to other baselines. 739

Analysis on Bias for Code Sequence In our code 740

efficiency judgment task, we put a sequence of 741

two codes in the input of Code LLMs, and the 742

Code LLMs may have a bias in this sequence (e.g., 743

predicting the code at the last more often). To 744

see whether they have such a bias, we conduct 745

an additional experiment, flipping the order of the 746

code pairs in the input. We report the results in 747

Table 8, and, from this, we observe that there are 748

no such the notable bias in the sequence of codes. 749

Visualization of Rank Correlation To visualize 750

how accurate the predicted results of relative im- 751

provements of code pairs from our model are, we 752

compare their ranks with the ground-truth ranks 753

calculated by actual relative improvements of code 754

pairs. As shown in Figure 3 where we present a 755

scatter plot of rank correlations along with their 756

coefficient value, we observe that the results from 757

our approach have a positive correlation with the 758

ground truth, demonstrating its effectiveness in pre- 759

dicting the relative improvement of code pairs. 760
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Qualitative Analysis We provide some example761

codes in Python and C++ in Figures 4 and 5. From762

these two examples, we observe that, despite the763

difference in grammar across different program-764

ming languages, code pairs from them can share765

the same underlying algorithms. This result sup-766

ports our finding on generalization ability that our767

model trained on one programming language can768

be generalizable to other languages (See Table 4).769
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Table 9: A list of prompts that we used for code refinement and efficiency predictions. It is worth noting that the variable inside
the parentheses {} is replaced with its actual code.

Types Prompts

Code Refinement Update the given code to make it more efficient. {Original code}

Efficiency Classification

Given a selection of code, determine which one is the most efficient in
computing.
A: {Original code or Refined code}
B: {Refined code or Original code}

Efficiency Regression

Given two sets of code, assess how much Code B has improved compared
to Code A.
A. {Original code}
B. {Refined code}

1 # Python Example
2 N = int(eval(input()))
3 print (((N*(N-1))//2))

1 // C++ Example
2 #include <iostream >
3 using namespace std;
4 int main() {
5 long long int n;
6 cin >>n;
7 cout <<n*(n-1)/2<< endl;
8 }

Figure 4: Generated Python and C++ samples for the question "For an integer N, we will choose a permutation {P1, P2, ..., PN}
of {1, 2, ..., N}. Then, for each i = 1, 2, ..., N, let Mi be the remainder when i is divided by Pi. Find the maximum possible
value of M1 +M2 + · · ·+MN . Constraints N is an integer satisfying 1 ≤ N ≤ 109".

1 # Python Example
2 from math import floor ,ceil
3

4 X = int(eval(input()))
5 cash = 100
6 count = 0
7 while cash < X:
8 cash=floor(cash *1.01)
9 count += 1

10

11 print(count)

1 // C++ Example
2 #include <bits/stdc ++.h>
3 using namespace std;
4 int main() {
5 long long X;
6 cin >> X;
7

8 int year =0;
9 long long s=100;

10

11 while(s<X){
12 s=s*1.01;
13 year ++;
14 }
15 cout << year << endl;
16 }

Figure 5: Generated Python and C++ samples for the question "Takahashi has a deposit of 100 yen (the currency of Japan) in
AtCoder Bank. The bank pays an annual interest rate of 1% compounded annually. (A fraction of less than one yen is discarded.)
Assuming that nothing other than the interest affects Takahashi’s balance, in how many years does the balance reach X yen or
above for the first time?".
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