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Abstract001

The performance of Large Language Models002
(LLMs) depends on the quality of prompts and003
the semantic and structural integrity of the in-004
put data. However, existing prompt generation005
methods primarily focus on well-structured in-006
put data, often neglecting the impact of per-007
turbed inputs on prompt effectiveness. To ad-008
dress this limitation, we propose BATprompt009
(By Adversarial Training prompt), a novel010
method for prompt generation designed to with-011
stand input perturbations (such as typos in the012
input). Inspired by adversarial training tech-013
niques, BATprompt demonstrates strong perfor-014
mance on a variety of perturbed tasks through a015
two-step process: adversarial perturbation and016
iterative optimization on unperturbed input via017
LLM. Unlike conventional adversarial attack018
methods, BATprompt does not need access to019
model parameters and gradients. Instead, BAT-020
prompt leverages the advanced reasoning, lan-021
guage understanding and self reflection capa-022
bilities of LLMs to simulate gradients, guiding023
the generation of adversarial perturbations and024
optimizing prompt performance. We evaluate025
BATprompt on multiple datasets across both026
language understanding and generation tasks.027
The results indicate that BATprompt outper-028
forms existing prompt generation methods, de-029
livering superior robustness and performance030
under diverse perturbation scenarios.031

1 Introduction032

LLMs can perform a wide range of tasks including033

text classification, summarization, generation (Ab-034

buri et al., 2023; Ge et al., 2024; Laban et al.,035

2023). With their broad applicability, researchers036

have begun exploring strategies to enhance the per-037

formance of LLMs on these tasks by effectively038

activating their capabilities. To address this is-039

sue, researchers have begun designing more effec-040

tive prompts to enhance the performance of LLMs.041

To reduce the burden of manual prompt design,042

Instruction: Assess the sentiment of the input by assigning a positive or 
negative label to the input.  

Instruction: Assess the sentiment of the input by assigning a positive or 
negative label to the input.  

Text: the man from elysian fields is a cold , bliss-less work that groans along 
thinking itself some important comment on how life throws us some beguiling 
curves.
Answer:   [Negative]

Answer:   [Positive]

Text: the  from elysian yields is a  ,   that groans along 
thinking itself. some important comment on how life throws us some beguiling 
curves




can bold blis-less fork

Text: the  from elysian yields is a  ,   that groans along 
thinking itself. some important comment on how life throws us some beguiling 
curves




can bold blis-less fork

Change words with typos:

No Perturbation:

Instruction: For this assignment, you will be provided with sentences taken 
from movie reviews. Your goal is to determine whether each sentence conveys a 
positive or negative sentiment by classifying it as either "positive" or 
"negative." The reviews may discuss specific characters, actions, critiques, 
relationships between characters, performances, or negative aspects of the 
works.

Answer:   [Negative]

Instruction after BATPrompt

Figure 1: An example of adding a perturbation to the in-
put and its result in language understanding task, where
the top one indicates that the prompt gets the correct
output under normal input, the middle one indicates that
the prompt gets the wrong result under perturbed input,
the bottom indicates the BATprompt gets correct result
under perturbed input.

LLMs are now widely utilized to optimize prompts 043

and generate improved candidates. Some existing 044

methods include fine-tuning the performance of 045

LLMs (Ouyang et al., 2022; Ziegler et al., 2019), 046

optimizing the prompt by generating CoT (Chain- 047

of Thought) (Shum et al., 2023; Zhang et al., 2022), 048

and optimizing the prompt by guiding the inference 049

ability of LLMs (Wang et al., 2023b; Liu et al., 050

2024). However, despite the success of these meth- 051

ods, a critical issue is overlooked: in real-world sce- 052

narios, task inputs frequently contain errors, such 053

as typos, vague expressions, or inaccuracies. Under 054

such conditions, the prompts generated by current 055

prompt optimization techniques may not exhibit 056

sufficient robustness to handle such imperfections 057

in the input data. For example, in Figure 1, the 058

normal prompt will make LLMs get wrong answer 059

in the classification task when input text has typos. 060

To enhance prompt robustness for task perfor- 061
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mance, many researchers have turned to data aug-062

mentation, adding perturbed text to the training063

data and training the model on this augmented064

dataset to produce robust prompts. However, our065

experimental results indicate that these prompt gen-066

eration approaches frequently yield prompts that067

lack robustness against input perturbations (see068

§5.6). In some tasks, the performance of these069

prompts even declines, likely due to the excessive070

diversity of perturbation types introduced during071

augmentation. We contend that while basic data072

augmentation methods can be beneficial in certain073

contexts, they may inadvertently introduce noise074

that interferes with effective prompt generation and075

limits generalization to unseen perturbations.076

To enable the model to better identify distur-077

bances in the data and enhance the generalization078

ability of the generated prompts, We introduce a079

novel prompt optimization method, called BAT-080

prompt, designed to generate discrete instructions081

resilient to perturbations. Our approach takes in-082

spiration from adversarial training Madry (2017),083

which is widely recognized for improving neural084

network robustness by exposing the model to ad-085

versarial attacks during training. We found that086

the concept of adversarial attacks can also be ap-087

plied to prompt optimization, making the generated088

prompts more resilient to perturbed inputs. In the089

attack phase of our approach, we use gradient up-090

dates to deliberately induce adversarial inputs that091

degrade LLM performance. During the adversar-092

ial training stage, we implement two distinct opti-093

mization modes tailored to address different types094

of attacks, iteratively refining the prompts using095

gradient-based guidance. This ensures that the re-096

sulting prompts maintain robustness under diverse097

conditions. Our main contributions are as follows:098

• We propose an adversarial attack-inspired099

method to perturb the input text without using100

model gradient, aiming to identify the vulnerabil-101

ities of existing prompt optimization techniques102

to such text perturbations.103

• We introduce a novel framework BATprompt104

for generating prompts by adversarial prompt105

optimization, which are resilient to input pertur-106

bations. Using an adversarial training framework,107

we harness gradient-based techniques to drive108

both the attack and prompt generation processes.109

The resulting prompts show robust performance110

in many perturbation types.111

• We present a perturbation dataset, which in- 112

cludes various tasks such as language understand- 113

ing and language generation. For each task, we 114

added different levels of perturbation, such as 115

character level, word level and sentence levels. 116

• Experimental results demonstrate that the pro- 117

posed method achieves exceptional performance 118

across multiple tasks under various types of per- 119

turbations, validating the robustness of BAT- 120

prompt in addressing these challenges. 121

2 Relarted Work 122

2.1 Adversarial Training 123

Adversarial Attack: Numerous adversarial at- 124

tack methods (Goodfellow et al., 2014; Madry, 125

2017; Carlini and Wagner, 2017), have been de- 126

veloped for computer vision and traditional NLP 127

tasks. Among these, FGSM (Goodfellow et al., 128

2014) and PGD (Madry, 2017) are utilized to add 129

adversarial attack on data. Nowadays, people begin 130

to study adversarial attacks against LLMs, which 131

involve adding slight modifications to natural lan- 132

guage input, such as spelling errors, synonym sub- 133

stitutions, character substitutions, or out-of-order, 134

to trick LLMS into making wrong predictions or 135

generation. Zhou et al. (2024c) add attacks on math 136

solving problems in LLMs. Zhu et al. (2023) clas- 137

sifies the hint attacks on LLM into four categories. 138

Specific examples of different classes of attacks 139

are given in Xu et al. (2024). Among them, word- 140

level (Wang et al., 2023a; Zhou et al., 2024b) and 141

sentence-level (Gu et al., 2023; Dong et al., 2021) 142

attacks are more common. (Zhou et al., 2024b) 143

proposed a word-level attack based on the classifi- 144

cation task without changing the semantics. 145

Adversarial Training: FGSM (Goodfellow et al., 146

2014) proposed the concept of adversarial train- 147

ing, which optimizes the model after adversarial 148

attacks on the data. Miao et al. (2024) proposes a 149

method for an effective adversarial attack on T2M. 150

In LLMs, Raina et al. (2024) presents the unro- 151

bustness of Judge-LLM against adversarial attacks, 152

which leads to the inflation of LLM scores. Yao 153

et al. (2023a); Kumar et al. (2023) proposed ad- 154

versarial attacks on different aspects of LLM and 155

proposed several defense methods, and Yao et al. 156

(2023a) proposed several methods to defend against 157

malicious attacks in prompts. Kumar et al. (2023) 158

proposes an adversarial hallucination attack and 159

proposes a defense strategy (Sheshadri et al., 2024; 160
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Xhonneux et al., 2024; Lin and Zhao, 2024). The161

adversarial training method is used to improve the162

robustness of LLM. Sheshadri et al. (2024) pro-163

posed a method ReFAT to simulate input attacks164

and defend against them by refusal feature abla-165

tion. Xhonneux et al. (2024) Latant Adversarial166

Traning is used to improve the robustness of LLM167

against Jalibreak. Lin and Zhao (2024) proposed a168

defense technique called LLAMOS to enhance the169

adversarial robustness of LLM through adversarial170

attacks of text perturbation.171

2.2 Prompt Optimization172

The manually designed LLM prompt method some-173

times does not make LLM perform better in per-174

forming tasks, so the prompt optimization method175

arises. Li et al. (2023) proposes a fine-tuning176

method based on context ordering and probabil-177

ity ordering. Beyond fine tuning, reinforcement178

learning is also a great optimization (Ma et al.,179

2023; Sun et al., 2023; Yao et al., 2023b), and180

Ma et al. (2023) proposes Eureka, which gener-181

ates a reward function that outperforms human ex-182

perts. Sun et al. (2023) optimizes the arithmetic183

reasoning ability of large models by Prompt-OIRL.184

RLprompt (Deng et al., 2022) introduces a reword185

mechanism to generate better prompts. At present,186

LLM optimization has become the main method187

of prompt optimization (Shum et al., 2023; Zhang188

et al., 2022; Yang et al., 2023). Zhou et al. (2022)189

proposed APE to use LLM to automatically gener-190

ate prompts according to input and output. Pryzant191

et al. (2023) proposed to use LLM self-correction192

as pseudo-gradient to optimize prompts. Guo et al.193

(2023) uses genetic algorithm to optimize LLM194

prompts through heredity and mutation. Jin et al.195

(2024) search the impact of step length in activat-196

ing LLMs. Zhou et al. (2024a) use adversarial197

attack to generate more success jailbreak to de-198

ceive LLMs and add some suffix after the input199

text to resist jailbreak. Additionally, most existing200

methods generate optimized prompts using clean201

datasets, overlooking the inevitable perturbations202

present in natural language inputs. These perturba-203

tions can negatively affect the effectiveness of the204

prompts. Our method addresses this limitation by205

proposing a strategy that emphasizes maintaining206

robustness against such perturbed inputs.207

Perturbation
level

Name. Explanation Type

Character
C1 Change words to have typos P1
C2 Change Letters. P1
C3 Add extraneous characters P1

Word
W1 Change word to synonyms. P2
W2 Delete meaningless words. P2
W3 Add neutral words. P2

Sentence
S1 Add meaningless handle P1
S2 Paraphrase the sentence. P2
S3 Change the syntactic structure. P2

Table 1: Explanation of different kinds of perturbation.

P1 Type P2 Type

Sum

Sim


Cls

C1 C2 C3 S1 W1 W2 W3 S2 S3No Impact No Impact

Sum

Sim


Cls

+11%+25%

-5%-4%

-4% -9%

-10% -16%-12%

+4%

-8%

-8%-6% -5%-7%-2%

-1%

-1%

-1% -2%

-2%-2% -2%-6%

-4%-4% -11%

Figure 2: Heat maps showing the magnitude of the
impact of each perturbation on different types of tasks,
where darker colors indicate a stronger impact of the
perturbation on this type of task, and vice versa a lower
one. No color indicates no effect or a positive effect

3 Perturbation Types and Task 208

Vulnerability 209

We adopt a widely used approach following Xu 210

et al. (2023), which form the basis for the pertur- 211

bations in our experiments (See Table 1). These 212

disturbances are categorized into two groups: P1 213

and P2. P1 includes: C1, C2, C3, and S1. The 214

perturbations in this category primarily introduce 215

typographical errors and non-sensical strings into 216

the text, without significantly altering the underly- 217

ing semantic structure of the sentence. P2 includes: 218

W1, W2, W3, S2, and S3. Unlike P1, these pertur- 219

bations alter the semantic structure of sentences by 220

modifying their syntactic composition, while main- 221

taining their core meaning. These modifications 222

can result in a bias in how LLMs interpret the input, 223

potentially affecting their understanding. 224

To assess the weakness of different language 225

tasks on these nine types of perturbations, we 226

added each perturbation to the dataset of differ- 227

ent tasks and evaluated the performance of Manual 228

Instructions (Bach et al., 2022) and Natural Instruc- 229

tions (Mishra et al., 2021) on these datasets. The 230

results of the impact of the perturbation on the 231

task are shown in Figure 2, where darker colors 232

indicate greater impact and vice versa. For each 233

task, we select perturbations that have a signifi- 234

cant impact as potential candidates and disregard 235

those with a positive or negligible effect. It can be 236
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Primary Text
Perturbation 


guidance

mix-mode 

perturbation

combine-mode

perturbation

Primary Input

D

InstructionPerturbation 

guidance

Optimization 

guidance

Perturbed text2
Perturbed text3
Perturbed text4
Perturbed text5

Perturbed text1 rk2

rk1
rk4
rk3

rk5

Perturbed text2
Perturbed text3
Perturbed text4
Perturbed text5

Perturbed text1 rk2
rk1

rk4
rk3
rk5

Prompt2
Prompt3
Prompt4
Prompt5

Prompt1 rk1
rk2
rk3
rk4
rk5

Get the difference Outerloop about adversarial perturbation Innerloop about mix perturbation Perturbed text

Adversarial Perturbation Phase

Next Iteration

Prompt Optimization Phase

D

Figure 3: The workflow of an iteration of BATprompt. The Adversarial Attack Phase is used to generate the
adversarial samples. The Adversarial Optimization Phase is used to generate optimized prompt. rk means score
ranking. For example, rk1 means that the score is ranked first in all outputs.

concluded that perturbations of class C3 have no237

negative impact on any task, whereas perturbations238

of class P2 consistently affect all tasks to varying239

degrees. We observe that character-level perturba-240

tions in Simplification tasks can positively impact241

task performance. We believe this is because typo242

perturbations encourage LLMs to focus more on243

the core meaning of the input, aligning better with244

the objective of the simplify task. The specific ex-245

perimental results and analysis, and the details of246

the experimental settings are in Appendix A.247

4 Methodology248

To enhance the robustness of auto-prompt under249

perturbation, we propose introducing adversarial250

training into this process. Traditional adversarial251

training depends on gradients to generate adversar-252

ial examples and guide training, but most LLMs253

operate via black-box APIs where gradients and254

parameters are inaccessible. Thus, we introduce255

BATprompt, that employs guided information in-256

stead of gradients. By leveraging this guidance,257

LLMs generate new prompts through adversarial258

attacks and iterative optimizations, enhancing their259

robustness in context learning.260

4.1 Threat Model261

Adversarial Perturbation Goal. Like traditional262

adversarial attacks, this phase aims to induce incor-263

rect outputs from model M(·) by adding a perturba-264

tion to the input. Specifically, given a clean sample265

x and a perturbed input x′, we aim forM(x′) = y266

M(x′) = y′, where y and y′ represent the corre-267

sponding outputs, and y′ ̸= y. The perturbation268

must meet the following two conditions:269

• Maintain the semantic similarity and the struc-270

tural similarity to the original text.271

• Degrade the performance of the large language272

Algorithm 1 The algorithm flow of BATprompt
Require: Initial prompts p, m of adversarial attack gradients

gadv and optimization gradient gopt, adversarial attack
operation fadv(·), optimization operation fopt(·). adver-
sarial attack constraints D(·). Sorting function S(·).

1: for t = 1 to T do
2: Random Select: Num of texts T i (i ∈ N) are ran-

domly selected from the unperturbed dataset.
3: for j = 1 to num do
4: Adversarial Attack: T

′
← fadv(T

i, gkadv),
where i ∈ (1, N), k ∈ (1, m).

5: Select Worst Text: D(T
′
, T i) < ϵ, Min S(T

′
).

6: end for
7: Generate Gradient: Generate optimized gradient

gopt through the perturbed text.
8: Optimize Prompt: p← fopt(p, gopt)
9: Select Best Prompt: Max S(p)

10: end for
11: Return: Returns the best prompt pbest with the highest

rating on the perturbed task.

model (LLM) on the task, such that the model’s 273

performance on the perturbed input is worse than 274

on the clean input. 275

Prompt Optimization Goal. Users typically have 276

typos or semantic ambiguities when typing, es- 277

pecially when dealing with large volumes of per- 278

turbed text. Therefore, the goal of prompt optimiza- 279

tion is to train robust instructions that can still en- 280

sure good task performance, even when confronted 281

with perturbed text inputs. 282

4.2 Framework of BATprompt 283

BATprompt follows a similar principle to existing 284

gradient-based adversarial attack methods. It first 285

iteratively adds attacks within the specified range 286

to undisturbed inputs by adjusting them along the 287

gradient direction to maximize disruption. The ad- 288

versarial samples generated are then used for train- 289

ing based on a defined loss function. The workflow 290

of our method is shown in Figure 3. The details 291

of the specific implementation in LLM are shown 292

4



in Figure 11. BATprompt contains many iterations293

and every iterations include two key components:294

• Adversarial Attack Phase. BATprompt begins295

with manually crafted prompts and unperturbed296

text as the initial input. In section 3, we cate-297

gorize nine distinct perturbations into two types298

and design tailored adversarial attack methods299

for each category. These methods generate adver-300

sarial samples that simulate various perturbation301

scenarios, allowing the subsequent optimization302

algorithms to build robustness across all types303

of perturbations. This approach ensures that the304

model remains effective when faced with diverse305

perturbations.306

• Adversarial Optimization Phase. At this stage,307

we employ an iterative optimization method that308

incorporates a "gradient" mechanism to guide the309

LLM in refining the prompts. For each generated310

prompts, we select the candidate with the best311

performance on the validation set and retain it312

for the next iteration.313

4.3 Adversarial Attack Phase314

At this stage, we employ an adversarial attack315

method inspired by FGSM (Goodfellow et al.,316

2014), which uses a fixed gradient direction to en-317

able the model to rapidly generate adversarial sam-318

ples. In BATprompt, we introduce various types319

of perturbation-specific guide words as a fixed gra-320

dient g, and apply perturbations to n samples x,321

randomly selected from the original unperturbed322

dataset. y is the standard output. The performance323

of the original prompt on the perturbed inputs is324

evaluated using a loss function Ladv. The score325

is minimized when perturbed. After generating326

the perturbed sample prompt p, we compute ei-327

ther its Levenshtein distance or semantic similarity328

||x′ − x|| < ϵ, depending on the nature of the per-329

turbation. The perturbations are defined as follows:330

x′ = x+ ϵ · argminLadv(x+ g, y), (1)331

Specifically, for the two distinct perturbation types,332

P1 and P2, we draw on the idea of Tramer and333

Boneh (2019) and design two different modes of334

adversarial attacks. This ensures that the text used335

in the adversarial training process encompasses all336

perturbations within each type. As a result, the337

generated prompts demonstrate robustness against338

all attacks corresponding to their respective types.339

For the P1 type, we propose a mix-mode, which is340

implemented as follows: 341

x′ = x0+P(x0, g1)+P(x1, g2)+. . .+P(xn−1, gn),
(2) 342

Where P(·) denotes that the given input x is per- 343

turbed under the guide g, gn ∈ P1, xn denotes the 344

text generated under each perturbation. The ratio- 345

nale behind this design is that, under the perturba- 346

tion of the P1 mode, the superposition of each per- 347

turbation has minimal impact on the effect of other 348

perturbations. For example, the input "I like apple" 349

becomes "I lide apple" after the C1 perturbation, 350

and then the output becomes "I lide apple.@jjs" 351

after the C3 perturbation. This design enables ad- 352

versarial attacks to generate results that effectively 353

incorporate all types of perturbations. Thus, the 354

robustness of the generated results against all types 355

of perturbations in P1 can be ensured, while sim- 356

plifying the input for the second stage. 357

In the perturbation of P2 mode, we propose a 358

combined-mode as follows: 359

U(x′) = P(x, g1)∪P(x, g2)∪. . .∪P(x,gn), (3) 360

where U(·) denote the set generated after all per- 361

turbations. Unlike P1 type perturbations, which do 362

not interfere with each other’s output, different per- 363

turbations in P2 type can affect the results of other 364

perturbations. Therefore, we choose to combine 365

them and input them into the adversarial optimiza- 366

tion phase to train the robustness of the generated 367

prompts against all types of perturbations. 368

4.4 Adversarial Optimization Phase 369

In the optimization stage, we utilize the adversar- 370

ial sample x′ generated in the first stage. We then 371

analyze the differences between x′ and the corre- 372

sponding original text x, and use these differences 373

to compute the gradient g′ when the guide is used 374

as the optimization prompt. The detailed process 375

is as follows: 376

g′ = G(D(x0, x
′
0)∪D(x1, x

′
1)∪ . . .∪D(xn, x

′
n)),
(4) 377

Where D(·) denotes the generating difference and 378

G(·) denotes the generation of general guidence. 379

In the iterative optimization process following gra- 380

dient generation, we also use the prompt’s score 381

on the task as the loss function. However, unlike 382

the previous stage, we select the prompt with the 383

highest score at each iteration to maximize task per- 384

formance. To ensure that the final prompt is robust 385

to all perturbations, we calculate the score for each 386
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perturbation across the vulnerabilities of the target387

task. The specific loss function is as follows:388

Lopt(p) = E(x′,y)∼D

[
L(x′

1, y; p) + . . .389

+ L(x′
n, y; p)

]
. (5)390

Where Lopt(·) represents the optimization loss.391

L(·) denotes the loss per class of perturbation. In392

summary, the formula for each round of prompt393

optimization is p′ = p+∇pLopt(p). In prompt gen-394

eration, to expand the range of options, we rewrite395

the generated prompts at each iteration, increas-396

ing the likelihood of discovering better alternatives.397

During the intermediate optimization iterations, we398

consistently select the optimal prompt from each399

round to proceed to the next iteration of the loop.400

5 Experiments401

5.1 Implementation Details and Baselines402

In the experiments, we use GPT-3.5-turbo to do the403

adversarial training and use GPT-3.5-turbo, GPT-404

4o-mini and Llama2-7b to test the effectiveness405

of the instructions generated BATprompt. For per-406

turbations of type P1, we select five examples in407

each iteration, while for perturbations of type P2,408

we select three examples per iteration, consider-409

ing the number of adversarial examples generated.410

After five iterations, we choose the prompt with411

the highest score on the training set and evaluate412

its performance on the test set. In the evaluation,413

we compare the prompts generated by BATprompt414

with the following methods:415

• EvoPrompt (Guo et al., 2023): Evoprompt uses416

a genetic algorithm to optimize prompts, its tasks417

contain both language understanding and lan-418

guage generation tasks.419

• Manual Instructions(MI): These instructions420

are based on existing work that is task-specific421

guidelines. Including language understanding422

task Zhang et al. (2023a), text simplification423

task Zhang et al. (2023b) and summarization424

task Sanh et al. (2021).425

• Natural Instructions(NI) (Mishra et al., 2021):426

This contains manually designed prompts across427

a diverse range of datasets and tasks.428

• Data Augmentation(DA): We use the data aug-429

mentation method as baseline, which takes the430

perturbed text as input data and iteratively op-431

timizes it, to explore whether this method can432

remain robust to all types of text perturbations.433

5.2 Data Generation and Metrics 434

To evaluate the effectiveness of BATprompt, we 435

construct datasets with various perturbations tai- 436

lored to different tasks. Using an iterative approach 437

guided by gradients, we introduce perturbations 438

into the datasets. However, different from the 439

traditional method of adversarial attacks, which 440

searches attacks freely in all ranges, our method 441

adds attacks in specific perturbation spaces. For 442

dataset selection, in the language understanding 443

tasks, we focus on six datasets to apply and test 444

perturbations. These include sentiment classifica- 445

tion datasets: SST-2 (Socher et al., 2013), CR (Hu 446

and Liu, 2004), SST-5 (Socher et al., 2013), and 447

MR (PaNgB, 2005), as well as topic classifica- 448

tion datasets: AG’s News (Zhang et al., 2015) and 449

TREC (Voorhees and Tice, 2000) with the Predic- 450

tion accuracy as the score. In language generation 451

tasks, we utilize the Asset (Alva-Manchego et al., 452

2020) for text simplification, which includes mul- 453

tiple benchmarks for reference translations. In this 454

task we use SARI (Xu et al., 2016) as the metrics 455

which is an n-gram-based scoring system exten- 456

sively utilized for text editing tasks. For the text 457

summarization task, we use the XSum (Narayan 458

et al., 2018), which consists of concise summaries 459

generated from longer texts. In this task, we use 460

Rouge-1, Rouge-2, Rouge-L as metrics (Lin, 2004), 461

which widely used to evaluate the quality of gen- 462

erated text tasks. They focus on the number of 463

n-grams with the same outcome and the overlap of 464

the longest common subsequence. 465

5.3 Effectiveness on Language Generation 466

In this section, we utilize the GPT-3.5-turbo model 467

to evaluate the generated prompts. For the text 468

summarization task, we assessed the quality of 469

the generated prompt guidance using three metrics, 470

ROUGE-1, ROUGE-2, and ROUGE-L, calculated 471

on the test set. For text simplification tasks, the 472

quality of the generated prompts were by calculat- 473

ing the SARI score of the prompt guided result. 474

For the text summarization task, the results for 475

the perturbations P1 and P2 are presented in Ta- 476

ble 2 and Table 3. Compared to previous prompts 477

and their generation methods, the prompts gener- 478

ated by BATprompt demonstrate a significant per- 479

formance improvement on the perturbed datasets. 480

Furthermore, BATprompt exhibits strong robust- 481

ness across all types of perturbations, achieving 482

superior Rouge-1, Rouge-2, and Rouge-L scores 483
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Methods C2 perturbation C1 perturbation S1 perturbation

Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L

DA 11.37 2.65 9.78 11.90 2.48 9.93 10.90 2.38 9.11
MI 14.55 2.80 12.31 15.27 3.12 12.80 15.13 3.19 12.65

EvoPrompt 17.62 3.16 14.96 17.24 3.03 14.61 17.71 3.24 15.34
BATprompt∗ 18.31 3.08 15.50 18.65 2.91 15.03 17.65 2.81 15.58
BATprompt 21.10 4.36 16.85 21.17 4.37 16.34 21.47 4.59 16.78

Table 2: The Rouge-1(↑) score, Rouge-2(↑) score and Rouge-L(↑) score obtained by the prompts generated by the
three methods for the task where the text summarization task is weak under the P1 class perturbation.

Methods W3 perturbation W1 perturbation S2 perturbation S3 perturbation

Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L

DA 12.18 2.87 10.25 11.85 2.92 10.46 12.62 2.66 10.60 12.12 2.91 10.25
MI 15.55 3.15 13.01 15.09 3.19 12.88 14.06 3.03 11.69 15.29 2.74 13.13

EvoPrompt 17.54 3.09 14.93 17.20 3.03 14.85 16.97 2.67 14.48 17.03 2.93 14.49
BATprompt∗ 18.42 3.10 15.82 18.64 3.39 15.98 17.92 2.91 15.28 17.90 3.06 15.46
BATprompt 22.04 4.91 17.29 22.09 4.71 16.70 21.51 4.76 16.45 21.97 4.55 16.78

Table 3: The Rouge-1(↑) score, Rouge-2(↑) score and Rouge-L(↑) score obtained by the prompts generated by the
three methods for the task where the text summarization task is weak under the P2 class perturbation.

P1 P2 MI NI Evo
0.0

CR AG’s News SST-2 MR TRECSST-5

20.0

40.0

60.0

80.0

100.0

Figure 4: The performance of the prompts generated by
BATprompt on undisturbed datasets of language under-
standing task.

compared to other prompts in all aspects. Notably,484

BATprompt outperforms the second-best method485

by an impressive 23% under C2 perturbations.486

For the text simplification task, the SARI values487

achieved by BATprompt under P1 and P2 pertur-488

bations are shown in the Table 4. Similar to the489

text summarization task, BATprompt demonstrates490

strong robustness across all perturbations. Its SARI491

values consistently have better performance than492

those of the second-best method, highlighting its493

effectiveness and resilience.494

5.4 Effectiveness on Language Understanding495

In this part, we use GPT-3.5-turbo to evaluate the496

accuracy of its judgments on six datasets, which is497

recorded as its score. For each dataset, we train the498

model on perturbations from class P1 and pertur-499

bations from class P2. We then test the optimized 500

prompts across different types of perturbations and 501

compute the average performance over them. The 502

results for the perturbations from class P1 and class 503

P2 are presented in the Table 5. Specific experi- 504

mental indicators are given in Figure 12. 505

The results demonstrate that the prompts gener- 506

ated by BATprompt outperform existing prompts 507

across the six text understanding datasets, exhibit- 508

ing notable stability against the seven perturbations 509

to which BATprompt itself is not inherently robust. 510

Its performance is particularly impressive. Notably, 511

BATprompt achieves a 3% improvement on the 512

TREC dataset for P1 perturbations and a remark- 513

able 12% improvement for T2 perturbations. 514

5.5 Model Transferbility and Perturbation 515

Transferbility 516

We also use GPT-4o-mini and Llama2-7b to test 517

the effectiveness of our method. The results are 518

showed in the subsection D.3. To further assess the 519

robustness of our prompts against unseen pertur- 520

bations, we evaluated them on perturbations that 521

were not included in the training set. As shown 522

in subsection D.4, although their performance is 523

marginally lower than that of prompts specifically 524

optimized for those perturbations, our approach 525

consistently outperforms all baseline methods. 526
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Methods
S1

perturbation
W3

perturbation
W1

perturbation
S2

perturbation
S3

perturbation
W1

perturbation

DA 44.87 42.53 44.04 44.89 44.66 45.28
MI 36.67 34.77 37.43 37.18 35.93 37.23

EvoPrompt 44.61 44.89 45.39 47.38 46.07 49.09
BATprompt∗ 45.28 43.45 44.53 46.29 46.47 47.90
BATprompt 45.79 45.11 49.50 47.74 47.35 49.55

Table 4: The SARI(↑) score obtained by the prompts generated by the two methods for the task where the text
simplification task.

Type Methods CR SST-2 MR SST-5 TREC AG’news Avg.

P1

DA 88.5 89.8 85.5 44.0 43.8 86.3 73.0
MI 89.3 88.8 85.5 45.5 50.3 87.0 74.4
NI 83.3 80.3 80.0 23.3 45.3 65.3 62.9

EvoPrompt 63.8 80.5 78.1 10.5 1.5 67.3 51.0
BATprompt∗ 85.5 86.0 81.0 45.3 49.8 85.5 72.1
BATprompt 89.8 90.0 86.3 46.0 52.3 88.5 75.4

P2

DA 85.1 85.5 81.2 40.1 50.3 86.7 71.5
MI 85.0 85.5 82.0 43.6 46.2 86.2 71.4
NI 79.1 80.0 77.0 20.0 43.4 61.8 60.2

EvoPrompt 62.8 78.1 80.6 8.6 1.5 66.8 49.7
BATprompt∗ 80.6 81.5 78.1 40.9 49.9 84.3 69.2
BATprompt 85.7 86.3 82.8 44.9 51.6 87.7 73.2

Table 5: Average score(↑) of the prompts from different method on six language understanding datasets. The table
in the upper half is a perturbation of type P1, and the table in the lower half is a perturbation of type P2.

5.6 Data Augmentation527

To evaluate the limitations of the data augmenta-528

tion method, we exclude the use of BATprompt529

during testing. Instead, we treat all the perturbed530

data as the training set and allow the LLM to gen-531

erate prompt based on this training set. The results532

for three different tasks are presented in the DA533

column across the Table 4, Table 2, Table 3 and534

Table 5. As shown, the prompts generated using535

the data augmentation method lack robustness to536

perturbations across all three tasks. Furthermore,537

their performance is even worse than unoptimized538

prompts when tested on handwritten perturbations.539

We attribute this degradation to the excessive diver-540

sity of perturbations, which hinders the LLM’s abil-541

ity to focus accurately on the perturbations, leading542

to a decline in performance.543

5.7 Albation Study544

To evaluate the effectiveness of adversarial train-545

ing strategies for prompt optimization, we removed546

the adversarial training part from BATprompt and547

used only a simple iterative optimization method.548

This allowed us to isolate and assess the impact549

of adversarial training. In the Table 2, Table 3,550

Table 4 and Table 5, BATprompt∗ represents the551

specific scores of the prompts generated using only552

the iterative optimization method for both the text 553

comprehension and text generation tasks. The ex- 554

perimental results demonstrate that, across all tasks, 555

prompts generated purely through iterative opti- 556

mization perform worse than those generated by 557

BATprompt across all types of perturbations. This 558

proves the effectiveness of our adversarial training 559

strategy. In addition, we also explore the influence 560

of the number of training iterations on the quality 561

of the generated prompt, and the experimental re- 562

sults show that the results are slightly higher when 563

the number of iterations is 5 than other iterations. 564

The specific result is in subsection E.1. 565

6 Conclusion 566

In this paper, we introduce BATprompt, a novel 567

approach designed to optimize prompts’ perfor- 568

mance on perturbed datasets by combining prompt 569

optimization algorithms with adversarial training. 570

By leveraging LLMs to simulate gradients, BAT- 571

prompt enables adversarial attacks and iterative op- 572

timization. Our extensive experiments demonstrate 573

the superiority of BATprompt across multiple tasks 574

and various types of perturbations. Compared to 575

existing prompt optimization methods, BATprompt 576

shows significant improvements in handling fragile 577

perturbations and good generalization. 578
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7 Limitation579

We employed a training approach inspired by580

FGSM, which, while effective, could be enhanced581

by more advanced or specialized methods suited to582

particular perturbation types or task requirements.583

Additionally, although our work covers a range of584

widely used tasks and datasets, future exploration585

may involve expanding into more specialized or586

innovative application domains. Our reliance on587

black-box model access poses another constraint,588

as deeper access to model-internal gradients could589

potentially offer richer interpretability and more590

granular refinements during adversarial training.591

Pursuing open-source architectures or collabora-592

tion with model providers may therefore create593

new opportunities to improve both robustness and594

understanding of how perturbations interact with595

large language models.596
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A Weakness of Tasks846

We used the same dataset as in section 5, and GPT-847

3.5-turbo was used as the test model. When con-848

structing the perturbed data set, we also adopt the849

data generation way in section 5.850

A.1 Language Understanding 851

The Figure 5 illustrates the performance scores 852

for a text classification task under various types 853

of perturbations. Six datasets were analyzed, with 854

each dataset employing two system prompts: man- 855

ual instruction and natural instruction to guide the 856

tasks. The scores for each task were averaged to 857

determine the specific impact of each type of pertur- 858

bation under different prompts. The results reveal 859

that under manual instruction, the S1 and C3 per- 860

turbations have minimal impact on the final task 861

scores. Consequently, these two types of pertur- 862

bations were excluded from further consideration 863

during selection. 864

A.2 Language Generation 865

The detailed results for text summarization and text 866

simplification tasks are presented in the Figure 6 867

and Figure 7. Using manual instruction, we com- 868

puted the Rouge-1/2/L scores and SARI values for 869

the two datasets, XSum and ASSET, under various 870

perturbations. For the text summarization task, the 871

results indicate that the perturbations C3 and W2 872

do not significantly affect the Rouge-2 and Rouge- 873

L scores. Therefore, these perturbations were not 874

identified as weaknesses in the text summarization 875

dataset. Similarly, for the text simplification task, 876

perturbations C1, C2, and C3 have no negative im- 877

pact on the SARI values, and thus, they were not 878

considered weaknesses for the text simplification 879

dataset. 880

Raw Input C2

Manual Instruction

Sc
or

e
Sc

or
e

Natural Instruction

W2 S1 C3

C1 S3 S2 W1 W3

Figure 5: An example of adding a perturbation to an
input, where the top half indicates that the prompt gets
the correct output under normal input, and the bottom
half indicates that the prompt gets the wrong result under
perturbed input
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Figure 6: An example of adding a perturbation to an
input, where the top half indicates that the prompt gets
the correct output under normal input, and the bottom
half indicates that the prompt gets the wrong result under
perturbed input
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Figure 7: An example of adding a perturbation to an
input, where the top half indicates that the prompt gets
the correct output under normal input, and the bottom
half indicates that the prompt gets the wrong result under
perturbed input

B Adversarial Attack Results881

In our adversarial attack process, we use both se-882

mantic and structural similarity of the text before883

and after the attack as constraints. This ensures884

that, while the adversarial attack negatively im-885

pacts the target task, the resulting text maintains a886

high degree of similarity to the original. Specifi-887

cally, for P1-type attacks, we calculate Levenshtein888

distance, while for P2-type attacks, we compute889

semantic similarity. The Table 6 the similarity be-890

tween the attacked text and the original text. From891

the table, we can observe that for long text inputs,892

such as those in the XSum dataset, the Levenshtein893

distance and semantic similarity between the origi-894

nal and perturbed text remain above 98% for both895

types of perturbations (P1 and P2). In contrast,896

for shorter text inputs, such as those in the Asset897

dataset and the six language understanding tasks,898

Datasets Levenshtein distance Semantic similarity

XSum 98.42 98.31
Asset 89.55 91.17
CR 93.38 85.92

SST-5 91.22 79.75
AG’News 96.63 83.91

MR 92.42 82.33
TREC 91.41 81.44
SST-2 91.96 80.86

Table 6: The averagesemantic similarity and Leven-
shtein distance before and after attack in 3 tasks, 8
datasets

Add Perturbation

You need to generate a new text by the guidance 

of the following

In the <Task Name> task, the original text is 

<Primary Input>

OutPut: Perturbed Input 

 <Perturbation Guidance>

 2. Make the LLM get the bad task performance

 3. Keeping the meaning of the original sentences.

Figure 8: The template of generating the optimization
gradient.

even small changes can significantly impact the 899

similarity measures. However, our experiments 900

show that the Levenshtein distance similarity for 901

P1 perturbed data remains above 90%, while the se- 902

mantic similarity for P2 perturbed data stays above 903

80%, except for the SST-5. This indicates that 904

our attack effectively preserves the essential infor- 905

mation of the original sentence while introducing 906

controlled perturbations. 907

C Experiment Settings 908

C.1 Datasets 909

The Table 7 shows the statistics of datasets we 910

made for language understanding, text simplifica- 911

tion, and text summarization tasks under different 912

perturbations. Each dataset contains multiple sub- 913

datasets, each of which is a specific class of per- 914

turbation for which the dataset feels weak. For 915

instance, Xsum dataset contains 7 sub-datasets in- 916

cluding Xsum under C2, C1, S1, W3, S3, S2, W1 917

perturbations. 918

C.2 Hpyper Parameters 919

Our BATprompt algorithm is based on GPT-3.5- 920

turbo for generation, with a total of 5 adversarial 921

training iterations. During the adversarial attack 922
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Dataset Task |Train| |Test|

SST-2 language understanding {positive, negative} 1000 200
CR language understanding {positive, negative} 1000 200
MR language understanding {positive, negative} 1000 200
SST-5 language understanding {terrible, bad, okay, good, great} 1000 200
AG’s News language understanding {World, Sports, Business, Tech} 1000 200
TREC language understanding {Description, Entity, Expression, Human, Location, Number} 1000 200
ASSET Text Simplification 787 200
XSUM Text Summarization 520 200

Table 7: Statistics of our generating datasets for language understanding task and language generation task used in
this work.

Generate Optimize Gradient

There are several operations: <Perturbation Guidance>

OutPut: Diff

After these operations the Original text becomes 

Perturbed text.Please combine these operations and 

compare the following texts and explain how the 

Perturbed text differs from the Original text.

<Demons>

Here are some difference of two text <Diff>
you should summary general difference about it.

Figure 9: The template of generating the optimization
gradient.

phase, we set the number of iterative attacks to923

3. In the combined adversarial attack and prompt924

optimization stages, we configured GPT-3.5-turbo925

with a Top-p value of 0.95 and a temperature of 1 to926

ensure both the robustness of the adversarial attack927

and the diversity of the generated outputs. For the928

testing phase, we set Top-p to 1 and temperature929

to 0, ensuring that the model produces consistent,930

fixed outputs.931

C.3 Template932

In this section, we give a complete template for the933

perturbation adding phase. Figure 8, the prompt934

optimization phase. Figure 9 provides a detailed935

illustration of the gradients generated during the936

optimization phase. Figure 10 offers a comprehen-937

sive explanation of the prompt generation process,938

where gradients guide the LLM, and highlights how939

prompt richness is enhanced through the rewriting940

process.941

Here is the Implementation details of BAT-942

prompt.943

Generate Instruction

OutPut: Prompt

 I'm trying to write a zero-shot  prompt.<task>

My current prompt is <Old Prompt>

But this prompt gets the answer with low perfor-

mance because the some sentence of the input 

is changed by following operations: <Gradient>

Based on the above difference, Please write an 

improved prompts to correct these differences and 

make a better task performance.

Paraphrase the following instruction while keeping the 

semantic meaning.

<New Prompt>

Figure 10: The template of using gradient to generate
new instructions and paraphrase them.

D Additional Results 944

D.1 Cost Analysis 945

In this section, we evaluate the overhead of BAT- 946

prompt in generating prompts. The primary over- 947

head arises from the evaluation and generation pro- 948

cesses during adversarial training. The total cost is 949

represented by the following relation: N×(A+O), 950

where N is the number of iterations, A represents 951

the cost of the adversarial attack phase, and O rep- 952

resents the cost of the optimization phase. When 953

calling the LLM API, the cost is primarily deter- 954

mined by the number of tokens processed, includ- 955

ing both input and output tokens. To estimate the 956

cost of our method, we calculate the number of to- 957

kens required for executing tasks on three different 958

datasets (XSum, Asset, and SST-5) across three 959

types of tasks. This provides an understanding of 960

the computational overhead associated with our ap- 961

proach. The results are in Table 8 From the results 962

in the table, it can be observed that for relatively 963
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The Implementation detials of BATPrompt
Adversarial Perturbation Phase: Prompt Optimization Phase:

Following the next steps to add perturbation to 

the the original text is: <Primary Input>

Following the next steps to optimize the prompt. 
The original prompt is . <Initial Prompt>

Use the perturbation pair to generate the Input difference.


Use the to optimize  <Optimization Guidance> <Initial 
Prompt>.

Select the perturbed text according to the following steps:

Semantic Similarity/

Levenshtein distance

 Keep the similarity of the <Perturbed Input>
 Use the > ans select the input 


      with lowest scores.
<Initial Prompt

Output: The guidance of prompt optimization.

Output: New Prompt
Output: Final perturbed input

Add perturbation according to the following steps:

Output: All perturbed inputs

1.
2.Get bad answer performance.

3.Keeping semantic meaning.

<Perturbation Guidance>


Adding perturbations Generate gradient

Optimize PromptChoose worst

Select the best prompt by <Perturbed Input>.

 Use the Input difference generate the <Optimization 
Guidance>.

Figure 11: BATprompt is based on the details of the LLM implementation, with the top half representing the
adversarial attack phase and the bottom half representing the optimization phase, where orange represents the input
text, blue represents the gradient, red represents the prompts

Datasets Perturb Phase Optimize Phase Total

SST-5(P1) 0.0064M 0.0194M 0.0258M
SST-5(P2) 0.0025M 0.0369M 0.0394M
Asset(P1) 0.0289M 0.1604M 0.1893M
Asset(P2) 0.0554M 0.8292M 0.8846M
XSum(P1) 0.2793M 0.5692M 0.8485M
XSum(P2) 0.2006M 0.8395M 1.0401M

Table 8: The cost of BATprompt in three dataset under
two kinds of perturbations

simple tasks (such as language understanding), the964

token consumption of the BATprompt algorithm is965

only 0.0258M. In contrast, for more complex tasks966

(such as text summarization), the token consump-967

tion remains at a low 0.0258M. After completing968

one round of BATprompt, the total token consump-969

tion is just 1.04M. This demonstrates that, once970

trained, BATprompt does not incur a large number971

of tokens. In comparison, Evoprompt consumes at972

least 4.20M tokens when converging on the SST-5973

dataset, which has relatively simple input, signif-974

icantly exceeding the token consumption of our975

method on XSum. This indicates that BATprompt976

offers substantial cost savings.977

D.2 Language Understanding Task978

In this section, we provide additional details of the979

data used in the experimental evaluation for the980

language understanding tasks. Results are in Fig-981

ure 13. We present the performance indicators of982

the prompts generated by BATprompt, alongside983

those obtained using other methods, across seven984

different perturbations on six datasets. The results985

show that BATprompt outperforms the other meth-986

ods in most perturbation scenarios. Notably, in987

multi-label classification tasks such as SST-5 and988

TREC, BATprompt demonstrates stronger robust-989

ness to perturbations. This may be because binary 990

classification tasks, with fewer labels and simpler 991

task structures, are less affected by perturbations. 992

In contrast, multi-label classification tasks are more 993

complex, with a larger number of target categories, 994

making them more vulnerable to perturbations. As 995

a result, the prompts generated by BATprompt per- 996

form better in these more challenging scenarios. 997

D.3 Model Transferbility 998

Effectiveness on GPT-4o-mini. To demonstrate 999

the universality of our method in different LLMs, 1000

we select the text summarization task and use GPT- 1001

4o-mini as the LLM backbone. The prompts gen- 1002

erated by BATprompt, along with those gener- 1003

ated by several other methods, are evaluated un- 1004

der different perturbations using Rouge-1, Rouge- 1005

2, and Rouge-L metrics. The results obtained 1006

are averaged, shown in the Table 9. According 1007

to the experimental results, on different models, 1008

the prompts generated by BATprompt are still ro- 1009

bust to different types of perturbations, and per- 1010

form significantly better than other methods. In 1011

addition, we also tested the text simplification 1012

task and language understanding task on GPT-4o- 1013

mini. For the langugae-understanding task, We 1014

selected binary classification problem (CR) and 1015

multi-classification problem (SST-5) in sentiment 1016

classification datasets: as well as topic classifica- 1017

tion datasets. The specific experimental results are 1018

shown in the Table 14 and Table 12. In summary, 1019

our method also performs well on GPT-4o-mini. 1020

We plot the specific Rouge scores for each pertur- 1021

bation in the figure. The results show that, across 1022

all perturbations, our method demonstrates full ro- 1023

bustness, outperforming the other prompt gener- 1024
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AG'News

TREC

C2 C1 W2 W3 S3 S2 W1

C2 C1 W2 W3 S3 S2 W1

C2 C1 W2 W3 S3 S2 W1

CR

SST-2

SST-5

MR
MI NI Evoprompt BATPrompt

C2 C1 W2 W3 S3 S2 W1

C2 C1 W2 W3 S3 S2 W1

C2 C1 W2 W3 S3 S2 W1

Figure 12: In language understanding, specific indicators of 6 datasets on different 7 kinds of perturbations

Type Method Rouge-1 Rouge-2 Rouge-L

P1
MI 16.06 2.86 13.02

EvoPrompt 16.88 2.62 14.44
BATprompt 19.72 3.55 14.82

P2
MI 16.14 2.82 12.98

EvoPrompt 16.78 2.63 14.22
BATprompt 19.26 3.71 15.12

Table 9: The average of Rouge-1(↑), Rouge-2(↑) and
Rouge-L(↑) of prompts generated by different methods
on the text summarization task on GPT-4o-mini.

ation methods by a significant margin. Table 121025

and Table 14 present the specific values of the1026

prompt generated by BATprompt for the text simpli-1027

fication and language understanding tasks, respec-1028

tively. In the text simplification task, BATprompt1029

demonstrates optimal performance under various1030

perturbations, with notable improvements in task1031

scores, especially on GPT-4o-mini. Similarly, in1032

the language understanding task, we selected sev-1033

eral representative datasets, and the results show1034

that our method retains robustness to perturbations1035

across multiple datasets.1036

Effectiveness on Llama2-7b. We also trans-1037

ferred the instructions generated by BATprompt to1038

a white-box model to assess the effectiveness of our1039

prompts. For the text summarization task, we used1040

Llama2-7b to compute Rouge-1, Rouge-2, and1041

Type Method Rouge-1 Rouge-2 Rouge-L

P1
MI 16.55 3.05 13.71

EvoPrompt 14.82 2.62 12.78
BATprompt 17.62 3.53 14.25

P2
MI 16.35 2.85 13.88

EvoPrompt 14.78 2.49 12.91
BATprompt 18.98 3.74 15.17

Table 10: The average of Rouge-1(↑), Rouge-2(↑) and
Rouge-L(↑) of prompts generated by different methods
on the text summarization task on Llama2-7b.

Rouge-L scores. To evaluate the robustness of our 1042

adversarial training prompts under various pertur- 1043

bations, we present the results in the Table 10. Our 1044

method still has optimal results. Further details on 1045

the text simplification and language understanding 1046

tasks can be found in the subsection D.3. 1047

There are also additional details on the experi- 1048

ments conducted using Llama2-7b as the backbone 1049

for the text summarization task, as well as the ex- 1050

perimental data for text simplification and language 1051

understanding. The results for the text summariza- 1052

tion task are presented in the Figure 14, where it is 1053

evident that BATprompt consistently outperforms 1054

baseline methods across all data items, as measured 1055

by Rouge-1, Rouge-2, and Rouge-L scores. 1056

The SARI scores for the text simplification task 1057

on the Asset dataset are presented in the table. Sim- 1058
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Figure 13: In the text summarization task, using GPT-4o-mini as backbone, the prompts produced by BATprompt
and Rouge-1(↑), Rouge-2(↑), Rouge-L(↑) of the remaining methods on different disturbances.
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Figure 14: In the text summarization task, using Llama2-7b as backbone, the prompts produced by BATprompt and
Rouge-1, Rouge-2, Rouge-L of the remaining methods on different disturbances.

Methods S1 W3 W1 S2 S3 W1

MI 41.00 37.58 39.65 41.74 39.58 41.87
EvoPrompt 35.25 28.80 30.12 32.12 32.64 31.62

BATprompt 41.60 40.54 40.13 42.82 41.83 43.54

Table 11: SARI(↑) values of the instruction generated
by BATprompt under two types of perturbations, P1 and
P2, under different perturbations on Asset in Llama2-7b

ilarly, the results demonstrate that the prompt gen-1059

erated by BATprompt outperform other methods1060

across multiple types of perturbations.1061

Our experimental results on the language un-1062

derstanding task on the model of Llama2-7b are1063

shown in the Table 13. We calculated the average1064

scores of each dataset under each perturbation. It1065

can be seen that on the white-box model, the over-1066

all indicators of all datasets are lower. However,1067

under the guidance of the instruction generated by1068

BATprompt, the results of Llama2-7b have opti-1069

mal values under both P1 and P2 perturbations.1070

Through the above experiments, it can be seen that1071

our method has sufficient robustness on both white-1072

box and black-box.1073

D.4 Perturbation Transferbility1074

In this experiment, we test prompts trained on a1075

P1 perturbation against a P2 perturbation, prompts1076

trained on a P2 perturbation against a P1 pertur-1077

Methods S1 W3 W1 S2 S3 W1

MI 45.32 40.20 43.26 44.63 45.56 44.47
EvoPrompt 47.06 45.22 46.40 47.89 47.02 49.53

BATprompt 47.47 45.57 46.51 48.03 48.22 50.14

Table 12: SARI(↑) values of the instruction generated
by BATprompt under two types of perturbations, P1 and
P2, under different perturbations on Asset in GPT-4o-
mini

bation. The results in the Table 15. In the results, 1078

E-BATprompt refers to a prompt trained with a 1079

different type of perturbation. When tested on the 1080

current category, we observe that, except for the 1081

Rouge-1 and Rouge-2 scores of E-BATprompt in 1082

P1, which are higher than those of BATprompt, 1083

BATprompt achieves the best performance across 1084

the remaining metrics. Moreover, BATprompt still 1085

outperforms other methods significantly on unfa- 1086

miliar perturbations. 1087

E Discussion 1088

E.1 Number of iterations 1089

In our adversarial training process, we set the num- 1090

ber of iterations to five, as we observed that the 1091

prompts optimized by the LLM achieved optimal 1092

performance at the fifth iteration. To illustrate this, 1093

we used the text summarization task, a computa- 1094
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Type Methods CR SST-2 MR SST-5 TREC AG’news Avg.

P1

MI 31.0 36.8 31.8 15.0 23.5 48.5 31.1
NI 34.0 40.3 37.0 24.5 22.0 74.0 38.6

EvoPrompt 37.5 39.3 43.0 27.0 17.3 58.3 37.1
BATprompt 58.3 41.5 44.5 27.3 24.5 76.8 45.5

P2

MI 28.4 33.0 31.2 17.5 21.2 55.8 31.8
NI 31.9 36.1 31.9 24.1 23.2 76.8 37.3

EvoPrompt 32.8 30.9 38.8 30.5 18.3 63.5 35.8
BATprompt 34.1 36.7 39.0 36.0 23.9 78.2 41.3

Table 13: Average score(↑) of the prompts from different method on six language understanding datasets using
Llama2-7b. The table in the upper half is a perturbation of type P1, and the table in the lower half is a perturbation
of type P2

Method CR SST-5 TREC

w/o Pert. w/ Pert. w/o Pert. w/ Pert. w/o Pert. w/ Pert.

MI 86.3 83.0 41.5 41.6 63.3 59.2
EvoPrompt 84.5 82.6 2.25 3.7 2 1.6

BATprompt 86.8 83.5 44.5 42.5 65.3 61.1

Table 14: The average of the scores(↑) of the instruc-
tions generated by BATprompt under two types of per-
turbations, P1 and P2, under different perturbations on
the three datasets in GPT-4o-mini.

Type Method Rouge-1 Rouge-2 Rouge-L

P1
EvoPrompt 17.52 3.14 14.97

E-BATprompt 21.35 4.59 16.10
BATprompt 21.25 4.44 16.66

P2
EvoPrompt 17.19 2.93 14.69

E-BATprompt 21.26 4.31 16.33
BATprompt 21.90 4.73 16.81

Table 15: The average of Rouge-1(↑), Rouge-2(↑) and
Rouge-L(↑) of prompts trained by different perturbation
on the text summarization task on GPT-3.5-turbo.

tionally intensive text generation task, as an exam-1095

ple. We tested the performance of prompts gen-1096

erated across six iterations (from 1 to 6), and the1097

results are presented in the Figure 15.1098

For each iteration, we evaluate the prompts1099

across different perturbation types and calculate1100

their average performance. The results show a con-1101

sistent improvement in prompt performance during1102

the initial rounds, with the optimal performance1103

observed around the fourth or fifth iteration. This1104

trend suggests that the LLM effectively refines the1105

prompts through iterative gradient-guided optimiza-1106

tion and semantic space exploration, progressively1107

approaching the optimal solution. However, be-1108

yond the fifth iteration, the performance of the1109

prompts havea slightly declines. In order to speed1110

up the inference experiment and reduce the cost,1111

we choose the number of iterations to be 51112

Iter1 Iter2 Iter3 Iter4 Iter5 Iter6
2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

P1-Rouge1 P2-Rouge1P1-Rouge2 P2-Rouge2 P2-RougeLP1-RougeL

Figure 15: The relationship between the number of
iterations and the performance of the prompt generated
by BATprompt.

E.2 Performance on the original dataset 1113

In this section, we evaluate the performance metrics 1114

of prompts generated by BATprompt when applied 1115

to tasks on unperturbed datasets. This assessment 1116

demonstrates that our method is not only robust 1117

to perturbed data but also has greate performance 1118

on unperturbed data. The results for the language 1119

understanding tasks are illustrated in the Figure 4. 1120

P1 and P2 represent different prompts generated 1121

by BATprompt for two types of perturbations. As 1122

shown in the Figure 4, BATprompt achieves the 1123

best performance on several datasets (e.g., SST-5 1124

and TREC). For other tasks, even when it does not 1125

outperform all methods, its performance is compa- 1126

rable to the best results (e.g., SST-2 and CR). 1127

Similarly, the results for text generation tasks are 1128

presented in Figure 16, with the left figure illus- 1129

trating the text summarization task and the right 1130

figure depicting the text simplification task. The ex- 1131

perimental findings indicate that BATprompt also 1132

achieves the best performance on text generation 1133

tasks. Notably, in the text summarization task, its 1134

metrics are significantly higher than those of the 1135

second-best method. In conclusion, the prompts 1136

generated by BATprompt not only maintain robust- 1137

ness on perturbed datasets but also deliver strong 1138
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Figure 16: The performance of the prompts generated
by BATprompt on undisturbed datasets of text simplifi-
cation task and text summarization task.

Pert. SST-5 AG’News Asset

w/o Pert. w/ Pert. w/o Pert. w/ Pert. w/o Pert. w/ Pert.

C1 —— —— —— —— 38.12 47.64
C2 —— —— —— —— 38.12 42.32
C3 36.0 37.5 78.3 79.3 38.12 39.47
S1 36.0 41.3 —— —— —— ——

Table 16: Examples of perturbations that have a positive
effect on the dataset when performing a task. Where
the Score of SST-5 and AG ’news is their prediction
accuracy, and the Score of Asset is the SARI value.

performance on original, unperturbed datasets.1139

F Future Work1140

Exceptions Explore: During our testing of the1141

effects of different types of perturbations on task1142

pairs in section 3, some intriguing observations1143

emerged. While most perturbations negatively im-1144

pacted task performance, certain perturbations sur-1145

prisingly enhanced task execution. As shown in1146

the Table 16, on the SST-5, AG’s News, and Asset1147

datasets, some perturbations appeared to unlock1148

the latent potential of the large model, enabling it1149

to perform better on the tasks.1150

We hypothesize that applying these perturbations1151

to the input introduces diversity, encouraging the1152

LLM to engage its reasoning abilities rather than1153

relying on specific representations. Additionally,1154

such perturbations may influence the model’s at-1155

tention distribution, helping to resolve ambiguities1156

in the input and ultimately enhancing task perfor-1157

mance. This presents a highly valuable avenue1158

for exploration. We could investigate a fixed per-1159

turbation strategy that consistently enhances the1160

performance of LLMs when processing text inputs.1161

G Optimal Prompts1162

We publish the prompts that are optimal on dif-1163

ferent tasks after BATprompt generation and the1164

prompts for Manual Instruction and Natural In-1165

struction as baseline. Including language under-1166

standing( Table 17 and Table 18), text summariza-1167

tion( Table 19), and text simplification( Table 20). 1168
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Dataset Method Content

SST-2
Manual Instruction Please perform Sentiment Classification task. Given the sentence, assign a sentiment label from

[’negative’, ’positive’]. Return label only without any other text.
Natural Instruction In this task, you are given sentences from movie reviews. The task is to classify a sentence as

"great" if the sentiment of the sentence is positive or as "terrible" if the sentiment of the sentence is
negative.

BATprompt(P1) · Decide if the text expresses a ’negative’ or ’positive’ sentiment without taking into account any
extra details, even if there are mistakes in spelling and typos compared to the original text.
· For this assignment, you will receive sentences that have been altered from movie reviews. Your
job is to determine whether the sentiment of the sentence is positive or negative and classify it
accordingly as either "positive" or "negative.

BATprompt(P2) · Conduct sentiment analysis by categorizing the sentiment of a sentence as ńegativeór ṕositive.́
Output only the sentiment label with no other information.
· For this assignment, you will be provided with sentences taken from movie reviews. Your goal
is to determine whether each sentence conveys a positive or negative sentiment by classifying it
as either "positive" or "negative." The reviews may discuss specific characters, actions, critiques,
relationships between characters, performances, or negative aspects of the works.

CR
Manual Instruction Please perform Sentiment Classification task. Given the sentence, assign a sentiment label from

[’negative’, ’positive’]. Return label only without any other text.
Natural Instruction In this task, you are given sentences from movie reviews. The task is to classify a sentence as

"great" if the sentiment of the sentence is positive or as "terrible" if the sentiment of the sentence is
negative.

BATprompt(P1) · Analyze the sentiment of the modified text as either ’negative’ or ’positive’, disregarding any
intentional spelling and grammar mistakes, and provide only the corresponding label as the result.
· For this assignment, you will receive original movie reviews. Your goal is to determine if a
sentence has a positive sentiment by classifying it as "positive," or if it has a negative sentiment by
classifying it as "negative.

BATprompt(P2) · Complete a Sentiment Classification task by analyzing a modified text with enhanced details and
extra information. Provide a sentiment label of either ńegativeór ṕositive,́ and only submit the label.
· For this assignment, you will receive modified sentences from movie reviews. Your goal is to
categorize a sentence as "positive" if it expresses positive sentiment or as "negative" if it expresses
negative sentiment, regardless of any changes made to the text such as including negative adjectives
or conveying different meanings using synonyms.

MR
Manual Instruction Please perform Sentiment Classification task. Given the sentence, assign a sentiment label from

[’negative’, ’positive’]. Return label only without any other text.
Natural Instruction In this task, you are given sentences from movie reviews. The task is to classify a sentence as

"great" if the sentiment of the sentence is positive or as "terrible" if the sentiment of the sentence is
negative.

BATprompt(P1) · Analyze the sentiment of the revised text given, ignoring any mistakes in spelling, typos, or edits
made. Categorize the sentiment as either ’positive’ or ’negative’ without any additional details.
· In this assignment, you will be given altered versions of movie reviews. Your goal is to classify
each sentence as either positive for examining deeper themes and emotions, or negative for focusing
solely on surface-level aspects of the films.

BATprompt(P2) · Complete the Sentiment Classification task by assigning a sentiment label of either ’negative’ or
’positive’ to the provided shortened sentence and return the label only.
· For this task, you will be given distorted sentences from movie reviews. Your objective is to
identify whether a sentence conveys a negative sentiment and label it as ńegative,́ or if it conveys a
positive sentiment and label it as ṕositive.́

SST-5
Manual Instruction Please perform Sentiment Classification task. Given the sentence, assign a sentiment label from

[’terrible’, ’bad’, ’okay’, ’good’, ’great’]. Return label only without any other text.
Natural Instruction In this task, you are given sentences from movie reviews. Based on the given review, classify it to

one of the five classes: (1) terrible, (2) bad, (3) okay, (4) good, and (5) great.
BATprompt(P1) · Perform a Sentiment Classification task by assigning a sentiment label from [’terrible’,’bad’,

’okay’, ’good’, ’great’] to the modified sentence. Only include the label, no extra information
needed.
· During this activity, you will be presented with sentences from movie reviews that have been
modified to provide more general and subjective opinions on the movies. Your task remains the
same: classify each review into one of the categories - terrible, bad, okay, good, or great - based on
its sentiment and tone.

BATprompt(P2) · Perform Sentiment Classification. Given the altered text, assign a sentiment label from [’terrible’,
’bad’, ’okay’, ’good’, ’great’]. Return the label only.
· In this task, you are given sentences from movie reviews. Based on the given review, classify it to
one of the five classes: (1) great, (2) good, (3) okay, (4) bad, and (5) terrible.

Table 17: Specific prompt of Manual Instruction(baseline), Natural Instruction, BATprompt in P1 and BATprompt
in P2 in language understanding task.
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Dataset Method Content

AG’s News
Manual Instruction Please perform News Classification task. Given the news item, assign a label from [’World’,

’Sports’, ’Business’, ’Tech’]. Return label only without any other text.
Natural Instruction In this task, you are given a news article. Your task is to classify the article to one out of the four

topics "World", "Sports", "Business", "Tech" if the article"s main topic is relevant to the world,
sports, business, and technology, correspondingly. If you are not sure about the topic, choose the
closest option.

BATprompt(P1) · Complete a News Classification assignment. Select a category from [Ẃorld,́ Śports,́ B́usiness,́
T́ech]́ for a news item that may have different spellings and minor grammar mistakes compared to
the original text. Only provide the label without extra information.
· For this assignment, you will be provided with a news article. Your goal is to categorize the article
into one of four topics: "World," "Sports," "Business," or "Tech" based on its main focus. If the
article discusses trends in the U.S. stock market or gaming news, select either the "Business" or
"Tech" category depending on the emphasis. If the article includes nonsensical or random words
that do not make sense, choose the "Other" category.

BATprompt(P2) · Classify news by assigning a label from the options [’World’, ’Sports’, ’Business’, ’Tech’] to each
news item. Only provide the assigned label, without any extra text.
· For this task, you will receive a news article and your objective is to classify it under one of
the four categories: "World", "Sports", "Business", "Tech" based on the articleś main subject.
If you are uncertain about the category, please select the most appropriate option. The Revised
text includes extra details on different subjects and individuals like Tommy Tuberville and Major
League Soccer, which are not referenced in the Original text. Additionally, the Revised text offers
more precise information and examples, such as the mishandling of the conferenceś top position
and the difficulties faced by Major League Soccer.

TREC
Manual Instruction Please perform Question Classification task. Given the question, assign a label from [’Description’,

’Entity’, ’Expression’, ’Human’, ’Location’, ’Number’]. Return label only without any other text.
Natural Instruction You are given a question. You need to detect which category better describes the question. Answer

with "Description", "Entity", "Expression", "Human", "Location", and "Number".
BATprompt(P1) · Determine the appropriate category for the text by providing only the label without any extra

details. Choose from Description, Entity, Expression, Human, Location, or Number.
· Identify the appropriate category for the given text by selecting from "Description", "Entity",
"Expression", "Human", "Location", and "Number" depending on the context.

BATprompt(P2) · Complete a Question Classification activity where you are provided with a shortened version
of the original question without key words or phrases, and categorize it into one of the following
labels: Description, Entity, Expression, Human, Location, or Number. Provide only the assigned
label as the output.
· Decide on the correct category for the text provided. Select from "Description", "Entity", "Expres-
sion", "Human", "Location", and "Number".

Table 18: Specific prompt of Manual Instruction(baseline), Natural Instruction, BATprompt in P1 and BATprompt
in P2 in language understanding task.

Method Content

Manual Instruction How would you rephrase that in a few words?

BATprompt(P1) Please give a concise overview of the main idea communicated in the text.

BATprompt(P2) Identify the main idea or central theme of the text.

Table 19: Manual Instructions as the baseline and instructions with best performance generated by BATprompt
(either P1 or P2) on Xsum.

Method Content

Manual Instruction Simplify the text.

BATprompt(P1) Rephrase the text using easier words without including any additional details.

BATprompt(P2) Rephrase the text using more straightforward language and clearer wording to enhance
understanding.

Table 20: Manual Instructions as the baseline and instructions with best performance generated by BATprompt
(either P1 or P2) on Asset.
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