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Abstract

The draft AI Act is an effort led by European institutions to regulate the deployment1

and use of artificial intelligence. It is a notably difficult task, in part due to2

the polysemy of concepts such as artificial intelligence, covering topics such as3

foundational models, optimisation routines and rule-based models, among others.4

Furthermore, it gives a prism by which we can observe the wide variety of stakes5

different actors are pushing for.6

After an initial draft proposed by the Commission in 2021, the European Commis-7

sion, Council and Parliament will now discuss and draft the final version as part of8

the trilogue phase. The existence of these three versions gives us a chance to under-9

stand the negociations happening between the different European institutions, and10

as such is an interesting look into the currents that shape the artificial intelligence11

ecosystem.12

In this paper we focus on the Commission, Council and Parliament proposals for13

the Act, and read them with a technical lens. In particular, we examine the technical14

concepts mobilized in the Act, and contextualize them in the wider sociotechnical15

environment surrounding artificial intelligence. For each main concept, we make16

a comparative analysis of each version, highlighting their differences and their17

impact.18

This paper is primarily geared towards computer scientists, data analysts and19

machine learning researchers, in order to clarify the tenets and decisions made in20

the current versions of the act.21

1 Introduction22

The Draft AI Act is a broad proposal to regulate artificial intelligence in the European Union,23

pursuing the increase in efforts of digital regulation under Ms. Von der Leyen’s term. The process is24

accelerating now as both the European Council and the European Parliament have publicised their25

draft versions, effectively entering the trilogue phase, i.e. informal interinstitutional meetings that26

aim at producing a final version the Council and the Parliament can adopt.27

As per this process, two texts have been produced from the European Commission draft28

(COM/2021/206), both resulting from readings of the same documents by two different institu-29

tions. These institutions each come with their sociolegal processes, habits and customs, and do30

not communicate with each other before the trilogue phase. This makes it a unique opportunity to31

examine multiple constructions over the same base draft.32

From a research perspective, this gives the opportunity to study the Act as it is written, giving us a33

window to understand the positioning of the three main European institutions, all subject to different34

external and internal incentives: in the case of the Council, each member state decides on acceptable35

positions for each topic, for example; institutions such as the Parliament, being elected by European36

citizens, have a duty of representativity; etc. This comparative analysis of similar documents is37
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common among sociologists, especially in the fields of science and technology studies [1] and the38

study of controversies [2].39

In the remainder, we will refer to the “Draft AI Act” to describe the general text, and will add the40

institution name each time we wish to discuss a specific version. For clarity, we will not use the41

official code names of the texts, such as COM/2021/206 for the Commission version, and so on.42

The goal of this paper is to provide an interpretive exegesis of the Draft AI acts with a technical43

point of view, and to contextualise the different actors’ positions with respect to regulating artificial44

intelligence; our goal is to shed light for technical practitioners on the definitions introduced in the45

drafts and their technological framing. We intend this paper as a quick entry point into the Act and its46

context for machine learning practitioners.47

We focus on the following research questions:48

• RQ1. To what extent do the technical notions introduced in the Draft AI Act coincide with49

technical notions of artificial intelligence?50

• RQ2. Which aspects are prioritized in the AI Act, and what arbitrations are made? How51

does it tie in into the broader context?52

2 Related works53

Since the Commission first drafted the AI Act in April 2021, several studies have attempted to54

analyze its ins and outs. [3] first analyzed the risk-based approach of the AI Act and what different55

systems fall into which category, and with which requirements. [4] criticizes the lack of regulations56

for low-risk and zero-risk systems, which leaves the field open to loopholes. He also warns against57

overly idealistic requirements, such as the completeness and correctness of data sets. Similarly, [5]58

warns against defining high-risk AI too narrowly, leaving out systems that we would need to worry59

about. This notion of high-risk AI system, which is at the heart of the AI Act, was further examined60

by [6], who looked at the specific criteria that must be met to be considered high-risk. [7] surveyed61

startups to find out the impact of the AI Act. They found that around a third could be considered to be62

making high-risk AI systems, and almost half would be making general-purpose AI systems. Finally,63

[8] notes that the Act’s risk-based approach, in particular the definition of high-risk applications by64

means of a list, is too arbitrary.65

The reliance of the AI Act on technical standards was also scrutinized. [9] examines the AI Act’s66

compliance regime and the predominance of delegation to standards for all tech-related topics. [10]67

is concerned by the absence of standards for AI today, given the important role they should play in68

defining the technical aspects of the Act.69

Closer to our work, articles have attempted to analyze the definitions of AI under the Commission’s70

proposal. [11] analyzes the difficulties of defining AI, including the existence of different definitions71

in different disciplines, the variety of AI types, and the legal stakes of defining AI in law. They further72

look at the definition of AI in the Commission version of the AI Act and what it cover, concluding73

that the definition is very broad, encompassing many types of computer programs. [12] compares74

possible definitions and classifications of AI systems in various texts by various actors, such as the75

Commission in the AI Act, the IEEE organization, AlgorithmWatch, the DEK, the OECD, and so on.76

[13] also lists popular definitions of AI proposed by computer scientists and philosophers, and how77

the definition proposed by the AI Act relates to them.78

Some actors do not even think that AI should be defined in the Act. ETSI called the European79

Commission to leave the definition of AI to technical standards [14]. [13] also argues that the80

definition of AI in the AI Act does not meet the requirements for legal definitions, such as inclusiveness81

or precision. Indeed, he believes the definition is too broad, including systems with very different82

risks profiles that should not be treated the same way. He then proposes to push the risk based83

approach further, by not even defining AI but rather the risks that needs to be reduced.84

Most of these studies focus on the Commission version of the AI Act but some dare to look at the85

other two versions. [15] discusses the Parliament’s version, and in particular the new concept on86

foundational models. [16] looks at potential disagreements between EU institutions, pointing out87

notably the use of biometric surveillance in public spaces, the definition of high risk AI and of88

generative AI, and the conditions of enforcement of the text. However, to the best of our knowledge,89
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the strict comparison of all the definitions in the drafts has never been carried out. To do this, we90

introduce the different concepts with a technical reading.91

Furthermore, using graphs as a formal model for texts (legal or not) is a common way to understand92

their structure, their relevant or redundant parts, and so on, including on legal texts [17]. This is93

typically done by extracting some notion of edge from the text, be it references from academic94

articles [18], legal texts [17], Wikipedia pages [19], among many others.95

3 Legislative process in the European Union96

Let us briefly describe the legislative process followed in the European Union, as it applies to the97

AI Act. Following meetings by large committees of experts from multiple horizons, as well as98

internal experts, the first draft of the text is written by the European Commission, and is made public.99

From this basis, both the Council and the Parliament write their own versions, adding, modifying100

or deleting elements from the Commission version. While multiple writers contribute to each draft,101

each institution appoints a rédacteur général, to harmonize the text and ensure its cohesiveness.102

Once the three institutions have their version of the text, the trilogue phase begins: the three103

institutions discuss to draft the final text, until agreement. It is this final text that is to be [voted] by104

both the Parliament and the Council, and then be implemented in the Union.105

In order to fuel the discussions, each version of the Act is to be translated in all of the Union’s official106

languages. This is a particularly important step, as each text in each language has legal value.107

4 Method108

In order to identify the core definitions, we perform a systematic reading of the draft AI Acts,109

confronting articles in the Commission with their amendments by the Council and the Parliament.110

Notice that both the Council and Parliament preserve the numbering of the articles and recitals drafted111

by the Commission: the Parliament writes amendments, showing the original Commission text and112

its Parliament version, and the Council adds letters for insertions (i.e. an article added by the Council113

between Commission articles 3 and 4 will be labelled 4a).114

In order to identify key parts of the text, we model the document as a citation graph G = (V,E), i.e.115

a set of nodes and edges between them. We build it as follows: each recital, article and title is a node,116

and we put a link between two nodes if they cite each other. For example, when the Draft Act states117

in Article 2(2): “For AI systems classified as high-risk AI systems in accordance with Articles 6(1)118

and 6(2) related to products covered by Union harmonisation legislation listed in Annex II, section B119

only Article 84 of this Regulation shall apply.”, we add the following edges: (Article 2, Article 6),120

(Article 2, Annex II), (Article 2, Article 84). For any node u ∈ V , the neighbourhood of u is the set121

of nodes {v0, v1, . . . , vi} (for 0 ≤ i ≤ |V |) such that there is an edge between v and vi in the graph.122

In formalism, for all u ∈ V,N(u) = {v : ∃(u, v) ∈ E}. The degree of u is defined as the number of123

neighbours of u, i.e. d(u) = |N(u)|. Finally, we say that node v is reachable from u if there exists a124

sequence of edges ((u, v0), (u1, v1), . . . , (ui, vi), (uk, v))
k
i=0 such that, for all i ∈ [1, k], vi−1 = uk.125

For any given set of nodes X ⊆ V , we say that X is connected component if and only if for all nodes126

u, v ∈ X , v is reachable by u. Intuitively, a connected component corresponds to a distinct graph in127

a visualisation.128

5 Defining artificial intelligence in the draft AI Acts129

In this section, we focus on the main technical definitions that arise in the Draft Act. For each such130

definition, we check in which drafts it appears, and when a definition appears in multiple drafts, we131

outline the differences between each of them. Most of the definitions regarding artificial intelligence132

are in Article 3.133

5.1 AI systems134

We have here a prime example of the difficulty of defining artificial intelligence in precise terms;135

indeed, the Commission initially adopted a definition by example approach: AI systems are all types136

3



of systems listed in the first Annex, classified in three categories: machine learning, logic-based137

systems, statistical learning. This circumvents the problem, as the Annex is easier to amend 1, and138

made it possible to list precise applications. Notice however that the systems so defined were still139

very broad. Take for instance objective function optimisation: one could argue that a sort function140

in a spreadsheet software fits the definition, even though most people would agree that it does not141

constitute artificial intelligence.142

The Commission defines (Article 3, point 23) the notion of substantial modification: a (certified) AI143

systems needs a re-examination if such substantial modification happen. What makes a modification144

substantial is unclear from the draft (only defined as “a modification to the intended purpose for145

which the AI system has been assessed”), however both the Council and Parliament amend this146

definition by excluding modifications that have been planned in the initial assessment of the system.147

In contrast, both the Council and the Parliament devise a more rigid in-text definition. They identify148

the presence of elements of autonomy as the key difference between AI and non-AI software. This149

likely encompasses supervised and unsupervised machine learning methods (that “autonomously” in-150

fer statistical biases from data) and reinforcement learning. Both Council and Parliament furthermore151

include “logic-based and symbolic methods”.152

The Council amends these definitions by notably adding the notion of life cycle of an AI system. It153

is defined as “the duration of an AI system, from design to retirement”. This definition sets the scope154

of the Act with respect to AI systems, defining its framing [20].155

5.2 Specific AI systems: general purpose and foundation models156

Both the Council and the Parliament specify additional, more restrictive definitions of AI systems. In157

particular, the Council defines general purpose AI systems (GPAI as AI systems, open-source or158

not, that perform “generally applicable functions”, such as image recognition, or speech processing;159

one immediately thinks of libraries such as pytorch or scikit-learn as GPAI. The Parliament160

defines foundation models as “an AI system model that is trained on broad data at scale, is designed161

for generality of output, and can be adapted to a wide range of distinctive tasks;” (emphasis ours).162

This definition appears less precise and more specific than the one provided by the Council, and163

extremely oriented by the recent development in so-called “foundation models”, a term which use is164

not widespread and has been coined unilaterally by the Stanford AI center (HCAI). Furthermore, the165

Parliament explicitly offers to exclude open-source systems from the scope of the Act; though the166

reasons are unkown to the authors, this could either be a question of feasability (since open-source167

software can be a priori modified by anyone), or a way of fostering the release of code to the public.168

5.3 Prohibited and high-risk AI systems169

Notably, Title II follows a risk-based approach to define prohibited AI practices, high-risk systems170

(subject to more control and regulation), the other systems being subject to less regulation. The171

rationale is exemplified by thinking of applications: it makes sense to regulate AI systems running on172

critical infrastructure, or dealing with protected personal data, in a different way than AI systems that173

perform more benign tasks such as playlist recommendation, for example.174

The Commission prohibits practices that retort to subliminal techniques, as well as any practice that175

might cause harm to individuals, and real-time remote biometric identification systems. While the176

Council only marginally expands and edits the Commission’s proposal, the Parliament increases the177

number of prohibited practices, offering to prohibit systems that evaluate the risk of natural persons178

of offending or reoffending in criminal activity (likely in response to the COMPAS system [21]), the179

creation or expansion of facial recognition databases from the internet or CCTV footage, emotion180

inference systems, or any prohibited practice in another EU law.181

In order to define what constitutes high-risk AI systems, the three institutions agree on a list defined182

in an annex (Annex III), editable over time by the Commission; this is similar to the Commission’s183

definition of AI systems, as elicited supra. The Parliament however amends the text by offering184

that the Commission, 6 months before the entry into force of the regulation, consult all reelvant185

stakeholders to identify high-risk systems.186

1The Commission allows itself in Article 4 to “adopt delegated acts”, within the conditions outlined in Article
73: the Commission grants itself power to amend the act indefinitely.
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Commission Council Parliament
Software; defines a list of ap-
proaches in Annex I;

Systems with elements of au-
tonomy;

Machine-based systems with
varying levels of autonomy;

Given set of human objectives; infers how to achieve a given
set of objectives; machine
learning and logic-based;

Explicit or implicit objectives;

Machine or human-based in-
puts and data;

Content generation, recommendations, predictions Generates outputs: predic-
tions, recommendations, deci-
sions;

Influence on environments
with which the system inter-
acts;

Influence on environment Influence on physical and vir-
tual environments

adds general purpose AI sys-
tems

adds foundation models

Table 1: Synthetic table of the definitions or artificial intelligence in the three proposals

Alongside these constraints, the Commission establishes regulatory sandboxes in Title V as a means187

of fostering innovation: these are spaces limited in time and under supervision rules so that AI188

systems’ providers have a way of performing real-life testing of their systems. The conditions of such189

sandboxes are only loosely defined, leaving to each member state (and its appointed AI regulating190

authority) the task of defining such sandboxes.191

Separates task from application192

6 The structure of the draft AI Act193

We show, in Figure 1, the citation graph built from the Council version. The graph makes the structure194

of the Draft AI Act extremely clear, as a risk-based approach to regulating artificial intelligence.195

Indeed, the most cited nodes (i.e. the nodes with the highest degree) are “Title 3, Chapter 2”196

(requirements for high-risk AI systems), Articles 43 (Conformity assessment), 4b (Requirements for197

general-purpose AI systems and obligations for providers of such systems) and 71 (Penalties), and198

Articles 63 and 65 (national implementations of the regulation for high-risk AI systems). The final199

goal of the AI Act being to outline the requirements needed to affix a CE marking to AI systems.200

This is, to the best of the authors’ knowledge, the first time that a CE marking would be affixed to201

algorithmic systems. Notice that the text strictly separates the task from its use: tasks are defined,202

typically, as systems (Title I), while applications are covered only through the prism of prohibited203

and high-risk practices (Title II and Title III).204

As a guide rule for reading, the three institutions define three poles of competence: the Commission205

first and foremost focuses on technical definitions, while the Council focuses on market conformity206

and the Parliament on the protection of fundamental rights.207

7 The future AI Act in context208

The AI Act is part of an already well-developed European legislative ecosystem. Other digital209

legislation include the General Data Protection Regulation (GDPR), adopted in 2016 to protect EU210

citizens’ personal data, and the Data Markets Act and Data Services Act (DMA, DSA) adopted in211

2022, to regulated large online platforms. The AI Act is also part of a “AI package” and will be212

published alongside other legislation, like the AI Liability Directive. While the AI Act sets ex ante213

requirements for AI systems before they can be distributed on the European market, the AI Liability214

Directive will guarantee ex post liability for all stakeholders and ensure that common product liability215

rules are adapted to these new technologies. Older legislation is also been updated to take account of216

AI systems, that is the case for the Machinery Regulation and the General Product Safety Regulation.217
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Figure 1: The graph extracted from the Council version of the Draft AI Act. Each node is an article,
recital or part mentioned in the text, and there is a (directed) edge between two nodes u and v if
article u cites article v. Node size is proportional to the number of times they have been cited (their
in-degree). We restrict the graph to its two largest connected components.

Indeed, contrary to the GDPR, DSA or DMA, the AI Act will apply directly to products, i.e.218

items used by consumers. In this respect, the AI Act draws upon a set of legislation on product219

safety rules in Europe, known as the New Legislative Framework (NLF). Under the NLF, products220

must undergo a conformity assessment procedure, before been made available on the EU market.221

Conformity assessment results in the manufacturer signing a declaration of conformity and affixing222

the European Conformity (CE) mark to their product. This signifies that the product complies with223

all the requirements of European legislation for this type of product. To that end, manufacturers224

must refer to the technical specifications of their choices. The most commonly used technical225

specifications are harmonized standards, which are special types of European standards, drawn up226

by European Standardization Organizations (ESOs) following a standardization request from the227

European Commission.228

Harmonized standards are intended to support EU legislation and to supplement legal requirements229

with technical means of compliance. Additionally, harmonized standards have a special status in230

European law, granting products that comply with them a “presumption of conformity” with the231

corresponding legislation and alleviating the burden of proof in the event of litigation. Although232

harmonized standards are technically voluntary, since manufacturers could choose other means of233

compliance, this advantage of presumption of conformity renders them almost mandatory for all234

economic players.235
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As part of the NLF, the AI Act also defines only the essential requirements to be met by any high-risk236

system. Manufacturers will have to choose technical specifications to comply with these requirements,237

and carry out the conformity assessment procedure. Even though harmonized standards do not exist238

yet for AI, ESOs are already working on them to complement the AI Act. The European Commission239

has publicly released on December 5, 2022 a draft standardization request, listing the topics to be240

addressed by ESOs in future harmonized standards, and corresponding to the obligations of high-risk241

AI systems set out in Title III, Chapter 2 of the AI Act.242

8 Conclusion243

In this paper, we focus on a discursive and comparative reading of the three versions of the draft AI244

Acts, as outlined by the European Commission, Council and Parliament. After recalling the process245

in which European laws are drafted and the relevant related work, we focus on the core technical246

definitions outlined in the drafts, exploring the commonalities and differences between the three247

versions of the text. We furthermore model the whole Act as a citation graph, highlighting the global248

structure of the Act. We finally replace the future Act in the broader context of digital regulations and249

standards put forth by the European Union.250

We show both the general framing of the future AI Act – as a risk-based, market and compliance-251

oriented text –, and how each of the three institutions approaches the definitional challenge of252

artificial intelligence. This contributes to giving texture to the rich sociotechnical landscape of253

artificial intelligence, and to interfacing legal definitions with technical experts and practitioners, as a254

quick entry point into the Act and its context for machine learning practitioners.255
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