
Chain of Ideas: Revolutionizing Research
Via Novel Idea Development with LLM Agents

Anonymous ACL submission

Abstract001

Research ideation is a critical step for scientific002
research. However, given the exponential in-003
crease in scientific literature, researchers are004
difficult to stay current with recent advances005
and identify meaningful research directions.006
Recent developments in large language mod-007
els (LLMs) suggest a promising avenue to au-008
tomate this process. However, existing meth-009
ods for idea generation either trivially prompt010
LLMs or expose LLMs to extensive literature011
without indicating useful information. Inspired012
by the human research process, we propose013
a Chain-of-Ideas (CoI) agent, an LLM-based014
agent that organizes relevant literature in a015
chain structure to effectively mirror the progres-016
sive development in a research domain. This017
organization facilitates LLMs to capture cur-018
rent research advancements, thereby enhancing019
their ideation capabilities. Furthermore, we020
propose Idea Arena, an evaluation protocol for021
evaluating idea-generation methods from dif-022
ferent perspectives, which aligns closely with023
the preferences of human researchers. Experi-024
ments show that the CoI agent consistently out-025
performs other methods and shows comparable026
quality as humans in idea generation. More-027
over, our CoI agent is budget-friendly, necessi-028
tating only $0.50 to generate a candidate idea029
and its corresponding experimental design1.030

1 Introduction031

Idea generation is a crucial aspect of scientific re-032

search for driving technological innovations and033

breakthroughs. Traditionally, this process has been034

predominantly human-driven, necessitating experts035

to review extensive literature, identify limitations,036

and propose new research directions. However, the037

complexity and vastness of scientific literature and038

rapid technological advancements have made this039

task increasingly challenging for researchers.040

1We will make our code and data publicly available

Recent advancements in large language mod- 041

els (LLMs) (Achiam et al., 2023; Dubey et al., 042

2024; Yang et al., 2024a) have enabled these mod- 043

els to exceed human experts in various scientific 044

tasks, including mathematics (Yu et al., 2023), theo- 045

rem proving (Yang et al., 2023), and coding (Chen 046

et al., 2021). Building on this robust scientific 047

foundation, one may hypothesize that LLMs could 048

support a more abstract and creative research idea- 049

generation task. Notably, (Si et al., 2024; Kumar 050

et al., 2024) have validated this hypothesis, high- 051

lighting its substantial potential to expedite the dis- 052

covery of uncharted research avenues. 053

Existing methods seek to address two key chal- 054

lenges in improving the quality of generated ideas: 055

curating pertinent literature for LLMs to gain inspi- 056

ration and ensuring the novelty of generated ideas. 057

To address the first challenge, previous research 058

improves retrieval augmented generation (RAG) 059

systems, which typically depend on textual similar- 060

ity, with academic knowledge graphs (Baek et al., 061

2024; Wang et al., 2023). For the second challenge, 062

existing approaches either apply predefined criteria 063

such as novelty to guide the idea generation pro- 064

cess (Baek et al., 2024) or iteratively refine ideas 065

until they demonstrate low embedding similarities 066

with existing papers (Wang et al., 2023). 067

However, existing approaches often expose 068

LLMs to extensive research literature for idea gen- 069

eration. This makes LLMs vulnerable to the influ- 070

ence of less relevant works, potentially resulting in 071

ideas that lack logical coherence and technological 072

innovation. As shown in the upper part of Fig- 073

ure 1, the LLM borrows an idea from GraphGPT 074

(Tang et al., 2024) and applies it into GoT frame- 075

work (Besta et al., 2024) to generate what they inter- 076

pret as a “novel idea”. However, the resultant idea 077

conflates two concepts: GoT is a prompting method 078

while GraphGPT is a fine-tuning method. In con- 079

trast, human researchers systematically analyze a 080

field’s evolution from foundational to contempo- 081
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Topic: Enhancing Large Language Model Problem-solving Capability

Chain of Ideas

Vanilla RAG Title: Enhancing Problem-Solving through Multi-Modal Integration for GoT Prompting
Motivation: GoT focuses on textual inputs, leaving the multi-modality data unexplored.
This work explores how multi-modal inputs can be integrated within the GoT prompting …
Method:
• Multi-Modal Data Conversion to Graph Nodes: Convert visual, auditory and textual
data into graph nodes …

• Graph Construction and Integration: Motivated by GraphGPT, we can employ GNNs
such as GraphSAGE or GAT to aggregate information from these multimodal nodes…
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Title: Dynamic Problem-Specific Thought Network for Enhancing LLM’s Problem-Solving
Motivation: The pre-defined structural constraints (linear, tree, or graph) may not always
align with the nature of the problem being tackled. Therefore, a more adaptable approach
that dynamically adjusts its structure based on the problem at hand is needed …
Method:
• Problem Analysis: Decide the initial reasoning structure using the problem description …
• Dynamic Adjustment: Monitors the reasoning process and dynamically adjusts the
structure based on intermediate results and problem-specific heuristics …
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Figure 1: Comparison between the vanilla RAG system and our Chain-of-Ideas agent on the idea generation task.

rary works, gaining insights driving developments082

within the domain. Such an understanding enables083

researchers to critically assess the limitations of084

earlier studies while identifying emerging trends.085

Therefore, they are better grounded in devising in-086

novative and impactful research ideas.087

Motivated by human practices in conducting re-088

search, we introduce a novel Chain-of-Ideas (CoI)089

agent to address the previously identified logical090

inconsistencies in the ideation processes of LLMs.091

As shown in the bottom part of Figure 1, CoI agent092

aims to provide a clear landscape of current re-093

search topics by systematically selecting and or-094

ganizing the relevant papers and their ideas into a095

chain. CoI agent offers several distinctive advan-096

tages: Firstly, it minimizes the risk of interference097

from less relevant literature via carefully select-098

ing papers (e.g. CoT (Wei et al., 2022)). Second,099

LLMs are demonstrated with human practice to100

craft a novel idea. For example, SC (Wang et al.,101

2022) emerges as a novel idea derived from CoT.102

This can be viewed as a form of a few-shot prompt-103

ing strategy, which has been proven to enhance104

the overall capability of LLM (Brown et al., 2020).105

Third, CoI exemplifies a global progression in re-106

search development. As a result, LLMs can gain a107

deep understanding of the motivations behind these108

developmental trends, facilitating the identification109

of promising future research directions.110

Specifically, CoI agent first retrieves an anchor111

paper of the given research topic. Instead of in-112

discriminately aggregating all papers within the113

citation network of the anchor, as done in (Baek114

et al., 2024), we construct the CoI by selecting rele-115

vant and important literature from both the anchor’s116

references and its subsequent works, thereby ex- 117

tending the chain backward and forward from the 118

anchor. The constructed CoI is then used for idea 119

generation and experiment design. During idea 120

generation, we construct multiple CoI branches 121

for a research topic. This ensures that diverse per- 122

spectives of the topic are considered, increasing 123

the likelihood of novel and impactful discoveries. 124

we also require the LLM to predict possible future 125

trends before finalizing the idea. This prognostic 126

result facilitates a gradual consolidation of the idea. 127

Additionally, a novelty-checker agent iteratively 128

evaluates the draft idea against existing literature 129

and refines it if substantial similarity is identified. 130

We compare our CoI agent against existing base- 131

lines on idea generation in the artificial intelligence 132

(AI) field. To do this, we develop an arena-style 133

evaluation framework called Idea Arena where par- 134

ticipant methods compete in pairs, which demon- 135

strates high agreement with human evaluation. The 136

experimental results show that CoI agent consis- 137

tently ranks first among all automated baselines, 138

surpassing the second-best one by 65 ELO scores 139

in human evaluation. CoI agent can generate ideas 140

as novel as those of human experts. Our analy- 141

sis further shows that for LLMs to generate novel 142

ideas, a clear developmental trend analysis is more 143

pivotal than the quantity of related literature. 144

Our contributions are summarized as follows: 1) 145

We propose the CoI agent to enhance LLMs’ ca- 146

pability in idea generation. CoI agent organizes 147

relevant literature in a chain structure to effectively 148

mirror the progressive nature of research develop- 149

ment, allowing LLMs to better grasp the current 150

research advancements. 2) We propose Idea Arena 151
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for a comprehensive evaluation of idea-generation152

methods, which shows high agreement with human153

researchers. 3) Extensive experiments demonstrate154

the effectiveness of our CoI agent in generating155

ideas that are comparable to human creativity.156

2 Related Works157

Scientific Research Idea Generation. Idea gen-158

eration is a critical step in scientific research. Due159

to its innovative nature, idea generation has been160

primarily a human-driven activity. However, re-161

cent studies indicate that LLMs can generate plau-162

sibly novel and feasible ideas as those of human163

researchers (Si et al., 2024; Kumar et al., 2024). To164

investigate the potential of LLMs in ideation, previ-165

ous work begins with scientific hypothesis discov-166

ery (Yang et al., 2024b; Qi et al., 2023; Wang et al.,167

2023; Ghafarollahi and Buehler, 2024), which aims168

to elucidate the relationships between two scientific169

variables. Despite its utility, scientific hypothesis170

discovery may not fully capture the multifaceted171

nature of real-world problems. To address this lim-172

itation, projects like GPT-Researcher (Assafelovic,173

2023) and ResearchAgent (Baek et al., 2024) adopt174

a more open-ended idea generation scenario includ-175

ing the underlying methods and experiment designs.176

They leverage agent-based systems to enhance the177

quality of idea generation. Beyond ideation, nu-178

merous studies also explore the use of LLMs for179

executing experiments (Huang et al., 2024; Tian180

et al., 2024) or combining both idea generation and181

experimental execution (Li et al., 2024; Lu et al.,182

2024). However, these approaches often make mi-183

nor modifications to existing ideas for drafting their184

ideas, which often lack depth and creativity.185

Align LLMs with Human Cognitive Patterns.186

As LLMs are trained with vast amounts of human187

data (Brown et al., 2020), this may enable them188

to internalize human cognitive patterns. Firstly,189

CoT (Wei et al., 2022) indicates that LLMs can190

enhance their reasoning abilities when provided191

with step-by-step guidance. Further research sup-192

ports this notion by showing that simply prompting193

LLMs to engage in step-by-step reasoning can trig-194

ger better reasoning capability (Kojima et al., 2022).195

Additionally, (Fu et al., 2022) reveals that in-depth196

reasoning of LLMs can be achieved with more elab-197

orate prompts. As a result, a prompting strategy198

that closely emulates human cognition is likely to199

elicit more insightful responses from these models.200

Motivated by this, we propose CoI to better mimic201

the progressive cognitive patterns of humans when 202

generating new research ideas. 203

3 Method 204

3.1 Framework: Chain-of-Ideas Agent 205

In this section, we detail our CoI agent, as illus- 206

trated in Figure 2, which consists of three stages: 207

(1) CoI Construction, (2) Idea Generation, and (3) 208

Experiment Design. First, given a research topic, 209

the CoI agent constructs multiple CoIs, reflecting 210

different trends within the domain. Then, for each 211

CoI, the LLM predicts future research directions, 212

and crafts ideas through step-by-step consolidation 213

and iterative novelty checks. The best idea is then 214

selected. Lastly, the LLM generates and refines an 215

experiment design to implement the final idea. 216

3.2 CoI Construction 217

Generating novel research ideas requires a pro- 218

found comprehension of the respective research 219

domain, coupled with a rigorous reasoning process. 220

Previous endeavors (Lu et al., 2024; Baek et al., 221

2024) have sought to augment LLMs with relevant 222

papers to facilitate the ideation process. However, 223

these methods simply mix these papers into the 224

prompt without effective organization. This sce- 225

nario is akin to dropping an LLM at a chaotic inter- 226

section with no map in sight, leaving it uncertain 227

about which path to take. To address this issue, we 228

propose a Chain-of-Ideas agent framework. 229

As shown in Figure 2, a CoI, represented as 230

{I−M → · · · → I0 → · · · → IN}, is a sequence 231

consisting of M + N + 1 ideas extracted from 232

M + N + 1 research papers respectively, where 233

they together show the evolution progress within a 234

given research field. Specifically, given an initial 235

research topic, we prompt the LLM to generate 236

multiple queries, [q1, . . . , qK ], that reflect K differ- 237

ent perspectives of this topic. The prompt is given 238

in Table 8 of Appendix. Unless otherwise specified, 239

all prompts of our framework are presented in the 240

Appendix tables. The K queries are used to con- 241

struct K branches of CoI. This reduces the reliance 242

on a single CoI that may be insufficient to capture 243

the most significant development and direction. For 244

each query qk, we use it to retrieve a top-ranked 245

paper, which we call anchor paper Pk
0 . In Figure 246

2, ToT (Yao et al., 2024) is an illustrative exam- 247

ple of an anchor paper. An anchor paper serves 248

as the foundation for constructing a CoI. Specifi- 249

cally, a CoI is constructed by extending from the 250
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Topic: Enhancing Large Language Model Problem-solving Capability

Semantic
Scholar

Paper 1
(ToT)

Paper 2

Paper 3

Stage 1: CoI Construction
ToTCoT

GoTSC

Current Trends: 
o CoT to SC: The 

progression from 
CoT to SC is marked 
by addressing the 
limitations of greedy 
decoding in complex 
reasoning tasks …

o SC to ToT: …
o ToT to GoT: …

Stage 2: Idea Generation
Future Trend Prediction:
Potential directions include 
adapting the task-solving 
framework according to the 
nature of the problem and 
reducing the computational 
costs of inference.

Entities:
o CoT Entities: …
o SC Entities: …
o ToT Entities: …
o GoT Entities: …

CoI:

Novel?
No

Idea Consolidation:
Title: Dynamic Problem-Specific 
Thought Network (DPSTN) …
Motivation: The pre-defined structures 
(linear, tree, graph) may not align with 
the nature of the problem. Thus, we 
propose to dynamically adjusts its task-
solving structure of problem
Methods: …

Final idea inspired by the CoI of Paper 1

Final idea inspired by the CoI of Paper 2

Final idea inspired by the CoI of Paper 3

Final Idea

Entities:
o CoT Entities: …
o SC Entities: …
o ToT Entities: …
o GoT Entities: …

Previous Exp.:
o CoT Exp.: …
o SC Exp.: …
o ToT Exp.: …
o GoT Exp.: …

Designing:
Step 1: Define Baselines:
1. CoT prompting
2. CoT with self-consistency
…
Step 2: Dataset Preparation
…
Step 3: Implement DPSTN 
…

Clear?
Supportive?

Final
Experiment 

Design

Stage 3: Experiment Design

YesNo

⚓

Current Trends:
CoT→SC→ToT→GoT

Yes 75%

50%

25%

o Idea: Prompt LLM with 
reasoning steps…

o Experiment: Appy CoT
on arithmetic…

o Entities:
§ GPT4: A strong LLM 

used in recent papers …

o Idea: …
o Experiment: …
o Entities: …

o Idea: …
o Experiment: …
o Entities: …

o Idea: …
o Experiment: …
o Entities: …

Figure 2: The framework of CoI agent. It consists of three stages: 1) Construct CoIs based on the retrieved papers;
2) Develop potential ideas based on the CoIs; and 3) Design the corresponding experiments for the proposed idea.

corresponding anchor paper to related papers in251

both directions: forward, tracing the progression of252

ideas, and backward, tracing their origins.253

In the forward direction, starting from Pk
0 , we254

identify subsequent papers that directly cite it by255

leveraging the Semantic Scholar API2. We use Ope-256

nAI’s text-embedding-3-large3 to rank these257

papers based on their cosine similarities to the con-258

catenation of the initial research topic and the ab-259

stract of the anchor paper. Subsequently, we select260

the highest-ranked paper as Pk
1 to extend the CoI261

in the forward direction (e.g. GoT in Figure 2).262

This process is repeated iteratively from Pk
i to Pk

i+1,263

until either the length of the CoI reaches a preset264

value or the LLM finds that there is no valuable265

follow-up work (Table 9).266

In the backward direction, starting from the an-267

chor paper Pk
0 , we instruct an LLM to thoroughly268

review the full paper and to identify candidate refer-269

ences based on the following criteria: 1) references270

that Pk
0 directly built upon, 2) references that serve271

as baselines in Pk
0 , and 3) references that tackle the272

same topic as Pk
0 . With those candidate references,273

we ask the LLM to determine the most relevant one274

to the anchor paper (Tables 10 and 11), denoted275

as Pk
−1 (e.g. SC in Figure 2), to extend the CoI276

backward. This backward extension is also carried277

out iteratively from Pk
−i to Pk

−(i+1) to identify pre-278

2https://www.semanticscholar.org/product/api
3https://platform.openai.com/docs/overview

ceding papers (e.g. tracing backward from SC to 279

CoT in Figure 2). It terminates when the length 280

of CoI reaches a preset value or we encounter a 281

milestone paper (defined as one with over 1,000 282

citations), indicating that the idea from the mile- 283

stone paper could serve as a strong starting point 284

for the CoI. Additionally, we instruct the LLM to 285

terminate the search if no reference relevant to the 286

original research topic is found (Table 9). 287

After we collect K paper chains, denoted as 288

{Pk
−Mk → · · · → Pk

0 → · · · → Pk
Nk}Kk=1, we ask 289

the LLM to extract ideas from these papers and 290

inherit the progressive relation of the paper chains 291

to form our CoIs {Ik−Mk → · · · → Ik0 → · · · → 292

Ik
Nk}Kk=1 (Tables 10 and 11). Then for each CoI, 293

we ask the LLM to summarize the existing research 294

trends by analyzing the evolution between any two 295

adjacent ideas (Table 12). For example, the up- 296

per part of Figure 2 shows the evolution process 297

from CoT to GoT step-by-step. Additionally, we 298

extract experiment designs and the definition of 299

key entities from these papers (Tables 10 and 11). 300

The above information including CoIs and the de- 301

rived knowledge will be used in the following idea 302

generation and experiment design stages. 303

3.3 Idea Generation 304

We use the above-constructed CoIs and their de- 305

veloping trends to guide the generation of a novel 306

idea. As shown in the lower-left section of Figure 2, 307
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we prompt the LLM with the CoI, the developing308

trends of existing works, and the key entities ex-309

tracted from existing literature, as described in Sec.310

3.2, to predict possible future trends (Table 13).311

These entities comprise relevant datasets and poten-312

tial baseline models, which are important to clarify313

the concepts mentioned in the existing literature.314

After obtaining the future trend, we ask the LLM315

to articulate its motivation, novelty, and methodol-316

ogy, finally consolidate the idea (Tables 14 and 15).317

Through this step-by-step manner, COI can pro-318

duce a more detailed idea. Following (Wang et al.,319

2023; Lu et al., 2024), a novelty-check agent evalu-320

ates the novelty of the candidate ideas by retrieving321

relevant papers and prompting another LLM to322

assess the similarity between the generated idea323

and the retrieved papers (Table 16). Based on the324

novelty assessment, our framework determines if325

another round of generation is necessary. Finally,326

generated ideas from all CoI branches are pairwise327

compared, and the idea with the highest winning328

rate is selected for experimental design.329

3.4 Experiment Design330

While our primary goal is to generate novel ideas,331

it is also useful to develop experiment designs that332

help users implement these ideas. Thus, we ex-333

tended the CoI agent to include experiment design.334

As shown in Figure 2, we prompt the LLM with ex-335

periments from existing works obtained from Sec.336

3.2 as few-shot examples, along with the proposed337

idea and key entities, to guide the LLM in design-338

ing experiments (Table 17). We employ a review339

agent to assess the candidate experiment designs.340

Its main role is to evaluate the clarity and compre-341

hensiveness of the protocol, ensuring all key ele-342

ments—such as datasets and models—are clearly343

specified. Additionally, it checks if the design pro-344

vides enough detail for practical implementation345

(Table 18). The review agent provides critical feed-346

back on these aspects, subsequently utilizing this347

information to conduct further searches for rele-348

vant literature (Table 19) to help the LLM refine349

and enhance its previous experiment design (Table350

20). Through this iterative process of review and351

refinement, we arrive at a final experiment design.352

4 Experimental Setups353

4.1 Implementations354

In our CoI agent, we primarily use GPT-4o (05-355

13) as our LLM implementation. For some mod-356

ules that require full-paper understanding, we use 357

GPT-4o-mini (07-18) to read the paper and sum- 358

marize the core contents due to its lower price and 359

good summarization capability. We use Semantic 360

Scholar as our academic search engine. For the 361

main experimental results, the maximum length of 362

the CoI is set to 5 and the number of CoI branches 363

is set to 3, and their analysis results are given later. 364

The iteration number of self-refinement in the ex- 365

periment design stage is set to 1 for cost saving. 366

4.2 Data 367

To evaluate the capability to generate novel ideas, 368

we collect recent research topics from Hugging 369

Face’s Daily Papers4, known for its timely up- 370

dates and the high quality of the featured papers. 371

We select papers submitted between August 1 and 372

September 15, 2024, ensuring that the topics are 373

sufficiently new and the time frame is after the data 374

cutoff of the LLM. We ask 10 skilled researchers 375

(All have publications in top-tier conferences and 376

major in AI-related topics) to identify papers that 377

capture their interests. Subsequently, we prompt 378

GPT-4o to extract research topics, proposed ideas, 379

and their corresponding experiment designs from 380

these selected papers (Tables 21, Table 22 and 381

23). The extracted topics will be returned to the 382

researchers for validation, ensuring the validity and 383

reasonability of the extracted topics. The extracted 384

ideas and experiment designs will be utilized as our 385

Real Paper baseline, as described in Section 4.3. 386

Due to the substantial costs to generate and evalu- 387

ate ideas and experiment designs, we adhere to the 388

assessment scale of (Lu et al., 2024; Wang et al., 389

2023) to collect 50 research topics for evaluation. 390

4.3 Baselines 391

We compare our CoI agent with recent works on 392

idea generation and experiment design. To ensure 393

a fair comparison, we employ GPT-4o and Seman- 394

tic Scholar as the LLM and academic retriever for 395

all baseline methods. Furthermore, we unify the 396

output format to minimize evaluation preference to- 397

wards more structured outputs (Chiang et al., 2024). 398

We compare with the following baselines: 399

• RAG: This is the vanilla RAG approach (Lewis 400

et al., 2020). We feed the LLM with retrieved 401

literature for generating ideas and experiments. 402

• ResearchAgent (Baek et al., 2024): This work 403

leverages an additional academic knowledge 404

4https://huggingface.co/papers
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(a) (b) (c)

Figure 3: (a) Evaluation results of idea generation with LLM as a judge. (b) Evaluation results of idea generation
with human as judges. (c) Agreements between human and LLM judges.

graph for enhancing the literature retrieval and405

adopts a multi-agent framework to refine ideas406

through peer discussions iteratively. We follow407

the original paper to reproduce this baseline.408

• GPT-Researcher (Assafelovic, 2023): GPT-409

Researcher is an agent framework specifically410

designed for the research. The agent is enhanced411

with plan-and-solve and RAG capabilities.412

• AI-Scientist (Lu et al., 2024): This work origi-413

nally aims to generate the entire paper with the414

idea, methods, and experimental results. We ex-415

tract the components related to idea generation416

and experiment design to serve as our baseline.417

• AI-Researcher (Si et al., 2024): It is a specifi-418

cally designed idea-generation agent with RAG419

and a sophisticated re-ranking mechanism.420

• SciAgent (Ghafarollahi and Buehler, 2024): It421

is a multi-agent system incorporating knowledge422

graphs, RAG, and LLMs for scientific research.423

• Real Paper: In Sec. 4.2, we extract topics from424

existing research papers. Therefore, the ideas and425

the experiment designs from these papers serve426

as a natural baseline to quantify the gap between427

model-generated ideas and genuine human ideas.428

429

4.4 Evaluation: Idea Arena430

Model-based Evaluation. The open-ended nature431

of idea generation poses challenges for automatic432

evaluation. Prior work primarily uses LLM-based433

Likert scale system to score ideas (Baek et al.,434

2024; Lu et al., 2024). However, Si et al. (2024)435

show this method poorly aligns with human prefer-436

ences. Instead, they show LLMs perform better in437

ranking ideas. To obtain reliable scores for evalua-438

tion, we propose Idea Arena, a pairwise evaluation439

system using a Round-Robin tournament to com-440

pute ELO scores for each idea-generation method. 441

For a given topic, we require the LLM judge to 442

rank the ideas generated by any pair of methods 443

(Table 24). We evaluate each pair twice with order 444

reversed to reduce the position bias. To comprehen- 445

sively evaluate an idea from multiple perspectives, 446

we incorporate criteria from ICML 2020 review 447

guidelines 5, and those in (Si et al., 2024), which 448

consist of Novelty, Significance, Clarity, Feasibil- 449

ity, and Expected Effectiveness. Finally, the resul- 450

tant win-loss-tie records are utilized to calculate the 451

ELO scores for each method, following the prac- 452

tices outlined in (Zheng et al., 2024; Zhao et al., 453

2024). We also evaluate the experiment design 454

in the same pairwise way, focusing on Feasibility, 455

Technical Quality, and Clarity. Refer to Definitions 456

for all metrics in Tables 6 and 7 of the Appendix. 457

Human Evaluation. The 10 AI researchers who 458

review the extracted topics are asked to rank two 459

ideas and experiment designs based on the same 460

pairwise criteria as the model-based evaluation. To 461

ensure fairness, we anonymize the source of the 462

ideas by concealing the method identity. 463

5 Results 464

Idea Generation. Figure 3 present the results of 465

idea generation evaluated by both a LLM (specif- 466

ically, GPT-4o) and human researchers. Detailed 467

scores are in Table 26 of Appendix. Overall, our 468

CoI agent performs better than all other automated 469

methods in both model- and human-based evalu- 470

ations. Notably, It substantially outperforms the 471

second-best baselines, GPT-Researcher and RAG, 472

by margins of 34 and 65 ELO scores, respectively, 473

in the two evaluation settings. Our CoI agent’s 474

5https://icml.cc/Conferences/2020/
ReviewerGuidelines
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Dimension Agreement

Novelty 70.7%
Significance 75.8%
Clarity 78.2%
Feasibility 74.1%
Effectiveness 75.6%
Average 74.9%

Table 1: Agreement between the human and GPT-4o
judges in all evaluated dimensions.

CoI Agent –CoI –Future Trend –Entities

Novelty 50 41 40 46
Significance 50 39 43 49
Clarity 50 44 51 42
Feasibility 50 49 53 47
Effectiveness 50 39 44 43
Average 50 42.4 46.2 45.4

Table 2: Ablation study on the design of CoI agent. The
original CoI agent gets 50 points because it receives 50
ties after battling with itself.

performance is on par with that of the Real Paper475

baseline and even excels in the metrics of Nov-476

elty and Significance. These results highlight its477

exceptional capabilities in idea generation. Fur-478

thermore, CoI demonstrates superior performance479

in Clarity, Feasibility, and Expected Effectiveness480

compared to other automated methods in human481

evaluation. Nevertheless, it still lags considerably482

behind the Real Paper in these areas. This sub-483

stantial gap between automatic methods and Real484

Paper is expected, as Real Paper ideas undergo485

extensive experimental validation. Additionally,486

AI-Scientist’s performance is especially low, likely487

due to its original design, which focuses on generat-488

ing full papers from executable code. When given489

only a research topic, its simplistic idea-generation490

framework limits its ability to produce novel and491

feasible ideas.492

Human-Model Agreements. To assess the relia-493

bility of our model-based evaluation within Idea494

Arena, we analyze the agreements between the pref-495

erences of the human judges and the LLM judges.496

We follow (Zheng et al., 2024) to compute the497

agreement, which is defined as the probability that498

two judges agree on the winner of one specific499

arena match. Figure 3 presents pairwise agree-500

ments between humans and leading LLMs (GPT-501

4o, Gemini-1.5-Pro-Exp-0827, Claude-3.5-Sonnet).502

GPT-4o achieves 74.9% agreement with humans,503

closely approaching human-to-human evaluation504

levels mentioned in (Si et al., 2024). This finding505

indicates a strong alignment between human-based506

and model-based evaluations in our Idea Arena 507

evaluation protocol, highlighting the robustness of 508

Idea Arena in evaluating the quality of generated re- 509

search ideas (More correlation results can be found 510

in Figure 6 and Figure 7 in the Appendix). As GPT- 511

4o shows superior agreement with humans among 512

all tested models, we designate it as our primary 513

LLM judge for subsequent experiments. Table 1 514

further confirms GPT-4o’s consistent high agree- 515

ment with human evaluators across all assessment 516

criteria. 517

Ablation Study. We conduct an ablation study to 518

assess the contributions of each component of the 519

CoI Agent to idea generation quality. The follow- 520

ing variants are examined: 1) – CoI: Excludes the 521

CoI construction stage, directly using all retrieved 522

literature without progressive relation mining. 2) 523

– Future Trend: Omits the Future Trend Predic- 524

tion module, prompting the LLM to generate ideas 525

directly based on the provided information. 3) – 526

Entities: Skips inputting entity definitions during 527

idea generation.To ensure fair comparison, each 528

variant is scored against the full CoI Agent, with 529

2/1/0 points for win/tie/lose in 50 matches, for a 530

maximum of 100 points. 531

Results in Table 2 show that all variants nega- 532

tively affect idea quality. Excluding the CoI con- 533

struction stage has the most significant impact, em- 534

phasizing the importance of organizing literature 535

based on progressive relationships to enhance the 536

LLM’s understanding of trends. Removing the Fu- 537

ture Trend Prediction reduces novelty, as the LLM 538

lacks insight into potential forward-thinking ideas. 539

Although slight improvements in clarity and feasi- 540

bility are observed, these are not substantial, likely 541

due to evaluation variability. Finally, omitting en- 542

tity information reduces clarity and effectiveness, 543

as the LLM generates more abstract ideas without 544

grounding in specific concepts. This highlights the 545

value of entity information in enhancing the clar- 546

ity and practical relevance of ideas. Further, we 547

conducted experiments to investigate the impact of 548

the length and quantity of CoI on the quality of the 549

generated ideas in A.4 and A.5. 550

Case Study. Table 3 presents an intriguing case 551

study with the same topic of our paper – generating 552

novel research ideas using LLMs. CoI agent first 553

constructs the chain of ideas, extending I0 (Baek 554

et al., 2024) in both forward and backward direc- 555

tions. Then the agent analyzes current research 556

trends for any two adjacent ideas. For instance, it 557

identifies that the core development from I−1 to 558
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Input topic: Using LLM agent to generate novel and original
research ideas without human participation

Chain of Ideas:
• I−3 (Kim et al., 2021) addresses the challenge of discover-

ing new materials through molecular generation . . .
• I−2 (Boiko et al., 2023) investigates LLMs capabilities in

experiment design and execution for scientific research . . .
• I−1 (Yang et al., 2024b) proposes a new dataset for social

science hypotheses generation . . .
• I0 (Baek et al., 2024) proposes a ResearchAgent framework

for automatic idea generation . . .
• I1 (Si et al., 2024) presents a large-scale comparison be-

tween LLM-generated ideas and human ideas . . .

Current Trends:
• I−3 → I−2: This progression marks a significant shift

from the application of molecular generation to the broader
scope of automating scientific research using LLMs . . .

• I−2 → I−1: This transition focuses on refining the au-
tonomous induction capabilities of LLMs, specifically in
generating novel and valid scientific hypotheses . . .

• I−1 → I0: I0 further extends hypotheses generation of I−1

to generating research ideas autonomously . . .
• I0 → I1: This transition emphasizes the empirical valida-

tion of LLMs in generating novel research ideas . . .

Future Trend Prediction: Given the previous research’s pro-
gression and the identified gaps, a promising direction is to
unleash the potential of LLM in ideation. We can develop a
multi-agent system that leverages evolutionary algorithms to
enhance the diversity and novelty of LLM-generated ideas . . .

Final Idea: EvoResearchAgent: Enhancing Diversity and
Novelty in Idea Generation with Evolution
• Motivation: Using LLMs for idea generation has shown

promising advancements. However, challenges persist, par-
ticularly the diversity and novelty of LLM ideas. (Si et al.,
2024) show that while LLMs can produce novel ideas, they
often lack a broad range of perspectives and diversity. . . .
To address these issues, we propose EvoResearchAgent, a
multi-agent system that leverages evolutionary algorithms
to enhance the diversity and novelty of generated ideas . . .

• Method:
◦ Idea Initialize: An LLM generates some initial ideas as

the start point of the evolutionary process . . .
◦ Metrics: Propose automatic metrics like topic diversity

and novelty to evaluate the range of ideas . . .
◦ Evolution Integration:

1. Selection: Select the top ideas based on predefined
novelty and diversity metrics.

2. Crossover: Combine elements of two high-scoring
ideas to create new hybrid ideas.

3. Mutation: Introduce small changes to existing ideas
for new possibilities and diversity.

4. Iteration: Repeat the selection, crossover, and mu-
tation process iteratively . . .

Table 3: Demonstration for idea generation pipeline of
our CoI agent. Refer to Table 5 for full case study.

I0 is the generation of ideas rather than hypothe-559

ses. After digesting the existing trends, CoI agent560

proposes an evolutionary algorithm that explicitly561

models parent-child variations as a promising direc-562

tion for enhancing idea novelty and diversity. This563

approach, incorporating practical implementations564

like crossover and mutation, yields a viable and565

innovative concept that merits further exploration. 566

Feasibility Tech. Clarity Average

M
od

el
E

va
lu

at
io

n Real Paper 1100 1122 1090 1103
CoI Agent (ours) 1029 1096 1043 1056
RAG 1022 970 1016 1003
ResearchAgent 960 1020 980 987
GPT-Researcher 1001 965 992 986
AI-Scientist 888 827 879 865

H
um

an
E

va
lu

at
io

n Real Paper 1138 1111 1111 1120
CoI Agent (ours) 1092 1123 1121 1112
RAG 1035 1041 1048 1042
GPT-Researcher 988 977 971 978
ResearchAgent 939 959 964 954
AI-Scientist 809 788 785 794

Agreement 70.7% 75.9% 72.1% 73.0%

Table 4: Results of experiment design of both model and
human evaluations, as well as their agreements. Tech.
refers to the Technical Quality criterion.

Experiment Design. As a byproduct of idea gen- 567

eration, we also require baselines to develop poten- 568

tial experiment designs for realizing their proposed 569

ideas. Table 4 shows the arena-style results for 570

experiment designs under both model-based and 571

human-based evaluations6. Our CoI Agent outper- 572

forms all automated methods across all criteria in 573

two evaluation settings. Notably, it surpasses RAG, 574

the second-best automated method, by 70 ELO 575

points in human evaluation. Furthermore, there is 576

also a high degree of model-human agreement in 577

the experimental designs. 578

6 Conclusions 579

In this paper, we introduce Chain of Ideas (CoI) 580

agent, a framework designed for generating novel 581

research ideas. The CoI agent offers a promising 582

and concise solution by organizing ideas into a 583

chain structure, effectively mirroring the progres- 584

sive development within a given research domain. 585

It facilitates LLMs to digest the current advance- 586

ments in research, thereby enhancing their ideation 587

capabilities. To comprehensively evaluate the ca- 588

pability of automated idea generation methods, we 589

also propose Idea Arena, an evaluation system that 590

requires the participant methods to compete in pairs 591

about their generated ideas for the research topics, 592

which demonstrates high agreement with human 593

evaluation. Experimental results indicate that the 594

CoI agent consistently outperforms other methods 595

and is capable of generating ideas comparable to 596

human creativity. 597

6SciAgent and AI-Researcher do not support experiment
design, which we exclude from this experiment.
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Limitations598

While the CoI Agent produces clear and techni-599

cally sound ideas and experiment designs, they600

often lack feasibility compared to human ideas and601

experiments. This underscores feasibility as both602

a critical bottleneck in automated research innova-603

tion and a key area for future focus. Additionally,604

our current methodology is confined to the design605

phase. A significant future research direction in-606

volves enabling the Agent to autonomously con-607

duct experiments based on its designs and refine608

its ideas based on the feedback from experimental609

results.610

Ethic discussion611

The misuse of AI-generated research ideas could612

present a risk to our society. We believe this is a613

fundamental limitation inherent in all generative614

models, not just an issue specific to our CoI. Conse-615

quently, we advocate for the continuation of safety616

research specifically focused on the academic do-617

main. As for this paper, our primary goal is to618

enhance effectiveness, while safety issues are re-619

ally out of this scope. Nevertheless, we still try to620

test the safety capability of our framework. The621

analysis, detailed in A.3, shows that CoI does not622

compromise the safety alignment of existing LLMs,623

thereby making it a safe and reliable framework for624

idea generation.625
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A Appendix793

A.1 Evaluation Metrics794

Evaluation criteria for generated ideas include sev-795

eral key aspects. Novelty and Significance are796

adapted from the ICML 2020 reviewer guidelines,797

with specific experimental evaluation standards re-798

moved. Effectiveness is assessed with reference to799

AI-Researcher (Si et al., 2024), while Feasibility is800

tailored specifically for the task of Idea generation.801

Clarity is also sourced from the ICML 2020 re-802

viewer guidelines. For the evaluation of experiment803

design, the criteria consist of Quality, extracted804

from the Technical Quality section of the ICML805

2020 guidelines with specific results-oriented stan-806

dards omitted, as well as Clarity, again based on807

ICML 2020 guidelines. Feasibility is designed808

specifically for the task of experiment design gen-809

eration.810

A.2 Prompts used in CoI Agent811

Here are the prompts used in this paper.812

• Prompts used in CoI construction813

– Prompt used to convert a topic into a814

search query for literature retrieval (Ta-815

ble 8)816

– Prompt used to evaluate whether a paper817

is relevant to the topic (Table 9)818

– Prompt used to extract idea, experiment,819

entities and references from paper (Table820

10) and 11821

– Prompt used to summarize current trends822

of CoI (Table 12)823

• Prompts used in idea generation824

– Prompt used to predict future trend (Ta-825

ble 13826

– Prompt used to generate idea (Table 14827

and 15)828

– Prompt used to check the novelty of the829

idea (Table 16)830

• Prompts used in experiment design831

– Prompt used to generate experiment de-832

sign (Table 17)833

– Prompt used to review experiment design834

(Table 18)835

– Prompt used to get queries for search836

paper to refine experiment design (Table837

19)838

– Prompt used to refine experiment (Table 839

20) 840

• Prompts used in benchmark construction 841

– Prompt used to extract topic from real 842

paper (Table 21) 843

– Prompt used to extract the idea from real 844

paper (Table 22) 845

– Prompt used to extract the experiment 846

design from real paper (Table 23) 847

• Prompts used in idea arena 848

– Prompt used to compare two ideas (Table 849

24) 850

– Prompt used to compare two experiment 851

designs (Table 25) 852

A.3 Ethic results 853

To test if CoI will generate unsafe research ideas, 854

we try two unsafe topics: "Artificial intelligence 855

weaponization", and "Development of highly addic- 856

tive and lethal drugs". For each topic, we generate 857

10 ideas. 858

Among 10 ideas about "artificial intelligence 859

weaponization", four of them focus on the ethical 860

issues surrounding AI weapons, such as establish- 861

ing guidelines for their use, enhancing account- 862

ability and oversight mechanisms, and preventing 863

ethical dilemmas. Another four ideas address the 864

enhancement of safety in the use of AI weapons, 865

including methods to distinguish between civilians 866

and combatants, increase human involvement, and 867

build robustness against errors. The remaining two 868

ideas discuss ways to increase the transparency of 869

AI weapons and improve their interpretability to 870

ensure compliance with international humanitarian 871

law. 872

Among 10 ideas about "Development of Highly 873

Addictive and Lethal Drugs", six ideas focus on 874

researches on predicting and preventing addictive 875

behaviors. The remaining four ideas concentrate on 876

predicting and preventing substance abuse among 877

youth in the community and treating addictive be- 878

haviors. 879

It can be observed that even when CoI is pre- 880

sented with potentially unsafe topics, it consistently 881

suggests safe and reliable ideas. This is partly be- 882

cause most current LLMs have undergone safety 883

alignment. Additionally, the construction process 884

of CoI involves searching for publicly available re- 885

search papers on the internet and conducting further 886

11



research based on them. The majority of accessible887

papers tend to present positive perspectives, which888

in turn guides CoI to propose ideas that are more889

in line with ethical standards.890

A.4 Analysis of CoI Length891
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Figure 4: Length analysis of the CoI.

To examine the impact of the CoI length on the892

quality of generated ideas, we constructed variants893

with differing maximum chain lengths. Further-894

more, we also adopt the “- CoI” variant in Sec. 5895

as a 0-length variant, which uses 5 retrieved papers896

but does not organize them in a chain structure. Fig-897

ure 4 presents the idea arena results among these898

length variants. We observe a substantial improve-899

ment of idea-generation quality when we increase900

the length from 0 to 3. This indicates a clear de-901

velopmental trend analysis is more pivotal than902

the quantity of related literature. Furthermore, the903

quality of generated ideas continues to improve as904

the length of the CoI increases. Longer CoIs offer905

more reliable and comprehensive insights into the906

evolving trends within the current research domain,907

thereby enabling the LLM to better capture future908

development trends. The quality of generated ideas909

levels off after reaching a maximum length of 5.910

This saturation point indicates that this length is911

sufficient to capture relevant trends, with additional912

literature offering diminishing returns.913

A.5 Analysis of CoI Width914
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Figure 5: Width analysis of the CoI.

We also assess the impact of the width of CoI915

(i.e., the branch number K) on the quality of gen-916

erated ideas. Figure 5 shows the trend of average917

ELO scores with varying branch numbers. Gener- 918

ally, increasing the branch numbers shows a pos- 919

itive correlation with idea quality. However, the 920

disparity in ELO scores across different branch 921

numbers is small. This phenomenon is likely at- 922

tributed to the fact that generating multiple chains 923

primarily helps reduce the impact of any single CoI 924

performing poorly. Fortunately, such low-quality 925

CoIs are rare. 926

A.6 Evaluation with Different Judge Models 927

We present the evaluation results of idea genera- 928

tion for both model-based evaluation (including 929

GPT-4o, Gemini-1.5-Pro-Exp-0827, and Claude- 930

3.5-Sonnet) and human-based evaluation in Table 931

26. 932

We also conducted a consistency analysis of 933

Spearman and Pearson correlation coefficients. 934

Specifically, we utilized the ELO scores/rankings 935

assigned by two judges to these baselines to com- 936

pute the Pearson and Spearman correlations for 937

each evaluated dimension. We then averaged the 938

scores across all dimensions to determine the final 939

correlation between the two judges. The detailed 940

results are illustrated in figure 6 and figure 7. 941
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Input topic: Using LLM agent to generate novel and original research ideas without human participation

Chain of ideas:
• I−3 (Kim et al., 2021): It addresses the challenge of discovering new materials through molecular generation. It introduces

GCT, a Transformer with a variational autoencoder, to generate SMILES strings . . .
• I−2 (Boiko et al., 2023): It explores the capabilities of LLM in designing, and executing experiments for scientific research.

This work presents a multi-LLM agent to autonomously execute complex scientific experiments via internet browsing,
documentation searching, and hands-on experimentation . . .

• I−1 (Yang et al., 2024b): It proposes a new dataset for social science hypotheses and develops a MOOSE framework with
LLM prompting and feedback mechanisms to facilitate hypothesis generation . . .

• I0 (Baek et al., 2024): It proposes a ResearchAgent framework for automatic idea generation. ResearchAgent combines
LLMs with an entity-centric knowledge graph and iterative feedback from reviewing agents, creating a structured and dynamic
process for generating and refining research ideas . . .

• I1 (Si et al., 2024): The paper explores the capabilities of LLMs in generating novel research ideas and presents a large-scale
comparison between LLM-generated ideas and those produced by 100 NLP expert researchers, revealing that LLMs can
produce ideas deemed more novel than human-generated ideas . . .

Current Trends:
• I−3 → I−2: The progression from I−3 to I−2 marks a significant shift from the application of neural models for molecular

generation to the broader scope of automating scientific research using LLMs . . .
• I−2 → I−1: The transition from I−2 to I−1 focuses on refining the autonomous induction capabilities of LLMs, specifically

in generating novel and valid scientific hypotheses . . .
• I−1 → I0: I0 builds on the advancements made in I−1 by further extending the process of generating hypotheses to generating

and refining research ideas autonomously . . .
• I0 → I1: The transition from I0 to I1 emphasizes the importance of empirical validation of LLMs in

generating novel research ideas and highlights the potential of LLMs to contribute to ideation . . .

Future Trend Prediction: Given the previous research’s progression and the identified gaps, a promising
direction is to unleash the potential of LLM in ideation. We can develop a multi-agent system that leverages
evolutionary algorithms to enhance the diversity and novelty of LLM-generated research ideas . . .

Final Idea: EvoResearchAgent: Enhancing Diversity and Novelty in Idea Generation with Evolution
• Motivation: Using LLMs for idea generation has shown promising advancements. However, challenges per-

sist, particularly concerning the diversity and novelty of LLM-generated ideas. (Si et al., 2024) show that while
LLMs can produce novel ideas, they often lack a broad range of perspectives and diversity. Addi-
tionally, (Baek et al., 2024) have emphasized the need for a more systematic approach to improving
the quality of generated ideas. To address these issues, we propose EvoResearchAgent, a multi-agent
system that leverages evolutionary algorithms to enhance the diversity and novelty of generated ideas . . .

• Method:
◦ Idea Initialize: An LLM generates some initial ideas as the start point of the evolutionary process . . .
◦ Metrics: Propose automatic metrics like topic diversity and novelty to evaluate the range of ideas . . .
◦ Evolution Integration:

1. Selection: Select the top ideas based on predefined novelty and diversity metrics.
2. Crossover: Combine elements of two high-scoring ideas to create new hybrid ideas.
3. Mutation: Introduce small changes to existing ideas for new possibilities and diversity.
4. Iteration: Repeat the selection, crossover, and mutation process iteratively . . .

Table 5: Case study for the entire idea generation pipeline of our CoI agent.
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Figure 6: Pearson correlation coefficient of evalua-
tion results of different judges
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Figure 7: Spearman correlation coefficient of evalu-
ation results of different judges
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Metric Definition
Novelty Are the problems or approaches new? Is this a novel combination of

familiar techniques? Is it clear how this work differs from previous
contributions? Is related work adequately referenced?

Significance Are the idea important? Are other people (practitioners or re-
searchers) likely to use these ideas or build on them? Does the
idea address a difficult problem in a better way than previous re-
search? Does it provide a unique theoretical or pragmatic approach?

Clarity Is the paper clearly written? Is it well-organized? Does it adequately
inform the reader?

Feasibility Can the idea be realized with existing technology or methods? Are
there any technical difficulties or bottlenecks? Is the idea clear and
logical? Is there any obvious error or unreasonable part in the idea,
and can the experiment be designed normally according to this idea.

Expected Effectiveness How likely the proposed idea is going to work well (e.g., better than
existing baselines).

Table 6: Evaluation metrics of ideas.

Metric Definition
Feasibility Can the experiment be realized with existing technology or methods? Are there

any technical difficulties or bottlenecks? Is the experimental plan detailed and
feasible? Are the experimental steps clear and logical? Is there any obvious
error or unreasonable part in the experiment. Consider the rationality of its
steps and the possibility that the idea can be successfully implemented.

Quality Is there a clear rationale for each step of the experimental design? Are the
baseline and evaluation metrics chosen appropriately? Has the design taken
into account the potential advantages and limitations of the methods used? Can
this experimental design effectively support the claims made in the idea.

Clarity Is the experimental plan clearly written? Dose it provide enough information
for the expert reader to understand the experiment? Is it well organized? Does
it adequately inform the reader?

Table 7: Evaluation metrics of experiment design.

Table 8: Prompt used to convert a topic into a search query for literature retrieval

You are a master of literature searching, tasked with finding relevant research literature

based on a specific topic.

Currently, we would like to study the following topic: [Topic]

Please provide the literature search queries you would use to search for papers related to the

topic and idea.

Each query should be a string and should be enclosed in double quotes. It is best to output one

query representing the whole and other queries representing different aspects of the whole.

Output strictly in the following format:

Queries: . . .
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Table 9: Prompt used to evaluate whether a paper is relevant to the topic

You are an expert researcher tasked with evaluating whether a given paper is relevant to our

research topic based on its title and abstract.

Below are the details of the paper you need to assess:

Title: [Title]

Abstract: [Abstract]

The topic is: [Topic]

If the paper title and abstract are related to the topic, output 1; otherwise, output 0. As

long as you feel that this article has reference value for your question, you can use it to

help you study the topic, it does not need to be completely consistent in topic.

Please follow the strict format below:

Think: . . .

Relevant: 0/1

Table 10: Prompt used to extract idea, experiment, entities and references from paper (part I)

You are a scientific research expert, tasked with extracting and summarizing information from

provided paper content relevant to the topic: [Topic]. Your deliverables will include pertinent

references, extracted entities, a detailed summary, and the experimental design.

The topic you are studying is: [Topic] (Ensure that the references are pertinent to

this topic.)

Extraction Requirements:

Entities:

1. Identify unique entities mentioned in the paper, such as model names, datasets, metrics,

and specialized terminology.

2. Format the entities with a name followed by a brief description.

3. Ensure all entities are relevant to the specified topic ([Topic]).

Summary Idea:

1. Background: Elaborate on the task’s context and previous work, outlining the starting point

of this paper.

2. Novelty: Describe the main innovations and contributions of this paper in comparison to

prior work.

3. Contribution: Explain the primary methods used, detailing the theory and functions of each

core component.

4. Detail Reason: Provide a thorough explanation of why the chosen methods are effective,

including implementation details for further research.

5. Limitation: Discuss current shortcomings of the approach.

Experimental Content:

1. Experimental Process: Detail the entire experimental procedure, from dataset construction

to specific steps, ensuring clarity and thoroughness.

2. Technical Details: Describe any specific technologies involved, providing detailed

implementation processes.

3. Clarity of Plan: State your experimental plan concisely to facilitate understanding without

unnecessary complexity.

4. Baseline: Elaborate on the baseline used, comparative methods, and experimental design,

illustrating how these support and validate the conclusions drawn.

5. Verification: Explain how your experimental design assists in verifying the core idea and

ensure it is detailed and feasible. Continue to next table →
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Table 11: Prompt used to extract idea, experiment, entities and references from paper (part II)

Relevance Criteria:

1. Method Relevance: References must directly correlate with the paper’s methodology, indicating

improvements or modifications.

2. Task Relevance: References should address the same task, even if methods differ, better have

the same topic [Topic]

3. Baseline Relevance: References should serve as baselines for the methods discussed in the

paper.

4. Output Format: Provide references without author names or publication years, formatted as

titles only.

The paper content is as follows: [Paper content]

Please provide the entities, summary idea, experimental design, and the three most relevant

references (Sort by relevance, with priority given to new ones with the same level of relevance,

do not reference the original paper.) based on the paper’s content.

Note: Ensure the references are pertinent to the topic you are studying: [Topic]. If there are

no relevant references, output [].

Now please output strictly in the following format:

Entities: . . .

Idea: . . .

Experiment: . . .

References: . . .

Table 12: Prompt used to get trends of CoI

You are a scientific research expert tasked with summarizing the historical progression of

research related to our current topic, based on the literature we have reviewed.

Here are the entities you need to know : [Entities]

The topic you are studying is: : [Topic]

The literature from early to late: [Idea chain]

Your objective is to outline the historical evolution of the research in light of current

trends. Please follow these requirements:

Analysis of Published Viewpoints: Examine the progression of ideas across the identified papers.

Detail how each paper transitions to the next—for instance, how Paper 0 leads to Paper 1, and

so forth. Focus on understanding how Paper 1 builds upon the concepts in Paper 0. Elaborate

on specific advancements made, including proposed modules, their designs, and the rationale

behind their effectiveness in addressing previous challenges. Apply this analytical approach

to each paper in the sequence.

Please present your findings in the following format:

Trends:

Paper 0 to Paper 1: . . .

Paper 1 to Paper 2: . . .

. . .
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Table 13: Prompt used to predict future trend

You are a scientific expert tasked with formulating a novel and innovative research idea based

on your comprehensive literature review. Your objective is to propose a feasible approach that

could significantly advance the field.

Here are the entities you need to know : [Entities]

The literature you have studied is as follows: [Chain of ideas]

The following section delineates the progressive relationships among the previously summarized

research papers: [Trend]

Based on previous research, analyze how human experts think and transition from previous

methods to subsequent approaches. Focus on their reasoning logic and the sources of their

thought processes. Learn to emulate their reasoning patterns to further develop and guide your

own research direction in a natural and coherent manner.

Additionally, you are encouraged to adopt the following three modes of thinking:

1. Reflection: Reflect on scenarios where a specific method encounters significant challenges.

Consider potential solutions that could effectively address these issues, make the solutions

sounds reasonable, novel and amazing.

2. Analogy: Identify a specific problem you are currently facing and research existing solutions

that have successfully tackled similar challenges. Explore these solutions and adapt key

principles and strategies to your situation. Think creatively about how tools and approaches

from other domains can be re-imagined to devise a novel strategy for your issue. Encourage you

to actively explore methods in other fields to solve your current problems.

3. Deep Dive: Some methods may present specific approaches to addressing a particular problem.

Consider whether there are aspects that could be modified to enhance their rationale and

effectiveness.

Note:Each article’s limitations are specific to that particular piece and should not be applied

to others. Carefully consider the task at hand and analyze the potential issues you might

encounter if you proceed with your original approach, reflecting on the challenges previously

faced. Then, think critically about how to address these issues effectively.

You are encouraged to apply human reasoning strategies to identify future research directions

based on prior studies. Aim for in-depth analysis rather than mere integration of existing

ideas. Please avoid introducing unfamiliar information, ensuring that the trends you present

are both authentic and reasonable. Before proposing any trends, take a moment to reflect on the

principles underlying the methods you’re employing and assess their relevance to your research

area.

The future research direction should be related to the topic: [Topic]

Please present the future research direction in the following format:

Future direction: . . .
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Table 14: Prompt used to generate idea (part I)

You are a scientific expert tasked with formulating a novel and innovative research idea based

on your comprehensive literature review. Your objective is to propose a feasible approach that

could significantly advance the field.

The following are examples of ideas you have proposed in the past that are similar to real

papers. Please avoid this situation as much as possible. You can continue to make in-depth

innovations, but avoid plagiarism: [Bad case]

Here are the entities you need to know: [Entities]

The topic you are studying is: [Topic]

The literature you have studied is as follows: [Chain of ideas]

Your idea is composed of the following components:

Motivation:

1. Provide a background for your idea, summarizing relevant work.

2. Identify shortcomings in previous research and highlight the specific problems that remain

unsolved and that you aim to address.

Novelty:

1. Distinguish your proposed method from existing methods (preferably by naming specific

approaches).

2. Detail the improvements of your method compared to past work.

3. Clearly outline at least three contributions your idea offers to the field, including the

problems it resolves and the benefits it delivers.

Method:

1. Present a detailed description of your idea, focusing on the core method, the specific problem

it solves, and enhancements over earlier research (citing relevant literature with titles).

2. Explain the step-by-step methodology, including the functions of each module and the rationale

for why this approach effectively addresses previous challenges.

Please adhere to the following guidelines:

1. Your research idea should be innovative, feasible, and contribute meaningfully to the field.

Please carefully examine the idea you have proposed, avoid immediate perception, and try to be

different from the previous methods as much as possible.

2. Ensure your proposal is solid, clearly defined, and practical to implement. Logic should

underpin your reasoning.

3. Write in clear, concise language aimed at an audience with limited background knowledge in

the subject. Avoid complex technical jargon, but when professional terms are necessary, provide

thorough explanations.

4. Refrain from introducing concepts from uncertain fields to prevent proposing ideas that may

be incorrect or impractical.

5. When referencing other research, please include the titles of the cited papers.

6. Please avoid introducing unfamiliar information, ensuring that the trends you present are

both authentic and reasonable. Before proposing any trends, take a moment to reflect on the

principles underlying the methods you’re employing and assess their relevance to your research

area.

Continue to next table →
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Table 15: Prompt used to generate idea (part II)

7. Each article’s limitations are specific to that particular piece and should not be applied

to others. Carefully consider the task at hand and analyze the potential issues you might

encounter if you proceed with your original approach, reflecting on the challenges previously

faced. Then, think critically about how to address these issues effectively.

The following section delineates the progressive relationships among the previously summarized

research papers: [Trend]

The following section outlines the potential future research directions based on the literature

you have studied: [Future direction]

Please output your motivation,novelty,method firstly and then output your final idea.The final

idea should clearly explain the origins, motivation, and challenges of your idea, detailing

how you overcame these hurdles.

Please present the final idea in the following format:

Motivation: . . .

Novelty: . . .

Method: . . .

Final idea: . . .

Table 16: Prompt used to check the novelty of the idea

You are a scientific research expert tasked with evaluating the similarity between a specified

idea and existing research. Your objective is to determine if the target idea closely resembles

any findings in the provided papers.

The target idea you need to check is as follows: [Idea]

The relevant papers you need to refer to are as follows:[Content of retrieved papers]

Here are your guidelines:

1. Comparison Process: Begin by thoroughly comparing each paper’s ideas with the target idea.

Consider the methodologies, conclusions, and underlying concepts in each paper in your analysis.

2. Similarity Assessment: If the target idea shares fundamental similarities with any existing

research to the extent that they can be considered identical, classify this as plagiarism.

3. Output: Your output should provide a clear thought process, the similarity assessment, a

summary of the target idea, and the ID of the most relevant similar paper.

Please output strictly in the following format:

Think: . . .

Similar: 0/1

Summary of the idea: . . .

Similar paper id: 0 to n
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Table 17: Prompt used to generate experiment

You are a scientific expert tasked with designing rigorous, feasible experiments based on

specified scientific questions and the methodologies derived from the idea I provide, along

with relevant past research. Your goal is to assist researchers in systematically testing

hypotheses and validating innovative discoveries that could significantly advance their fields.

Past Related Research Experiments: [Past experiments]

Here are the entities you need to know: [Entities]

Here is the idea you need to design an experiment for: [Idea]

Please propose a detailed experimental plan addressing the following points:

1. Experimental Design: Develop rigorous experiments to ensure the reliability and validity of

your results. Provide a comprehensive explanation of the baseline used, comparative methods,

ablation study design, and criteria for data analysis and result evaluation. Clarify how these

components collectively reinforce and validate the conclusions of your research. Structure

your experimental design in a clear, logical, and step-by-step manner, ensuring each step is

well-defined and easy to understand.

2. Implementation of Technologies/Methods: If your experimental design involves specific

technologies or methodologies, describe the implementation process in detail, including

key technical aspects. For any critical concepts utilized, provide thorough explanations.

For instance, if you propose a modular approach, detail its construction, components, and

functionality.

3. Feasibility Assessment: Ensure your experimental plan is realistic, considering technological

availability, timelines, resources, and personnel. Identify potential challenges and propose

strategies for addressing them.

4. References to Previous Studies: When citing related literature, include titles and pertinent

details of the original papers. Strive to use as many references as necessary to support your

experimental design.

5. Visual Aids: If useful, provide pseudo code or a flowchart to illustrate the implementation

process. For example, you can use pseudo code to detail the core algorithm or the model

architecture, or employ a flowchart to map out the experimental procedure and data flow.

6. Clarity of Language: Use straightforward language to describe your methods, assuming the

reader may have limited knowledge of the subject matter. Avoid complex jargon and utilize

accessible terminology. If professional terms are necessary, please provide clear and detailed

explanations.

Please output strictly in the following format:

Experiment:

Step1: . . .

Step2: . . .

. . .
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Table 18: Prompt used to review experiment

You are an expert in paper review. Your task is to analyze whether a given experiment can

effectively verify a specific idea, as well as assess the detail and feasibility of the

experiment.

Here are the related entities you need to know: [Entities]

The idea presented is: [Idea]

The corresponding experiment designed for this idea is: [Experiment]

Please conduct your analysis based on the following criteria:

1. Can the experiment validate the idea? If not, identify the issues and suggest improvements

to enhance its verification capability and feasibility.

2. Are there specific experimental procedures that are confusing or poorly designed? Discuss

any methods that may not be feasible, uncertainties in constructing the dataset, or a lack of

explanation regarding the implementation of certain methods.

3. Evaluate the clarity, detail, reasonableness, and feasibility of the experimental design.

4. Provide suggestions for improving the experiment based on the shortcomings identified in

your analysis.

5. Focus solely on the experiment design; please refrain from altering the original idea.

6. Ensure that your suggestions are constructive, concise, and specific.

Please strictly follow the following format for output:

Suggestion: . . .

Table 19: Prompt used to get query for search paper to refine experiment

You are a research expert tasked with refining and improving an experimental plan based on the

feedback received.

The experimental plan you proposed is as follows: [Experiment]

You have received the following suggestions for improvement: [Suggestions]

Please decide whether you need to search for relevant papers to obtain relevant knowledge to

improve your experiment.

If you need to search for relevant papers, please provide a search query for literature search,

else provide "".

For example: if suggestions say that the dynamic query additional information and update

knowledge graph described in the experiment is not clearly described, so you need to output

"dynamic knowledge graph update".

Please output strictly in the following format:

Query:. . .
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Table 20: Prompt used to refine experiment

You are a research expert tasked with refining and improving an experimental plan based on the

feedback received.

The information of the literature you maybe need to refer to are as follows: [Searched

paper information]

The experimental plan you proposed is as follows: [Experiment]

Please propose a detailed experimental plan addressing the following points:

1. Experimental Design: Develop rigorous experiments to ensure the reliability and validity of

your results. Provide a comprehensive explanation of the baseline used, comparative methods,

ablation study design, and criteria for data analysis and result evaluation. Clarify how these

components collectively reinforce and validate the conclusions of your research. Structure

your experimental design in a clear, logical, and step-by-step manner, ensuring each step is

well-defined and easy to understand.

2. Implementation of Technologies/Methods: If your experimental design involves specific

technologies or methodologies, describe the implementation process in detail, including

key technical aspects. For any critical concepts utilized, provide thorough explanations.

For instance, if you propose a modular approach, detail its construction, components, and

functionality.

3. Feasibility Assessment: Ensure your experimental plan is realistic, considering technological

availability, timelines, resources, and personnel. Identify potential challenges and propose

strategies for addressing them.

4. References to Previous Studies: When citing related literature, include titles and pertinent

details of the original papers. Strive to use as many references as necessary to support your

experimental design.

5. Visual Aids: If useful, provide pseudo code or a flowchart to illustrate the implementation

process. For example, you can use pseudo code to detail the core algorithm or the model

architecture, or employ a flowchart to map out the experimental procedure and data flow.

6. Clarity of Language: Use straightforward language to describe your methods, assuming the

reader may have limited knowledge of the subject matter. Avoid complex jargon and utilize

accessible terminology. If professional terms are necessary, please provide clear and detailed

explanations.

You have received the following suggestions for improvement:[Suggestions]

Please refine your experimental plan based on the feedback provided. Ensure your refined plan

is feasible, clearly defined, and addresses the feedback you received.

Please output strictly in the following format:

Experiment: . . .

22



Table 21: Prompt used to extract topic from real paper

You are a research expert tasked with extracting the main topic from the provided paper

information.

The main topic should encompass broad fields such as "Retrieve augment generation" or

"using diffusion models for video generation". However, it should also include a relevant task

to the topic, formatted as "topic:... task:...".

Please read the provided paper and extract only the topic, which should follow this structure.

The paper’s title is [Title]

The paper’s abstract is as follows: [Abstract]

The paper’s introduction is as follows: [Introduction]

Please output strictly in the following format:

topic: . . .

Table 22: Prompt used to extract idea from real paper

You are a research expert tasked with extracting the main idea from the provided paper

information.

The main idea should encompass the motivation, solved problem, novelty, method of the

paper.

Please read the provided paper and extract the main idea from the paper.

The paper content is as follows: [Content]

Idea is composed of the following components:

Motivation: Explain the background of the idea and past related work, identify the shortcomings

of past work, identify the problems that need improvement, and identify the issues the paper

want to address.

Novelty: Explain the differences between the method and the current method (preferably list

specific methods), explain what improvements the paper have made to the previous method, and

then identify the problems that can be solved and the benefits that can be gained from these

improvements.

Method: Provide a detailed description of your idea, including the core method, the problem it

solves, and the improvement compared with previous work(Cite the previous work with the title

of the paper). Explain the specific steps of the method, the specific functions of each module,

and the specific reasons why this method can solve the previous problem.

Here are some tips for extracting the main idea:

1. Make idea easy to understand, use clear and concise language to describe, assuming the

reader is someone who has few knowledge of the subject, avoid using complex technical terms,

and try to use easy-to-understand terms to explain.If the paper use some professional terms,

please explain them in detail.

2. When the paper cite other papers, please indicate the title of the original paper.

The final idea should be detailed and specific, clearly explain the origins, motivation,

novelty, challenge, solved problem and method of the paper, and detail how the overcame these

hurdles. Ensure your approach is innovative, specifying how this innovation is reflected in

your experimental design.

The final idea should be double-blind, i.e. no experimental results or codes should be shown.

Please output strictly in the following format:

Final idea: . . .
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Table 23: Prompt used to extract experiment from real paper

You are a research expert tasked with extracting the specific experiment steps from the provided

paper information.

The specific experiment steps should include the specific methods for each step.

Please read the provided paper and extract specific experiment steps from the paper.

The paper content is as follows: [Content]

There are some tips for extracting the experiment steps:

1. Detail the Experimental Process: Describe the entire experimental process, including how

to construct the dataset and each specific experimental step. Ensure that each experimental

method is clearly and thoroughly detailed.

2. If specific technologies are involved in the experimental design, describe the implementation

process in as much detail as possible (i.e., technical details)

3. Make sure your experimental plan is concise and clear, and can be easily understood by

others,should not be too complicated.

4. Please provide a detailed explanation of the baseline used in the paper, the comparative

methods, the ablation design and the experimental design. Specifically, elaborate on how these

elements collectively support and validate the conclusions drawn in your research.

5. Explain how your experimental design can help you verify the idea and how the experiment is

detailed and feasible.

Now please output strictly in the following format:

Experiment:

Step1: . . .

Step2: . . .

. . .
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Table 24: Prompt used to compare two ideas

You are a judge in a competition. You have to decide which idea is better.

The idea0 is: [idea0]

The idea1 is: [idea1]

The topic is: [topic]

Which idea do you think is better? Please write a short paragraph to explain your choice.

Here are your evaluation criteria:

1. Novelty: Are the problems or approaches new? Is this a novel combination of familiar

techniques? Is it clear how this work differs from previous contributions? Is related work

adequately referenced?

2. Significance: Are the idea important? Are other people (practitioners or researchers) likely

to use these ideas or build on them? Does the idea address a difficult problem in a better way

than previous research? Does it provide a unique theoretical or pragmatic approach?

3. Feasibility: Can the idea be realized with existing technology or methods? Are there any

technical difficulties or bottlenecks? Is the idea clear and logical? Is there any obvious

error or unreasonable part in the idea, and can the experiment be designed normally according

to this idea.

4. Clarity: Is the paper clearly written? Is it well-organized? Does it adequately inform the

reader?

5. Effectiveness: How likely the proposed idea is going to work well (e.g., better than

existing baselines).

Note:

Avoid any position biases and ensure that the order in which the responses were presented

does not influence your decision. DO NOT allow the LENGTH of the responses to influence your

evaluation, choose the one that is straight-to-the-point instead of unnecessarily verbose. Be

as objective as possible. (very important!!!)

If you think idea0 is better than idea1, you should output 0. If you think idea1 is better than

idea0, you should output 1. If you think idea0 and idea1 are equally good, you should output 2.

Your output should be strictly in following format:

Your thinking process: . . .

Your choice:

Novelty: 0/1/2

Significance: 0/1/2

Feasibility: 0/1/2

Clarity: 0/1/2

Effectiveness: 0/1/2
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Table 25: Prompt used to compare two experiments

You are a judge in a competition. You have to decide which experiment is better.

The idea of experiment0 is: [idea0]

The experiment0 is: [experiment0]

The idea of experiment1 is: [idea1]

The experiment1 is: [experiment1]

Which experiment do you think is better? Please write a short paragraph to explain your choice.

Here are your evaluation criteria:

1. Feasibility: Can the experiment be realized with existing technology or methods? Are there

any technical difficulties or bottlenecks? Is the experimental plan detailed and feasible? Are

the experimental steps clear and logical? Is there any obvious error or unreasonable part in

the experiment. Consider the rationality of its steps and the possibility that the idea can be

successfully implemented.

2. Quality: Is there a clear rationale for each step of the experimental design? Are the

baseline and evaluation metrics chosen appropriately? Has the design taken into account

the potential advantages and limitations of the methods used? Can this experimental design

effectively support the claims made in the idea.

3. Clarity: Is the experimental plan clearly written? Dose it provide enough information for

the expert reader to understand the experiment? Is it well organized? Does it adequately inform

the reader?

Note: Avoid any position biases and ensure that the order in which the responses were presented

does not influence your decision. DO NOT allow the LENGTH of the responses to influence your

evaluation, choose the one that is straight-to-the-point instead of unnecessarily verbose. Be

as objective as possible. (very important!!!)

If you think experiment0 is better than experiment1, you should output 0. If you think

experiment1 is better than experiment0, you should output 1. If you think experiment0 and

experiment1 are equally good, you should output 2.

Your output should be strictly in following format:

Your thinking process: . . .

Your choice:

Feasibility: 0/1/2

Quality: 0/1/2

Clarity: 0/1/2
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Novelty Significance Clarity Feasibility Effectiveness Average Rank

H
um

an

Real Paper 1081 1087 1139 1149 1126 1116 1
CoI Agent (ours) 1122 1117 1095 1078 1097 1102 2
RAG 1021 1037 1032 1046 1051 1037 3
GPT-Researcher 1003 1012 1006 1010 1014 1009 4
AI-Researcher 1016 986 1021 1002 995 1004 5
ResearchAgent 980 986 1017 994 991 994 6
SciAgent 938 949 928 929 926 934 7
AI-Scientist 841 826 762 793 799 804 8

G
PT

-4
o

Real Paper 1073 1091 1161 1184 1141 1130 1
CoI Agent (ours) 1156 1169 1092 1049 1181 1129 2
AI-Researcher 1133 1088 1106 1044 1103 1095 3
GPT-Researcher 993 1020 1015 1045 1021 1019 4
ResearchAgent 1007 1049 1032 957 1038 1017 5
RAG 888 911 985 1040 937 952 6
SciAgent 891 857 822 840 769 836 7
AI-Scientist 858 815 788 841 811 822 8

G
em

in
i1

.5
-P

ro CoI Agent (ours) 1143 1167 1096 1071 1156 1127 1
Real Paper 1092 1106 1145 1155 1130 1126 2
AI-Researcher 1133 1090 1106 1045 1101 1095 3
GPT-Researcher 994 1010 1020 1046 1019 1018 4
ResearchAgent 993 1020 1019 971 1028 1006 5
RAG 899 925 980 1008 948 952 6
AI-Scientist 855 825 813 864 847 841 7
SciAgent 890 858 820 841 770 836 8

C
la

ud
e-

3.
5-

So
nn

et Real Paper 1091 1120 1178 1174 1181 1149 1
CoI Agent (Ours) 1169 1190 1056 995 1188 1120 2
AI-Researcher 1135 1091 1108 1044 1104 1097 3
GPT-Researcher 985 999 1031 1060 1007 1016 4
ResearchAgent 1006 1041 1050 942 1034 1015 5
RAG 883 912 997 1055 918 953 6
SciAgent 889 855 819 841 764 834 7
AI-Scientist 843 792 761 889 804 818 8

Table 26: Evaluation results of idea generation for both model-based evaluation and human-based evaluation.
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